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Abstract

It is a fundamental challenge to evaluate whether a model can truly capture the meaning of
sentences. Evaluation of whether a model well captures the meaning of individual words, how-
ever, can be effectively achieved by analyzing whether the model encodes words in a vector
space where semantically similar words form clusters. Inspired by this approach, we propose the
Sentence-Space Metrics (SSM) to evaluate model interpretation of sentences, and the sentence
space is constructed based on the pairwise entailment relationships between all sentence pairs
within a sentence pool. We use three metrics to evaluate a sentence space, i.e., (1) sparsity, (2)
clustering of related sentences, and (3) similarity with the sentence space measured from hu-
mans. The SSM is applied to evaluate 20 models, including ChatGPT, 18 BERT-family models
fine-tuned for Natural Language Inference (NLI) task, as well as SimCSE, a sentence representa-
tion model. The SSM reveals dramatic differences among models: Although all models achieve
high accuracy on standard NLI datasets such as MNLI, none of them mirrors the human behavior
under the SSM. These results demonstrate that, compared with traditional accuracy measures,
the SSM considers pairwise relationships between hundreds of sentences and therefore provide
a more fine-grained evaluation of model interpretation of sentences.

1 Introduction

How to represent the meaning of a word or a sentence is a classic question in philosophy, linguistics, and
psychology (Rumelhart, 1986; Lund and Kevin, 1997; Martin, 2007; Mikolov et al., 2013b; Mikolov
et al., 2013a). Converging evidence from Natural Language Processing (NLP) studies and human neu-
roimaging studies suggests that the meaning of a word can be well described by its relationship with other
words. For example, word embedding algorithms project words into a semantic space in which words
with more similar meanings are more closely located (Başkaya et al., 2013; Baroni et al., 2014; Th et al.,
2015; Wang et al., 2019). Similarly, human neuroimaging studies have shown that semantic space for
words can be constructed based on human rating of the similarities between words and predicts how sim-
ilarly the brain responds to different words (Wang et al., 2018; Wang et al., 2020). In human language,
words are only the basic elements to express meaning, while the unique expressive power relies on the
construction of sentences - We use sentences to represent compositional semantic structures, including
events and propositions. The complexity and abundancy in sentence meaning renders the evaluation of
sentence meaning much more challenging than that of word meaning (Muennighoff et al., 2023).

Here, inspired by the analysis of word semantic space, we evaluate how well an NLP model captures
sentence meaning by constructing a sentence space. Each sentence is a point in the vectorial space,
and the distance between two sentences represents how strongly the two sentences are related. Just
like the relationship between two words can be measured based on different features, e.g., animacy,
abstractness, and part of speech information, the relationship between two sentences can be measured in
many different ways. Here, we use the graded entailment score to quantify the relationship between two
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Figure 1: Construction of a semantic space for sentences. We construct a sentence pool, collect pairwise
entailment scores to build a distance matrix, and use multidimensional scaling (MDS) to visualize the
space. Each point in the sentence space in the upper right corner represents a sentence, and its color, i.e.,
RGB channels, illustrates how the sentence relates to 3 basis sentences that are randomly selected from
the sentence pool. A portion of the sentence space is zoomed in in the lower panel, in which the font size
is proportional to the shortest distance to a basis sentence – Larger fonts for sentences that are close to
a basis sentence. For this illustration, the 3 basis sentences are: (R) Making a marker is a complicated
task, even with modern computer assistance; (G) I also like to read things about the Civil War; (B) He
appointed a new financial manager, whom his followers saw as miserly.

sentences (Jiang and de Marneffe, 2022). In other words, if a sentence could entail another sentence, the
two sentences should have a shorter distance in the sentence space. We consider the semantic entailment
score instead of other semantic similarity measures (Li et al., 2006; Mihalcea et al., 2006; Agirre et
al., 2012) since semantic entailment is relatively more clearly defined while semantic similarity can be
judged based on different sets of features (Deshpande et al., 2023). All the SSM, however, can be easily
applied to sentence spaces constructed based on other measures.

Semantic entailment, also referred to as the Natural Language Inference (NLI) task, is widely used
to evaluate the sentence comprehension ability of models (Bowman et al., 2015; Williams et al., 2018).
Previous studies, however, mostly focus on the entailment relationship between pairs of sentences that
are constructed either manually (Bowman et al., 2015; Williams et al., 2018; Nie et al., 2020) or based on
templates (McCoy et al., 2019; Luo et al., 2022). For example, large datasets such as MNLI (Bowman et
al., 2015) and SNLI (Williams et al., 2018) have been constructed by collecting premises from corpora,
and asking annotators to construct hypotheses that have the required relationship with the premise (i.e.,
entailment, contradiction, or neutral). Transformers-based language models have achieved high accuracy
on mainstream NLI datasets (Devlin et al., 2019; Liu et al., 2019; He et al., 2021), but their performance
is sensitive to data corruption, distribution shift, and data manipulation (Poliak et al., 2018; Sanchez et
al., 2018; Wallace et al., 2019a; Jin et al., 2020). Consequently, it is of significant interest to design more
comprehensive methods to evaluate model performance on the NLI task (Naik et al., 2018; McCoy et
al., 2019; Bartolo et al., 2020; Kiela et al., 2021; Liu et al., 2023). The SSM proposed here differs from
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Premise Hypothesis

Making a marker is a complicated task, even
with modern computer assistance.

Producing a marker is complex, even with the help
of computers. (0.93, 0.83)

Making a marker is a complicated task, even
with modern computer assistance.

Producing a marker is even trickier without com-
puters. (0.80, 0.39)

A fisherman with his friend is setting up his
pole.

A fisherman and his friend are preparing his fish-
ing rod. (0.7, 0.76)

A fisherman with his friend is setting up his
pole.

The fisherman would like to catch fish. (0.76,
0.33)

Table 1: Examples of human-written hypotheses based on 2 premises. The numbers in parentheses
represent the human entailment scores of the sentence pairs as well as the reversed pairs.

previous methods to evaluate sentence interpretation by jointly considering the relationships between all
possible pairs of sentences within a sentence pool. Full paring of sentences naturally introduces sentence
pairs that have diverse relationships, some of which can violate the heuristic cues in current large NLI
datasets.

The procedure to construct a sentence space is illustrated in Figure 1. We constructed a sentence pool
in which sentences fall into 50 semantically related clusters (6-11 sentences per cluster), calculated the
distance between these sentences, i.e., the graded entailment score, and analyzed the space defined by
the distance matrix. An example sentence space is visualized in Figure 1. We applied the method to
test 20 language models, as well as human participants for comparison. For a model that well captures
sentence meaning, we expect the following three properties. First, short distance should be sparse since
most sentence pairs are unrelated. Second, semantically related sentences should form clusters. Third,
the model sentence space should align with the human sentence space. Therefore, we use (1) sparsity,
(2) clustering, and (3) similarity with human to evaluate a sentence space.

2 Method

2.1 Dataset

We construct a sentence pool, S, and perform the SSM based on S. The sentence pool S differs from
standard NLI datasets in three ways. First, since the SSM aims to examine the clustering of semantically
related sentences in a sentence space, sentences in S should form clusters, i.e., groups of sentences that
are strongly related. Second, since sentence entailment is a directional measure, we distinguish synony-
mous sentences, i.e., two sentences can entail each other, and inferential sentences, i.e., one sentence can
entail the other but not vice versa. Third, if there are N sentences in S, the SSM considers all possible
pairs from S, i.e., N2 pairs of sentences. Therefore, N must be relatively small to make the annotation
of the entailment relationships between N2 pairs feasible.

We initialize S by randomly selecting 80 premises from the dev split of SNLI and MNLI under the con-
straints that the sentence contains 5-20 words. All premises are proofread to ensure that they are gram-
matical, meaningful, and semantically irrelevant with each other. We then expand S with hand-written
hypotheses. The 80 premises are divided into ten nonoverlapping sets, each containing 8 premises. Each
set is given to an annotator and ten annotators are recruited in total. For each premise, the annotator has
to write 2-5 synonymous sentences and 3-5 inferential sentences. See Table 1 for example. Since it may
be challenging to write the hypotheses for some premises, the annotator is only required to finish the
task for 5 out of the 8 premises. All the annotators are proficient in English and have passed CET-6, a
standardized English test in China.

Altogether, 351 sentences are constructed after we filter out duplicated sentences and sentences that
contain less than 3 content words. These 351 sentences, together with the 50 premises (39 from MNLI
and 11 from SNLI), constitute the sentence pool S. Finally, S contains 401 sentences that form 50 se-
mantically related clusters around the 50 initial premises (6-11 sentences per cluster). The 401 sentences
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lead to 401 × 401 sentence pairs, and each pair is denoted as (si, sj) for si, sj ∈ S, where si is the
premise and sj is the hypothesis. The sentence pairs fall into 5 categories: The first two categories are
inferential pairs and synonymous pairs, which include the initial premise and the corresponding infer-
ential and synonymous hypotheses written by human annotators. Another two categories are inferential
(reversed) pairs and synonymous (reversed) pairs, which switch the premise and hypothesis in inferential
and synonymous pairs. Sentence pairs not falling into the four categories are referred to as irrelevant
pairs. The entailment relationship between a sentence pair is characterized by a graded measure between
0 and 1, i.e., R(i, j) (Chen et al., 2020b). If si can entail sj with high probability, R(i, j) is near 1.
In contrast, if the two sentences are unrelated or contradict each other, R(i, j) is near 0. The pairwise
entailment scores R(i, j) form a matrix R ∈ RN×N , where N is the sentence number in S, i.e., 401.

2.2 Human Entailment Score

We collect human entailment scores, i.e., R(i, j) for human. Since it is time-consuming to annotate the
entailment relationships between all possible 401 × 401 sentence pairs, we only annotate a subset of
sentence pairs. This subset includes all Inferential, Synonymous, Inferential (reversed) and Synonymous
(reversed) pairs (702 pairs in total), as well as Irrelevant pairs that are judged to have an entailment score
higher than 0.5 by at least 9 of the 18 BERT-family models. In total, 3,855 pairs of sentences are selected.
The instruction for annotators is ”For each pair of sentences, can the second sentence be inferred by the
first sentence?”. They choose from four options: (A) cannot be inferred, (B) can be inferred with low
probability, (C) can be inferred with high probability, or (D) can be inferred. For the four options, R(i, j)
is scored as 0, 0.3, 0.7, and 1, respectively. Each sentence pair is scored by 8-11 annotators. Annotations
by annotators with entailment accuracy below 0.6 are removed. Finally, R(i, j) for human is averaged
across annotators, where outliers beyond 3 standard deviation from the mean are removed. For unlabeled
data, we assign R(i, j) as 1 for identical sentence pairs (since a sentence always entails itself), and as 0
for the remaining Irrelevant pairs.

2.3 Model

2.3.1 BERT-family NLI models
We use BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), and DeBERTa-v3 (He et al., 2021) as
pre-trained models, and consider both the base version and large version. The pre-trained models are
provided by Huggingface (Wolf et al., 2019) and fine-tuned based on an NLI dataset, which could be
SNLI, MNLI, or a combination of SNLI, MNLI, and ANLI (Nie et al., 2020). For concision, we use
ANLI to refer the combination of SNLI, MNLI, and ANLI in subsequent sections. During fine-tuning,
each model takes in a pair of sentences (si, sj), formats it as [CLS, si, SEP, sj , SEP ], and encodes
them together. The final embedding of CLS token is run through a linear layer to obtain three probability
scores (P e

i,j , P
c
i,j , P

n
i,j), each denoting the probability of the relationship between the sentence pair being

entailment, contradiction, or neutral (Devlin et al., 2019; Falke et al., 2019). The training details are
shown in Appendix A. Here, we only use P e

i,j as the entailment score, i.e., R(i, j).

2.3.2 SimCSE
SimCSE provides a universal vectorial sentence representation (Gao et al., 2021). The SimCSE model
used in this work is based on RoBERTa-large (Liu et al., 2019), and is fine-tuned on SNLI and MNLI
with a contrastive loss (Chen et al., 2020a). The model encodes each sentence as a vector, and the
entailment score, i.e., R(i, j), is defined as the cosine similarity between a pair of sentences. SimCSE is
a model to evaluate semantic textual similarity, instead of an NLI model. Therefore, the model cannot
possibly discriminate the directionality of the entailment relationship. We consider this model since it
can possibly describe the synonymity of sentences.

2.3.3 ChatGPT
ChatGPT is a large language model developed by OpenAI upon the InstructGPT (Ouyang et al., 2022),
and we use the GPT-3.5-turbo API. Here, we directly ask ChatGPT to judge the entailment relationship
between a sentence pair under a zero-shot setting, using the multiple-choice questions as same as in the
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human experiment. Each sentence pair is evaluated through an independent query to ChatGPT, to avoid
the influence of previous samples. The prompts are shown in Appendix B.

Figure 2: Visualization of the semantic relatedness space and semantic discrepancy space.

2.4 Entailment Accuracy
We turn the graded entailment score into a binary value to calculate the entailment accuracy. The BERT-
family models are fine-tuned on the NLI task, and could predict a label, i.e., entailment or non-entailment
(pooling the original ‘contradiction’ and ‘neutral’ labels). For human annotators, SimCSE, and ChatGPT,
the relationship between a sentence pair is judged as entailment if and only if the entailment score is
higher than 0.5. The mean human entailment score is taken as the ground truth.

2.5 Distance in Sentence Space
The entailment relationship between two sentences is directional – For a pair of sentences, one sentence
may entail the other but not vice versa. In other words, there are two entailment scores R(i, j) and R(j, i)
for each pair of sentences. We converted the two entailment scores into two unidirectional distances to
construct two separate sentence spaces:

The semantic relatedness distance is defined as the average of the two entailment scores, i.e.,
Drel(i, j) = 1 − (R(i, j) + R(j, i))/2, which describes general semantic similarity between two sen-
tences. For example, the sentences on each row of Table 1 have relatively high entailment scores.

The semantic discrepancy distance is defined as the absolute difference of the two entailment scores,
i.e., Ddis(i, j) = 1−|R(i, j)−R(j, i)|, which describes how well the directional entailment relationship
is captured. For example, on the even rows of Table 1, the premise entails the inferential sentence but
not vice versa, resulting in a relatively large difference entailment score; while on the odd rows of Table
1, the sentences can entail each other and lead to a relatively low difference entailment score.

In the following, the calculations are applied to both Drel and Ddis, and the two distance matrices are
also both referred to as D.

2.6 2D Visualization of Sentence Space
We visualize the sentence space by showing each sentence as a colored dot in a 2-D space. The coordinate
of a sentence is determined by the 2-D multidimensional scaling (MDS) (Mead, 1992) based on D. The
RGB color indicates its distance to each of 3 basis sentences that are randomly chosen from S. For
example, if sgreen is selected as the basis for the green color, the value for the G channel is 1−D(sgreen, si)
for si ∈ S. Consequently, sentences that have shorter distance to sgreen and much longer distance to sred
and sblue will have greenish color on the graph. If a sentence is close to none of the three basis sentences,
its color is black. In contrast, if the sentence is close to all three basis sentences, its color is white.
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Model Dataset Synonymous
Synonymous

(reversed)
Inferential

Inferential
(reversed)

Irrelevant

BERT base
ANLI 0.748 0.771 0.650 0.791 0.460
MNLI 0.733 0.756 0.645 0.791 0.720
SNLI 0.664 0.763 0.686 0.786 0.382

BERT large
ANLI 0.840 0.847 0.714 0.809 0.417
MNLI 0.794 0.832 0.664 0.795 0.691
SNLI 0.802 0.832 0.714 0.768 0.388

DeBERTa base
ANLI 0.847 0.832 0.727 0.809 0.405
MNLI 0.840 0.840 0.723 0.809 0.716
SNLI 0.847 0.855 0.705 0.800 0.398

DeBERTa large
ANLI 0.840 0.840 0.723 0.809 0.436
MNLI 0.809 0.855 0.686 0.800 0.692
SNLI 0.855 0.847 0.718 0.805 0.419

RoBERTa base
ANLI 0.817 0.855 0.673 0.809 0.457
MNLI 0.817 0.840 0.691 0.805 0.645
SNLI 0.794 0.748 0.705 0.773 0.443

RoBERTa large
ANLI 0.802 0.824 0.718 0.809 0.530
MNLI 0.824 0.817 0.691 0.805 0.495
SNLI 0.878 0.832 0.700 0.827 0.414

SimCSE 0.893 0.885 0.686 0.468 0.806
ChatGPT 0.916 0.885 0.759 0.282 0.819
Human 0.805 0.809 0.780 0.792 0.841

Table 2: Accuracy for the entailment judgement.

The three basis sentences are only used for visualization and the quantitative analyses are based on all
sentences as detailed in the following.

2.7 Sentence-Space Metrics (SSM)

2.7.1 Sparsity
In S, most sentence pairs are unrelated. Therefore, we expect a well-constructed sentence space to be
sparse in the sense that most sentence pairs are unrelated and the distance between them should be near its
maximal value, i.e., 1. We use the averaged l1 norm (Hurley and Rickard, 2009) to quantify the sparsity
of distance matrices D ∈ RN×N . Formally, we calculate ∥1−D∥1

N2 . Smaller value indicates higher sparsity
– The distance between most sentences is near 1.

2.7.2 Clustering
Clustering of semantically similar words is often used as a method to evaluate word vector space (Baroni
et al., 2014). Here, since the hypotheses are written based on 50 premises, they should fall into 50 clus-
ters, with all the hypotheses written for the same premise and premise itself belonging to the same cluster.
To capture how well a model clusters semantically related sentences, we calculate the Calinski-Harabasz
Index (CH) (Caliński and JA, 1974). Specifically, for each sentence si in S, its vector representation
di = [di,1, di,2, · · · , di,N ] is the corresponding row in the distance matrix, and it is classified into one of
the 50 predefined clusters. The CH Index measures the ratio of the between-cluster isolation, the sum of
the squared distance between the center of each cluster and the center of S, to the within-cluster coher-
ence, the sum of the squared distance between each sentence and the center of its cluster. A larger value
of CH indicates better cluster performance.

2.7.3 Similarity with Human
We compare the similarity of sentence space between the model and human using the representational
similarity analysis (RSA) score (Kriegeskorte et al., 2006; Kriegeskorte et al., 2008). The RSA concerns
whether the distance matrix D rated by human and models are consistent or not. Specifically, the RSA
method flattens the upper diagonal part of D into a vector and calculate the Pearson correlation coefficient
(Pearson, 1896; Huitson et al., 1976; Rodgers et al., 1988) between the vectors.
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Model Dataset
Sparsity (L1) Clustering (CH) Similarity (RSA)
rel dis rel dis rel dis

BERT base
ANLI 0.04 0.06 6.09 3.15 0.63 0.55
MNLI 0.02 0.02 7.69 4.10 0.76 0.67
SNLI 0.10 0.13 5.87 2.99 0.44 0.40

BERT large
ANLI 0.06 0.09 5.66 2.95 0.61 0.54
MNLI 0.04 0.06 6.12 3.94 0.52 0.39
SNLI 0.09 0.13 5.60 2.93 0.46 0.39

DeBERTa base
ANLI 0.05 0.07 5.79 2.85 0.63 0.56
MNLI 0.03 0.04 8.48 4.08 0.79 0.71
SNLI 0.08 0.10 4.95 2.68 0.51 0.45

DeBERTa large
ANLI 0.06 0.09 5.47 2.92 0.57 0.51
MNLI 0.13 0.15 6.34 3.92 0.26 0.29
SNLI 0.06 0.08 6.29 2.85 0.59 0.49

RoBERTa base
ANLI 0.04 0.07 6.50 3.07 0.67 0.58
MNLI 0.04 0.05 7.60 3.78 0.73 0.63
SNLI 0.09 0.14 5.56 3.41 0.41 0.32

RoBERTa large
ANLI 0.04 0.06 7.74 3.31 0.73 0.64
MNLI 0.06 0.09 5.40 2.87 0.58 0.50
SNLI 0.08 0.13 4.48 2.48 0.46 0.37

SimCSE 0.07 / 28.04 / 0.56 /
ChatGPT 0.07 0.07 12.50 3.25 0.50 0.12
Human 0.01 0.01 10.73 4.85 1.00 1.00

Table 3: Model performance under the SSM. Rel and dis represent the semantic relatedness space and
the semantic discrepancy space, respectively.

3 Results

3.1 Entailment Accuracy

We first evaluate how accurately models could judge the entailment relationship between sentence pairs
in our dataset (Table 2). Most models reach relatively high accuracy on human-written sentence pairs
as well as the reversed pairs (synonymous, synonymous (reversed), inferential, and inferential (reversed)
pairs). For synonymous and synonymous (reversed) pairs, ChatGPT and SimCSE outperform BERT-
family models but the difference is less than 15%. For inferential (reversed) pairs, however, ChatGPT
and SimCSE perform much worse than BERT-family models (>30% difference). For SimCSE, R(i, j) =
R(j, i) and therefore the model cannot correctly judge the entailment relationship in inferential (reversed)
pairs. ChatGPT, however, perform even worse than SimCSE in inferential (reversed) pairs, indicating a
failure to detect bidirectional entailment relationship between sentences (see, e.g., the even rows of Table
1).

For irrelevant sentence pairs, the performance of BERT-family models is generally low, i.e., below
50% for more than half of the models, and their performance is not clearly higher for larger models
(i.e., large vs. base model) and larger fine-tuning datasets (i.e., ANLI vs. MNLI/SNLI). The perfor-
mance of SimCSE and ChatGPT is much higher than BERT-family models and is comparable to human
performance.

3.2 Sentence-Space Metrics (SSM)

Next, we evaluate the models based on the SSM. We construct and visualize the sentence space following
the procedure in Figure 1. Figure 2 separately visualize the semantic relatedness space and semantic
discrepancy space for humans and a few representative models. The sentence space for other models is
shown in Appendix C.

Since the three basis sentences are independently chosen and semantically irrelevant, in general, a
sentence can possibly relate to at most one of them. In other words, we expect the color of most sentences
to be black, and a few sentences could be red, green, or blue. For some BERT-family models, however,
the sentence spaces tend to have numerous colored dots (Figure 2). More importantly, some dots are
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nearly white, indicating the implausible condition that these sentences have short distances to all three
basis sentences. The visualization in Figure 2 is colored based on three randomly chosen basis sentences.
To more comprehensively evaluate the sentence space properties, we evaluate the entire sentence space
under the SSM.

3.2.1 Sparsity
In the sentence pool, most sentence pairs are unrelated, and the distance between them is supposed to near
its maximal value, i.e., 1. To characterize whether the distance is truly around 1 for most sentence pairs,
we calculate the averaged l1 norm of 1 minus the distance matrix (Table 3). As expected, the sentence
space for humans has an averaged l1 norm near 0, suggesting a highly sparse space. For models such
as the MNLI BERT base, and MNLI DeBERTa base, the sentence space also has an averaged l1 norm
near 0, lower than the l1 norm of SimCSE and ChatGPT. However, for some other models, e.g., MNLI
DeBERTa large, the sentence space has a larger averaged l1 norm, indicating a bias to judge unrelated
sentences to have an entailment relationship.

3.2.2 Clustering
In our sentence pool, 5-10 hypotheses are composed for each of the 50 premises. Hypotheses associated
with the same premise are semantically related and should cluster in the sentence space. We quantify
whether these sentences truly cluster using the CH Index. Specifically, we define 50 categories based
on the 50 premises and separately calculate the CH Index in the semantic relatedness and discrepancy
spaces (Table 3). A CH Index near 0 indicates that the 50 clusters are not separated, suggesting seman-
tically related sentences are not more close to each other in the sentence space compared with irrelevant
sentences. In contrast, a higher CH Index indicates better separability of the 50 clusters. In the seman-
tic relatedness space, the CH Index is the highest for SimCSE, ChatGPT, and humans. In the semantic
discrepancy space, the CH Index is the highest for humans and a couple of BERT-family models.

3.2.3 Similarity with Human
Finally, we calculate the similarity of sentence space between the model and human by calculating the
Pearson correlation coefficient between two distance matrices (Table 3). The results indicate that MNLI
DeBERTa base is most similar to humans, followed by MNLI BERT base. The correlation between
MNLI DeBERTa base and human reaches about 0.7 for both the semantic similarity and semantic dis-
crepancy spaces. In semantic relatedness space, MNLI DeBERTa large perform the worst, suggesting
that it could not well capture the degree of entailment. In semantic discrepancy space, ChatGPT perform
the worst, suggesting that it cannot well capture the directional entailment relationship.

4 Related Work

4.1 Natural Language Inference
We consider a graded instead of categorical label, since Pavlick and Kwiatkowski (2019) and Zhang et
al. (2021) found inherent disagreements in human textual inferences, and graded entailment score can
capture more fine-grained relationship between sentences. Current NLI models are susceptible to distri-
bution shifts and data manipulation (Hendrycks and Gimpel, 2017; Gururangan et al., 2018; Ebrahimi
et al., 2018; Wallace et al., 2019a; Miller et al., 2020). To evaluate the models, previous studies have
constructed challenging sets through, e.g., altering sentence structure (e.g., by changing the voice, clause
structure, and negation etc.), replacing words with semantically similar or dissimilar words, altering sen-
tence length by appending a tautology sentence (Naik et al., 2018; Glockner et al., 2018; McCoy et al.,
2019; Luo et al., 2022; Liu et al., 2023). Previous studies have also used adversarial attack to test the
robustness of models (Jia and Liang, 2017; Wallace et al., 2019a; Behjati et al., 2019; Jin et al., 2020).
Consistent with our result, previous studies have also found that models tend to judge unrelated sentences
to be entailment (Belinkov et al., 2019; Song et al., 2020; Lin et al., 2021; Luo et al., 2022).

To avoid predefined templates or fixed sentence patterns, other studies suggest to involve humans to
construct challenging examples (Wallace et al., 2019b; Nie et al., 2020; Bartolo et al., 2020; Kiela et al.,
2021). Our method only asks the annotators to generate a few hypotheses for each premise, not requiring
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the hypotheses to be challenging and therefore reducing the demand of human labor. The resulting
sentence pairs exhibit natural variations in terms of syntactic, lexical, and semantic relationship. Since
the SSM considers the relationship between all sentence pairs from a sentence pool, it involves more
pairs of comparison. The large number of comparisons can reveal more detailed model performance, but
also imposes a high labor cost for the labeling of ground truth. The cost of providing labels, however, is
much lower than the cost to construct challenging samples.

Our results suggest that ChatGPT exhibits high accuracy on human-written pairs, but shows limited
performance under the SSM. Qin et al. (2023) show that ChatGPT performs well but still underperforms
fine-tuned models in two NLI datasets (i.e., RTE and CommitmentBank). Zhong et al. (2023) evaluate
ChatGPT on GLUE benchmark, and find that ChatGPT have comparable performance with BERT-family
models on NLI task. Some studies also suggest that ChatGPT has blind spots with certain types of
samples (Basmov et al., 2023).

4.2 Sentence Vector Space
There are many ways to construct a sentence embedding. For example, some studies build upon the
distributional hypothesis and learn a sentence embedding by predicting surrounding sentences (Kiros
et al., 2015; Hill et al., 2016; Logeswaran and Lee, 2018). Other studies focus on deriving a sentence
embedding by combining word embeddings (Mitchell and Lapata, 2008; Kalchbrenner et al., 2014; Wi-
eting et al., 2016). Recently, contrastive training has been introduced to construct sentence embeddings
(Gao et al., 2021; Ni et al., 2022). Previous studies evaluated the sentence embedding by a downstream
task, e.g., semantic textual similarity. Here, however, we aim to utilize the sentence space to evaluate a
downstream model.

5 Summary

We construct a sentence space to evaluate the sentence interpretation ability of models. The underlying
philosophy of the method is that the meaning of a sentence is well described by its relationship with
other sentences. Here, we use the graded entailment relationship between sentences as a distance mea-
sure to construct the sentence space, but the method can be readily used for other sentence similarity
or relatedness measures. The evaluation results show that current models, including ChatGPT, still do
not resemble the human ability to make language-based inference, even when the testing datasets do not
involve challenging world knowledge or multi-media information. In sum, by constructing a sentence
space and calculating metrics based on the space, we propose a new method that can more comprehen-
sively evaluate sentence processing abilities of language models.

6 Limitations

Sentence spaces are only used for model evaluation, and future work will be directed toward explain-
ing why model perform suboptimally in the sentence space and designing methods to improve model
performance in the sentence space.
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Appendix A Training Details

Parameter Training Data
BERT RoBERTa DeBERTa

base large base large base large

Learning rate
MNLI 2E-05 2E-05 2E-05 6E-06 2E-05 6E-06
SNLI 3E-05 3E+05 2E-05 6E-06 2E-05 5E-06
ANLI 3E-05 3E-05 2E-05 6E-06 2E-05 5E-06

Train epochs
MNLI 3 3 3 2 3 2
SNLI 2 2 3 2 2 2
ANLI 2 2 3 2 2 2

Batch size
MNLI 32 32 32 64 64 32
SNLI 32 32 32 64 64 32
ANLI 32 32 32 64 64 32

Weight decay
MNLI 0.01 0.01 0.10 0.00 0.00 0.00
SNLI 0.10 0.10 0.01 0.00 0.00 0.00
ANLI 0.10 0.10 0.01 0.00 0.00 0.00

Table 4: Hyperparameters for fine-tuning on SNLI, MNLI, and ANLI.

Model Training Data SNLI MNLI ANLI (R1) ANLI (R2) ANLI (R3)

BERT base
ANLI 0.915 0.84 0.556 0.457 0.43
MNLI 0.792 0.84 0.244 0.28 0.312
SNLI 0.899 0.723 0.263 0.312 0.314

BERT large
ANLI 0.924 0.871 0.611 0.45 0.45
MNLI 0.837 0.862 0.294 0.274 0.313
SNLI 0.919 0.776 0.29 0.31 0.327

DeBERTa base
ANLI 0.936 0.909 0.73 0.505 0.511
MNLI 0.892 0.902 0.475 0.329 0.342
SNLI 0.933 0.842 0.39 0.328 0.335

DeBERTa large
ANLI 0.94 0.918 0.819 0.647 0.615
MNLI 0.908 0.912 0.575 0.407 0.408
SNLI 0.939 0.878 0.541 0.427 0.413

RoBERTa base
ANLI 0.844 0.879 0.59 0.446 0.406
MNLI 0.841 0.878 0.302 0.308 0.27
SNLI 0.91 0.788 0.321 0.325 0.316

RoBERTa large
ANLI 0.884 0.908 0.686 0.375 0.386
MNLI 0.89 0.903 0.471 0.254 0.269
SNLI 0.927 0.842 0.383 0.305 0.295

Table 5: The accuracy evaluated on standard dataset.

NLI fine-tuned models were initialized using pre-trained models and further fine-tuned on NLI
datasets, implemented on the transformer package provided by Huggingface (Wolf et al. 2019). We
fine-tune with Adam optimizer using the hyperparameters listed in table 4, where the training objective
is the cross-entropy loss between the labels and the predictions. After fine-tuning, the models achieve
promising accuracy in validation set, as shown in Table 5.

Appendix B Details for Entailment Scores Collection

In this work, nearly 200 human annotators were involved in, resulting in 33975 pairwise entailment
scores in total. For ChatGPT, we adopted the prompt with zero-shot setting as following:
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Appendix C The Sentence Spaces of All Models
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Figure 3: Visualization of the sentence space of semantic relatedness and semantic discrepancy respec-
tively.
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