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Abstract

Instruction Fine-Tuning(IFT) emerges as an essential step of training large language models to
robustly carry out tasks of interest. However, there lacks a systematic investigation about the
underlying mechanisms of instruction fine-tuning, particularly on the forgetting phenomenon
after IFT, known as alignment tax. Therefore, to understand the mechanism of IFT from the
forgetting perspective, we investigate the alternation of the text pattern and knowledge within
models throughout the entire IFT process. Specifically, we restore fine-tuned models to their base
version by training them on the data sharing a similar distribution with the pre-training corpus
and compare their results Our experiment indicates that there is a stage transition of forgetting
during IFT process: (1) Pseudo Forgetting: in this stage, models mainly shift their familiar text
pattern away from pre-training data format while the world knowledge is preserved. Consequently,
models will recover to their original performance when they are restored to the base version. (2)
Actual Forgetting: in this stage, models forget the acquired knowledge as well. Therefore, they
fail to reach the original performance even if they are restored to the base version.

1 Introduction

Instruction Fine-Tuning (IFT) has emerged as an indispensable process during the development of Large
Language Models (LLMs) (Touvron et al., 2023a; Touvron et al., 2023b; OpenAI et al., 2023). By training
LLMs in formatted input-output pairs, IFT enables them to demonstrate extraordinary capabilities on
unseen tasks even in zero-shot settings(Wu et al., 2022). Since IFT requires fewer data compared with the
pre-training stage and delivers superior outcomes(Wu et al., 2022), it has become an essential approach to
enhance LLMs.

However, previous studies(Ouyang et al., 2022; Bai et al., 2022) find that fine-tuned models fail to solve
the problems which their base versions could solve, resulting in performance degradation in specific tasks.
Such a seemingly catastrophic forgetting(McCloskey and Cohen, 1989) phenomenon after IFT is reported
as alignment tax(Ouyang et al., 2022).

Unfortunately, the underlying mechanism of such forgetting remains an open problem and receive
distinct opinions. On the one hand, some researchers (Kotha et al., 2023; Jain et al., 2023;Kung and
Peng, 2023) indicate that LLMs merely learn the superficial pattern of IFT data and forgetting originates
from suppressing LLMs performance in areas out of distribution with the IFT data. On the other hand,
other researchers(Burns et al., 2023;Yin et al., 2023;Lin et al., 2023) suggest that IFT enables LLMs
to express the knowledge gained during pre-training in the format of instruction-output pairs, where
forgetting originates from trading base models‘ generality for such speciality. The absence of such a
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Figure 1: The illustration of theoretical instruction tuning process, during the initial stage, fine-tuned
LLM is better than the original. Subsequently, LLM begins to fall behind the original base LLM while
restoring it to the original text pattern can bring back the performance. In the late stage, even if LLM is
restored to its original pattern, the performance is still worse than the original

systematic and unanimous analysis on the alignment tax limits our potential to develop a better IFT
training strategy or thoroughly evaluate LLMs, which consequently delays improvements and further
application of LLMs. Therefore, a comprehensive analysis of the underlying core factors behind forgetting
after IFT is significant.

To this end, this paper aims to reveal the mechanism of IFT from the forgetting perspective. Specifically,
this paper will explore two specific research questions:

• RQ1: Does the forgetting effect of IFT follow specific patterns?

• RQ2: What is the characteristic of these forgetting patterns?

For RQ1, we propose to restore fine-tuned LLMs to base LLMs in order to investigate whether the world
knowledge(Touvron et al., 2023a) is retained in LLMs after IFT. Specifically, we collect data from the
corpus base LLMs are pre-trained on, which shares a similar data distribution with the pre-training data.
We then sample them to form the restoring data for training, which aims in restoring the LLMs familiar
text pattern from instruction text to plain text, and probing data to measure whether the familiar text
pattern is recovered to plain text. Subsequently, we apply several benchmarks to compare the performance
between base, IFT and restored LLMs. We find that during the early IFT process, LLMs forget the original
text pattern and is more familiar with the text pattern of fine-tuning data, we call such an alternation of
text pattern as pattern shifting. After restoring the text pattern to the original plain text format, their
recovered performance is comparable with base models. Such results indicates that the world knowledge
still preserves and the drop originates from the forget of the original text pattern, which we refer to as
Pseudo Forgetting. As for the late training process, even if the familiar text pattern is restored, the clear
gap between recovered models and base models reveals that both text pattern and knowledge are forgotten,
which we refer to as Actual Forgetting.

As for RQ2, we further investigate the probability distribution of the answer to the benchmark to
further reveal the characteristic of forgetting pattern. For the pseudo forgetting stage, we analysis the
probability and entropy of the answer across the whole vocabulary and find that the overall desired output
generation probability across the whole vocabulary of LLMs begins to converge at high outcome during
the early process of pseudo forgetting. We call such phenomenons as Format Alignment. After reaching
a high generation probability, the entropy of the next generated tokens keeps altering, indicating that
models are aligning their preserved knowledge to the desired output format, refered to as Knowledge
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Alignment. The entropy keeps declining as the training process continues, revealing that models are
becoming overconfident, which may cause the actual forgetting. As for the actual forgetting stage, we
conduct experiment to measure the memorization of the instruction fine-tuning data and confirm that over
memorizing training data is another reason behind actual forgetting.

By summarizing and analyzing results from the performance of different models and instruction data in
knowledge benchmark and probing data, we find that there exists a stage of transition in forgetting and
shares specific characteristic as followed:

• LLMs are undergoing Pseudo Forgetting process during the early stage of IFT. We find that LLMs
mainly forget the text pattern of the pre-training data. Specifically, once the fine-tuned LLMs are
restored, their performances exceeds the base LMMs.

• LLMs are undergoing Actual Forgetting process during the late stage of IFT. We find that LLMs
not only forget the text pattern, but also lose their world knowledge. Specifically, we observe a
notable gap from base LLMs in performance, even if the performance increase when these LLMs are
restored.

• LLMs finish Format Alignment early and begins Knowledge Alignment during the pseudo forget-
ting. We conclude that models initially align their output pattern with the questions, which we refer
to as format alignment, and continue altering their answers after the completion of format alignment,
indicating LLMs are undergoing knowledge alignment.

2 Related Work

Mechanism of Instruction Fine-tuning Instruction fine-tuning has already become an essential part of
developing large language models. However, there is not a uniform opinion towards the mechanism of
instruction fine-tuning. On the one hand, some researchers believe that LLMs merely learn the superficial
pattern of instruction(Kung and Peng, 2023;Yin et al., 2023;Gupta et al., 2022), On the other hand, other
researchers believe that instruction fine-tuning unlocks the potential LLMs acquire during pre-training
stage(Burns et al., 2023;Wang et al., 2023). Such disagreement towards the mechanism of IFT restricts
the thorough understanding of its theoretical value.

Distributional Shift the pre-training and fine-tuning framework has already realized significant success
across a variety of applications (Devlin et al., 2019; Radford et al., 2021). Nonetheless, the deployment
of pre-trained models into actual real-world settings and their subsequent fine-tuning often leads to a
prevalent dilemma: the models encounter novel instances from a target distribution that diverges from the
one used during fine-tuning (Andersen and Maalej, 2022; Goyal et al., 2022; Zhang and Ré, 2022). To
tackle this problem, a range of solutions have been suggested. For example, Cha et al. (2021b) advocates
for the utilization of a weight ensemble that combines the pre-trained and fine-tuned models to improve
performance on out-of-distribution (OOD) data. Another method, introduced in (Kumar et al., 2022), is
the LP-FT approach, which entails commencing with a pre-trained feature extractor that is paired with a
reasonably competent classifier. This initial step is crucial, especially when the classifier begins with a
random initialization, as the pre-trained features could quickly become skewed to fit the random classifier
during fine-tuning, thereby intensifying the catastrophic forgetting issue.

Catastrophic Forgetting Traditional neural network is prone to forgetting the knowledge from a
previously learned capabilities upon learning a new task(McCloskey and Cohen, 1989; McClelland et al.,
1995; French, 1999). To address such issues, numerous strategies have been developed, such as parameter
penalization(Kirkpatrick et al., 2017), continue learning(Cha et al., 2021a; Peng and Risteski, 2022),
knowledge distillation(Rebuffi et al., 2017), lifelong learning(Silver et al., 2013;Fischer, 2000) and so on.
With the arrival of Large Language Models, research towards catastrophic forgetting mainly focuses on
revealing the mechanism of catastrophic forgetting behind continual fine-tuning(Luo et al., 2023;Scialom
et al., 2022;Zeng et al., 2023) or continual pre-training(Xia et al., 2023;Tirumala et al., 2022). Therefore,
the general forgetting of the pre-train knowledge during instruction tuning remains an open problem,
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Kotha et al. (2023) indicates catastrophic forgetting originates from suppressing LLMs performance on
data out of distribution with instruction fine-tuning data while Lin et al. (2023) proposes trade-off between
speciality of instruction tuning data and generality of pre-traing is the factor.

3 Preliminaries

This section mainly introduces the process of the experiment testbed and corresponding setting to help
better understand effect of the finding. Specifically, this section introduces the techniques and details of
restoring stage in section 3.1, followed by the introduction of the procedure about testbed in section 3.2.
the specific experiment settings are presented in Section 3.3

3.1 Restoring the Fine-tuned Model

We propose to restore fine-tuned models to its base versions with data that shares a similar distribution
pattern with their pre-training corpus to determine if the knowledge is retained within LLMs. After fine-
tuning LLMs on instruction format data, they shift their familiar text distribution patterns to instruction
and become less familiar with the pre-training text. Thus the benchmark performance does not thoroughly
reflect the related world knowledge within LLMs, it is likely to be related with other phenomenons, such
as whether LLMs understand the question of specific task or learn the correct output format. Therefore,
We train the fine-tuned LLMs with text resembling their original pre-training data to restore their familiar
text pattern from instruction data to the original plain text to ensure the existence of certain knowledge in
LLMs.

To be more specific, we control the overall tokens of the restoring training data to be the same as
those of IFT data in one epoch, since the main purpose of the restoring stage is to recover the familiar
text pattern of the LLMs from instruction to the pre-training data instead of injecting knowledge as the
pre-training stage does. Controlling the amount of tokens to be the same as IFT data can reflect whether
the restoring process is possible based on the comparison with the base LLMs on probing data as well as a
more convinced confirmation of forgetting stages.

In order to further control the distributional shift during restoring stage, we rank the data based on
perplexity of llama from low to high and select the top ones as the restoring data. By doing so, the
selected data is more possible to be pre-trained before, thus no more new knowledge of text pattern will
be introduced, assuring the restoring process just restore the text pattern.

3.2 Testbed Procedure

This paper leverages world knowledge probing benchmark as a testbed in order to investigate the forgetting
mechanism of LLMs, which focuses on determining whether the world knowledge exists after IFT. As
illustrated in Figure ??, to evaluate how well LLMs preserves their learned knowledge after IFT, we
fine-tune these LLMs with instruction data, probe them with knowledge benchmarks and check their
answers through out the whole IFT process. To comprehensively determine the existence of specific
knowledge, we propose to restore the fine-tuned LLMs to be close to the base version, which controls the
effect of pattern shifting of IFT on knowledge probing result.

3.3 Experiment Setting

Language Model We conduct experiments on transformer-based architecture such as LLaMa2-7b and
LLaMa2-13b(Touvron et al., 2023b), since numerous LLMs are derived from these models. We believe
findings based on these models will be more general.

Training Data The construction of our testbed requires both instruction fine-tuning process and restoring
process. For the instruction tuning process, we utilize alpaca(Taori et al., 2023) and vicuna(Zheng
et al., 2023) as the instruction training dataset. As for the pattern restoring process, we randomly
sample data from Common Crawl-MAIN-2023-40 corpus(Touvron et al., 2023b), which shares a similar
distribution with the pre-training corpus that LLaMa2 is pre-trained on to avoid another distribution
shifting. Subsequently, we sample about top forty thousand passages which shares the same amount of
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tokens as the instruction tuning data with a low perplexity and ten thousand passages as the probing data,
indicating whether fine-tuned models are restored to their original pattern.

Benchmark and Evaluation Metric We construct our experiment testbed based on ARC(Min, 2023)
as well as MMLU(Hendrycks et al., 2021) for probing world knowledge. ARC is designed to evaluate the
common sense knowledge while MMLU is a comprehensive benchmark containing variety of domain
knowledge. These benchmarks test distinct world knowledge type within LLMs, leading to a more
comprehensive finding. As for the evaluation metric, apart from the accuracy of MMLU and ARC, we
apply perplexity on formally sampled probing data to measure whether the pattern is restored following
the setting of Xia et al. (2023).

Training Details During the instruction tuning process, we only calculate loss on outputs, setting epoch
to 10, learning rate to 2e−5 and batch size to 256. As for the restoring process, we set epoch to 1, learning
rate to 3e−5 and batch size to 256. We use FSDP(Zhao et al., 2023) for all the training stage and all
experiments are implemented on Nvidia A100-80GB GPUs.

4 Stage Transition of Forgetting during Instruction Fine-Tuning

This section proposes results and findings of the forgetting phenomenon. Experiment results lead to
following conclusions that forgetting in instruction tuning has two stages, pseudo forgetting and actual
forgetting Further analysis based on these conclusions are presented in section 4.2.

4.1 Result and Findings

Finding 1. LLMs suffer from pseudo forgetting during the early stage of instruction tuning, where world
knowledge is retained in LLMs

To show this, we firstly investigate whether the restoring process capable of restoring IFT models’
famliar text pattern to their pre-training data version. Figure 3a is the trajectory of perplexity on probing
data of the ten-epoch fine-tuned model, where we find the perplexity declines as the training process
continues and conveys to the original base model perplexity. Such a result indicate that the text pattern is
restored to the pre-training data style.

From Figure 3b, we find that LLMs’ perplexity against pre-training probing data reveals a continuing
upward trend along with the instruction tuning process, indicating that the text pattern LLMs learn during
the pre-training process is forgotten. Subsequently, the perplexity of different fine-tuned LLMs have all
returned to convergence with the base LLM no matter how large the perplexity is. Both of these results
reveal the effectiveness of the restoring process on recovering text pattern.

Subsequently, to further determine whether the world knowledge is retained, we conduct experiments
on world knowledge benchmark. Figure 3c and Figure 3d demonstrate the performance of IFT model
trained on alpaca as well as the restored LLMs, which share almost identical text pattern with base LLMs
as revealed in Figure 3b.

From Figure 3c and Figure 3d, we can see that during the initial training process, knowledge is retained
in LLMs: 1) despite the majority of the fine-tuned outcomes falling short of the established original
baseline, there is a marked enhancement in performance after the restoring stage. 2)In the early training
process, the performance of LLMs exceeds original base LLMs when their familiar text patterns have been
restored. Both phenomenons indicate that initial degradation after IFT originates from pattern shifting.
When the pattern is restored to its original setting, performance is restored near or above the baseline,
confirming that the world knowledge within LLMs is retained.

Finding 2. LLMs suffer from actual forgetting during the latter stage of instruction tuning, where LLMs
not only shift text pattern away but also lose learned world knowledge

Figure 3c and Figure 3d illustrate a notable distinction during the late IFT process, indicating the lost
of knowledge we refer to as actual forgetting, where performances of LLMs on both benchmarks are
notably below the original LLMs even though text patterns are restored. Such phenomenon suggests that
IFT induces a more profound and potentially deleterious effect on the models’ knowledge base. Together
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Figure 3: Figure 3a illustrates the perplexity on probing data of fine-tuned llama2-7b along with the
restoring process, and Figure 3b reveals perpexity on probing data of fine-tuned and restored models.
Figure 3c and Figure 3d show the performance of original, sft and restored models on both MMLU and
ARC.

these results imply that during the late process of IFT, LLMs begin to forget specific knowledge that were
previously acquired during pre-training stage.

4.2 Analysis

During the instruction tuning phase, the empirical evidence suggests that the performance of LLMs
experiences an initial surge, surpassing the baseline, before subsequently diminishing and forming a
substantial deficit relative to the baseline. Such a performance fluctuation implies that the knowledge
embedded within the LLMs is initially more accessible as a result of IFT. However, this activation does
not have sustained durability, as indicated by the eventual performance drop. Consequently, when the
text pattern of the LLMs is reverted to its original through restoring stage, the performance of the LLMs
not only recovers but also exceeds the original baseline, which is possibly the outcome of knowledge
activation as Burns et al. (2023) indicates. Thus we move on to investigate the specific characteristic of
these forgetting stages.

5 Characteristic of Forgetting Stages

In this section, we verify the characteristic of stages during the pseudo forgetting process, we focus more
on the trajectory of actual generation probability as well as entropy over the whole vocabulary distribution.
We introduce the preliminaries in section 5.1 and the corresponding finding in section 5.2. Our result
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Figure 4: Entropy and generation probability across different selection in the vocabulary, where we find
the format alignment finish during the pseudo forgetting, while the entropy descends as the training
process goes on.

indicates that format alignment completes during the pseudo forgetting stage and begins knowledge
alignment. Models begin to be over confident as the training proceeds which might cause the actual
forgetting.

5.1 Preliminary

Exact Memorization Derived from the definition in Tirumala et al. (2022), Let V denote the vocabulary
size. Let C denote a set of contexts, which can be thought of as a list of tuples (s, y) where s is an input
context (instruction text) and y is the index of the ground truth token in the dataset that completes the block
of text. Let S denote the set of input contexts, and let f : S → RV denote a language model. A instruction
context c = (s, y) ∈ C is memorized if argmax(f(s)) = y. We refer to this as exact memorization, thus
we define the overall exact memorization score EM as the proportion of argmax(f(s)) = y through out
the whole instruction dataset.

5.2 Result and Findings

Finding 1. format alignment is hard to interfere and completes early during pseudo forgetting, while
knowledge alignment takes over the pseudo forgetting phase after the completion of format alignment

To show this, we dive into the generation process of LLMs during IFT. Figure 4a and Figure 4b illustrate
the average generation probability of LLMs on benchmark questions as well as the entropy of the possible
generation throughout the whole vocabulary.

From Figure 4a and Figure 4b we can see that the generation probability of correct format answer rise
up in a few steps and converges. According to the principle of significance in statistics(Yaddanapudi,
2016), p-value less than 0.05 suggests that the model’s output was not due to random chance. As depicted
in Figure 4a and Figure 4b, models exhibit format alignment early in the training phase, maintaining a
probability of generating the anticipated response above 95%. This high probability persists throughout
the entire training process demonstrating the model’s format alignment is not readily susceptible to
disruption.

To further confirm the knowledge alignment, we can conclude from Figure 4a and Figure 4b that after
the completion of format alignment, LLMs’ internal entropy undergoes a period of fluctuation. This
observation suggests a dynamic alteration in the responses provided by the model throughout the training
phase. Despite these variations, the probability of the model producing correctly formatted responses
remains stable. Such a fluctuating trend means that the distribution of the answer is changing, proving the
existence of the model’s knowledge alignment.
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Finding 2. LLMs are becoming over-confident during the later training process, likely to be the cause
of actual forgetting

Figure 4a and Figure 4b provides a visual representation of the entropy and accuracy trajectories over
the instruction tuning process. The data manifests a consistent decrement in overall entropy, indicative
of the model’s escalating certainty in its predictions. Focusing on the late training process, we find that
the entropy on both benchmark no longer fluctuate and undergoes a decline trend. Such results suggest
that as the model’s confidence in its answers intensifies, the precision of its responses to these questions
concomitantly deteriorates. This phenomenon points towards overconfidence as a contributing factor to
the emergence of actual forgetting.

Finding3. LLMs are memorizing data throughout the instruction tuning phase, these data remains even
after restoring the original pattern

We can conclude from Figure 5 that as the instruction tuning process proceeds, LLMs start to memorize
more instruction data and form a ascending trend along with the training process. Figure 3b shows that
after the pattern is restored to its original pattern, a distinct gap is still observed from the base model,
indicating the presence of actual forgetting. We can initially conclude from the ascending trend in Figure
5 and its comparison with 3b that when the data restored in LLMs exceed a certain threshold, the original
knowledge distribution is affected, which cause the actual forgetting phenomenon.

6 Forgetting across models and data

This section expands the forgetting phenomenon to a larger LLMs and other IFT data to investigate
whether such a pattern of forgetting preserves across models. Experiment results implies a similar stage
transition of forgetting, which helps to settle down the finding of this paper. The comparison with the
smaller model reveals that larger model are more likely to face actual forgetting.

6.1 Result and Findings
Finding 1. Pseudo forgetting and actual forgetting are also discovered across models

Figure 6 illustrates both the perplexity and performance of LLaMa2-13b during the IFT process on
alpaca as well as its restored version, from Figure 6a and Figure 6b we can conclude that the text pattern
is restored which confirms the effectiveness of restoring stage on larger models. Figure 6c and Figure 6d
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Figure 6: Perplexity trajectory of LLaMa2-13b as well as the performance on knowledge benchmarks.

both indicate the existence of pseudo forgetting and actual forgetting with the gap between the original
performance. We can conclude that the transition of forgetting keeps its consistency across the different
LLMs, while the pattern shifting after IFT could also be restored to its original pattern.

Finding 2. Larger Models are more likely to face actual forgetting
Figure 6c and Figure 6d where we find that after two epochs of instruction fine-tuning, model fails to

reach its original performance even if the text pattern is restored, While the actual forgetting in Figure
3c and Figure 3d begins after four epochs of instruction fine-tuning. Such difference indicate that larger
models are more likely to lose their knowledge during instruction fine-tuning and face actual forgetting.

Finding 3. format alignment and knowledge alignment persists across IFT data
we rerun the testbed on LLaMa2-7b fine-tuned with vicuna and calculate the entropy and generation

probability on output. From figure 7a and 7b we can also find that the generation probability of correct
format answer also conveys at a high point, indicating the format alignment,while the fluctuation of
entropy reveals the existence of knowledge alignment indicating that the specific cheracteristic also exist
in models trained with other IFT data.

7 Conclusion

In our research, we have delved into the phenomenon of catastrophic forgetting within the context
of Iterative Fine-Tuning (IFT) with the objective of elucidating its underlying mechanisms. Through
our investigations, we have identified two distinct stages of forgetting: Pseudo Forgetting and Actual
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Figure 7: Entropy and generation probability across different selection in the vocabulary, where we find
the format alignment finish during the pseudo forgetting, while the entropy descends as the training
process goes on.

Forgetting. During the initial phase of IFT, we observe what we term as Pseudo Forgetting, where Large
Language Models (LLMs) like LLaMa undergo a pattern shift rather than actual knowledge loss. The
models adapt their existing patterns to new instructions while retaining the knowledge acquired during
pre-training. This stage is characterized by a performance trajectory that initially oscillates before trending
downward. In contrast, Actual Forgetting emerges in the later stages of IFT, signifying a genuine loss
of knowledge within the LLMs. Our experiments demonstrate that models saved at later checkpoints
exhibit a significant performance disparity when compared to their original pre-trained state, indicating
that knowledge has indeed been forgotten during the instruction tuning process.

Our study also indicates the characteristic of these forgetting stages, LLMs are undergoing format
alignment during the initial training process since the generation probability of correct format answer
reaches a high point in just a few steps. After the completion of format alignment, the generation
probability persist while the entropy across these correct format answer fluctuate, indicating the knowledge
alignment. During the late stage of training, the entropy declines continuously, implying that models are
over confident at their answer, which may cause the actual forgetting. Finally, by calculating the EM of
LLMs on instruction data, we find that LLMs are memorizing IFT data throughout the instruction tuning
process and may cause the actual forgetting.

In conclusion, our research provides significant insights into the stages of catastrophic forgetting in
LLMs during IFT and establishes a foundation for future work aimed at mitigating such forgetting in
Large Language Models.

Limitations

Due to the constraint of computational resources, our major experiment was conducted on LLaMa, which
may not cover all the forgetting mechanism throughout other model families, in the future we will extend
our experiments to investigate the forgetting of instruction fine-tuning on other model families as well.
Besides, owing to the lack of fair and intuitive metric, we apply multiple choice question as the probing
methods for knowledge instead of generation question, we will continue to design a metric to investigate
the forgetting phenomenon under the circumstances of generation.
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