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Abstract

Deploying tuning-free prompting is challenging in engineering practice: it not only requires
users to engage in cumbersome trials and errors but is also extremely time-consuming,
as even a slight change in wording and phrasing could have a huge impact on the final
performance. To further investigate the impact of different prompts, in this work, we
perform a systematic inspection of four factors in linguistics involved in prompt engineering:
syntax, semantics, lexicon, and pragmatics. The empirical results quantify the sensitivity
of the output to small textual perturbations in four linguistic factors of prompts. Based
on the analysis of these four factors, we present a series of design guidelines to help
human users write effective prompts. Human evaluation on amateurs shows that using
the proposed guidelines helps humans produce prompts with significant gains in zero-shot
performance in Pre-trained Language Models (PLMs) and hence validates the utility of
the guidelines.

1 Introduction

Dramatic gains in Large Language Models (LLMs) have been witnessed in recent years (Brown
et al., 2020; Rae et al., 2021; Thoppilan et al., 2022; Chowdhery et al., 2022), accelerated by the
discovery of prompting (Liu et al., 2021; Wei et al., 2022; Zhang et al., 2021). Prompts function
in the form of natural language to drive LLMs to access a variety (Wei et al., 2023; Wei et al.,
2024) of downstream tasks (See Sec. A). However, amateurs must engage in cumbersome trials
and errors when the input prompt quality is poor or ambiguous for LLMs to deliver their real
intention (Jiang et al., 2020; Lu et al., 2022; Kim et al., 2022; Madaan and Yazdanbakhsh, 2022;
Khashabi et al., 2022). Guiding amateurs to clearly present their intention, we refer to education
and linguistic theory where linguistics knowledge often be utilized to guide second-language
students to effectively express ideas in writing. There is a vast body of research available in the
field of linguistics that delves into these topics (Givón, 1978; Karakoç and Köse, 2017).

Inspired by this, we investigate linguistics factors of prompts. A general overview of how these
linguistic factors can be employed to support humans is as follows. Syntax studies how words
and morphemes combine to form larger phrases and gradually constitute a sentence (Lyons, 1981;
Silva and Matsuda, 2012). Central concerns of syntax include word order, verb tense, subject-verb
agreement, hierarchical sentence structure, and other syntactic features. Understanding syntax
can aid second language students in composing coherent sentences (Ferris, 1999). Semantics
studies the meaning in natural languages. Negation, denoting the reversal of some meaning
groups in a sentence, is one of the most discussed phenomena in semantics (Givón, 1978). Human
beings can learn about negation and can benefit from developing their understanding of the
appropriate use of words and expressions in specific contexts. Lexicon or lexicology, studies
the vocabulary of a language. (Johnson et al., 2016) and (Karakoç and Köse, 2017) examine
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Which of the following sentences expresses the 
emotion like “volcanic eruption” ?

Which of the following sentences expresses the 
emotion like “anger” ?

Prompt Engineering 101

Which of the following sentences express the state 
like “volcanic eruption” ?

Which of the following sentences expresses the state 
like “volcanic eruption” ?

express-> expresses eruption-> eruptions
Proposals w.r.t. syntax

Which of the following sentences expresses the state like “volcanic eruption” ?

Which of the following sentences expresses the state like “volcanic eruption”?

Which sentence feels like a volcano erupted?

Which of the following sentences expresses a state similar to "volcanic eruption"?

Which of the following sentences expresses the state like “volcanic eruption”?

Proposals w.r.t. semantics

Which of the following sentences expresses the emotion like “volcanic eruption” ?

state -> emotion following-> next
Proposals w.r.t. lexicon

volcanic eruption-> anger
Proposals w.r.t. pragmatics

Which of the following sentences expresses the state like “volcanic eruption”?

Syntactic Checker

Semantic Checker Lexical Checker

Pragmatic Checker

Syntax
Semantics Lexicon

Pragmatics

Figure 1: Illustration of our guidelines Prompt Engineering 101. The guidelines involve
four stages: a syntactic checker to correct grammatical errors, a semantic checker to make
proposals without negation, a lexical checker to substitute works, and a pragmatic checker to
remove metaphors. Prompt Engineering 101 is used for an amateur to interact with PLMs
via prompting. Following this workflow, the amateur checks carefully each factor and finally
writes a prompt. For better checking, in each stage, some suggestions (bullet points in the box)
from external automatic software (e.g ., grammatical error corrector) will be provided for your
reference. The amateur can choose to accept the suggestion or not.

the vocabulary knowledge and suggest effective vocabulary strategies for improving writing
proficiency. Similarly, (Razeghi et al., 2022) consistently shows that LLMs are more accurate
on samples with words more commonly used. Pragmatics is the study of using languages to
express what we call “Beyond Saying” in linguistics and cognitive science (Korta and Perry, 2020).
Generally speaking, semantics focuses on the literal meanings of linguistic expressions, whereas
pragmatics captures the context-dependent implicit factors of meaning (Fried et al., 2022). The
study of pragmatics involves metaphors, deceits, indirect speech, irony, Gricean maxims, humor,
and coherence inferences (Hu et al., 2022). (Kasper and Roever, 2005) offers insights into how
pragmatic knowledge helps produce appropriate sentences. Against this background, we explore
the aforementioned four crucial factors: syntax, semantics, lexicon, and pragmatics, since these
four factors provide valuable insights that can help humans produce coherent sentences and
present desired intentions.

We systematically and quantitatively inspect the impact of the four linguistics factors on
prompting LLMs (Sec. 2). For each factor, we study the impact on zero-shot performance via
controlled experiments. For syntax, we randomly permute words and introduce grammatical
errors in prompts in the experimental group (See Sec. 2.1). For semantics, we explore whether
prompts with perturbed semantics but correct syntax can still produce meaningful outputs (See
Sec. 2.2). For lexicon, we study prompts with different wording and phrasing. In particular,
we replace words with synonyms or translate them into other languages, e.g ., Chinese (See
Sec. 2.3). Lastly, we investigate the pragmatics of metaphors. We build QA tasks with and
without metaphors and study their impact on performance (See Sec. 2.4). The results from
these experiments show clear paths for us to navigate in the space of prompt design and steer
LLMs toward desirable generations. We, therefore, present a series of design guidelines Prompt
Engineering 101 (Sec. 3) to help humans and the automated toolkit refine prompts. Evaluation
on both humans (Sec. 4.2) and automated toolkit (Sec. 4.3) show that using the proposed
guidelines subjects produce prompts with significant gains in zero-shot performance in LLMs
and hence validates the utility of the guidelines.
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2 Analysis of impact of Linguistic Components

This section describes our analysis of the four linguistic components and the proposed guidelines
to operationalize them. We list the guidelines by analyzing the impact (namely, sensitivity) of
each specific component on the LLMs: if a slight change in terms of a component could make a
huge difference in LLMs’s performance, then this component is significant as an guideline term.
For example, using metaphors for emphasis instead of straightforward statements intended to
better describe a task might lead to devastating performance cliff. Hence the guideline should
take metaphors into account. Note that our analysis is centered around the zero-shot setting as
the few-shot setting is already well-studied by prior arts (Brown et al., 2020; Lu et al., 2022)
and the exemplars are not our focus. In this experiment and others in the following, we use
text-davinci-002 of GPT-3 in the zero-shot setting and set the temperature as zero (See Sec. B
for more hyper-parameters). For all tasks and datasets, we follow the default setting of (Kojima
et al., 2022) and run the experiments on test sets.

2.1 Impact of Syntax

We study the impact of syntax on the zero-shot prompting performance by comparing results
from prompts of natural English and ones where word order is perturbed and grammatical errors
are introduced.

2.1.1 Grammatical Error Injection

Setup We produce perturbed prompts by artificially injecting grammatical errors into the
question. Specifically, we study the problem on the StrategyQA task (Geva et al., 2021). The
original question, as well as the options, if any, are used as the prompt. We additionally append
“Therefore, the answer is:” to the prompt to induce question answering behaviors in LLMs.
Without further notice, we use the same way to create original prompts for other factors. The
perturbed prompt is generated by adding rule-based noises (Bryant et al., 2022) to the question
and pairing it with the original options: see Tab. 1 for a complete list of the rule-based noises we
use.

Error Type Error Description

Omi Prep Omission of the preposition.
Omi Conj Omission of the conjunction.
Omi And Using two consecutive adverbs of question or pronouns without “and”.

Double Noun Double nouns.
Repeat Word Repeat a word.
Plu Aft Card Using plural noun after cardinal numbers.
Super Bef Prep Using a superlative adjective before preposition “than”.

Table 1: The list of the rule-based errors injected in the question.

Results The results in Tab. 2 show the accuracy of original prompts vs. perturbed prompts.
We observe that grammatical errors do not necessarily have a negative impact on the zero-shot
prompting. The robustness of GPT-3 against minor grammatical errors is similar to that of
humans. For humans, minor grammatical errors that do not change semantics will not affect
understanding either.

2.1.2 Word Permutation

Setup While small perturbations like grammatical errors will not affect the performance, we
further study severe perturbation to syntax: eliminating the syntactic structure by randomly
shuffling words in a sentence (Kramsch, 2014). We experiment on two tasks: MultiArith (Roy
and Roth, 2016) and StrategyQA (Geva et al., 2021). In the perturbed prompts, words are
randomly reordered.
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Error Type Original Perturbed

Omi Prep 0.570 0.577
Omi Conj 0.505 0.473
Omi And 0.580 0.590
Double Noun 0.537 0.553
Repeat Word 0.540 0.530
Plu Aft Card 0.533 0.500
Super Bef Prep 0.286 0.429

Table 2: Comparison of accuracy on StrategyQA from original prompts and perturbed prompts
on grammatical errors from Tab. 1.

Results The results are shown in Tab. 3. We observe that shuffling the words brings a notable
decrease in zero-shot performance. It clearly illustrates that word order in the prompts affects
the performance of LLMs. In summary, the experiments show that prompts should still follow
the common word order while minor grammatical errors are negligible.

Original Perturbed

MultiArith 0.162 0.035
StrategyQA 0.593 0.473

Table 3: Comparison of accuracy on MultiArith and StrategyQA from original prompts and
perturbed prompts on word order permutation.

Few-shot Setting Additionally, we study the effect of syntax on the few-shot setting, feeding
GPT-3 with eight examples and the query. The word order of the questions in examples is
shuffled for the perturbed prompts. See Tab. 18 for the results.

Origin Perturbed

MultiArith 0.327 0.305
StrategyQA 0.614 0.600

Table 4: Comparison of accuracy of original prompts vs. perturbed prompts with perturbations
to syntax (Few-Shot Setting).

2.2 Impact of Semantics

To what extent can LLMs understand a sentence when a negated word is injected to reverse the
semantic meaning? We find the answer based on the comparison between prompts with and
without negation.

Setup We experiment on three types of tasks and nine datasets constructed for experiments
on semantic negation following (Jang et al., 2022): commonsense reasoning tasks on PIQA (Bisk
et al., 2020), ARC-Easy (Clark et al., 2018), and COPA (Gordon et al., 2012), sentence
completion tasks on HellaSwag (Zellers et al., 2019), StoryCloze (Mostafazadeh et al., 2016),
and Lambada (Paperno et al., 2016), and question answering tasks on WQ (Berant et al., 2013),
NQ (Kwiatkowski et al., 2019), and TriviaQA (Joshi et al., 2017). All sample sizes are 300 except
for the COPA dataset, which has a sample size of 100. For each dataset, we compare the original
prompts with the perturbed prompts. For the perturbed prompt, we change the question to be
expressed using negative phrases. As there are two questions, the originally correct choice will
be wrong while the originally wrong one will turn correct.
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Results From the results shown in Tab. 5, we find that negation brings continued challenges
for LLMs on various tasks, and yet human beings handle it very well (Jang et al., 2022). The
results suggest that when writing a prompt, users should avoid using negative words.It’s better
to be clear without ambiguity, and show obvious and concrete goals.

Original Perturbed

ARC-Easy 0.960 0.907
PIQA 0.840 0.783
COPA 0.970 0.520

HellaSwag 0.663 0.473
StoryCloze 0.933 0.630
Lambada 0.593 0.440

WQ 0.933 0.803
TriviaQA 0.963 0.973

NQ 0.910 0.880

Table 5: Comparison of accuracy on various datasets from original prompts and perturbed
prompts for semantics.

2.3 Impact of Lexicon

Here we focus on which word to choose when multiple words with closely related meanings exist.
We approach the problem by comparing the original prompts with perturbed prompts where
certain words are replaced with their synonyms or translations, e.g ., Chinese, while keeping the
semantic meaning.

2.3.1 Synonym Substitution

Setup Experiments are conducted on two tasks: HellaSwag (Zellers et al., 2019) and COPA (Gor-
don et al., 2012). For the question of a perturbed prompt, we randomly pick up a notional word
and replace it with its synonym based on WordNet (Bird et al., 2009). Specifically, the question
is tagged using a part-of-speech tagger (Bird et al., 2009) to find out a notional word such as
a noun or verb. Then the notional word is substituted with its synonym from WordNet (Bird
et al., 2009). We only change one notional word per prompt. If no words in a prompt have
synonyms in WordNet, we will keep the prompt as is. To make sure the semantics of the prompt
is preserved after the word substitution, BERTScore (F1-score) (Zhang et al., 2019) between
the original prompt and the perturbed prompt is calculated to filter out those with low scores.
Options remain unchanged.

Figure 2: Relationship between the familiarity degree and performance decrease. The experiment
is conducted on HellaSwag. The x-axis refers to the familiarity score of the original prompt
minus the familiarity score of the perturbed prompt. The larger this difference is, the greater
the unfamiliarity. The y-axis represents the performance of the perturbed prompt.
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Results The experimental results are shown in Tab. 6. Compared with the original prompts,
the perturbed prompts lead to inferior performance. Furthermore, we investigate the reasons
behind the degradation. We mask the replaced word and calculate the conditional probability of
the word masked to measure familiarity and denote it’s log value as the familiarity score. As
shown in Fig. 2, performance is positively correlated with familiarity. The more familiar the
prompts, the better the model performs.

Original Perturbed

HellaSwag 0.60 0.55
COPA 0.97 0.95

Table 6: Comparison of accuracy on HellaSwag and COPA from original prompts and perturbed
prompts on synonym substitution.

2.3.2 Translation Substitution

Setup We further experiment with word substitution with another language. We evaluate
translation substitution on a randomly selected set of 300 samples from StrategyQA training
dataset. Similar to the word substitution, the perturbed question substitutes a word with its
translation in another language. We study English to Chinese translation in this work.

Results The results are shown in Tab. 7. In general, the two substitution methods achieve
relatively the same performance compared with the original prompting method. However,
translation substitution has a bigger impact than synonym substitution. This is predictable as
the perplexity score of the perturbed question with a synonym is higher than the perturbed
question with a translated word in another language. It’s suggested that users should choose
words that are more statistically prevalent in the training corpus of LLMs.

Original Perturbed

Synonym 0.540 0.541
Translation 0.540 0.530

Table 7: Comparison of accuracy of original prompts vs. perturbed prompts with changes on
lexicon.

Zero-Shot CoT We also conduct the experiment to study lexicon’s effect on the zero-shot
CoT via translation substitution. The results are shown in Tab. 19.

Original Perturbed

Zero-Shot 0.540 0.530
Zero-Shot CoT 0.513 0.497

Table 8: Comparison of accruacy of original prompts vs. perturbed prompts with perturbations
to the lexicon.

2.4 Impact of Pragmatics

We primarily test metaphor understanding and compare original prompts with and without
metaphors.

Setup For experiments on pragmatics, we design a new task based on the Emotion Recognition
dataset on SemEval2018 (Mohammad et al., 2018) and TweetEval (Barbieri et al., 2020). We
name the task Prompt-based Metaphor Emotion. The task is a multi-choice classification task
and aims to recognize four basic emotional expressions: anger, joy, sadness, and optimism. A
model is expected to pick one according to the question. We design two types of questions, with
and without metaphors. The questions including original prompts and eight perturbed sets are
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shown in Tab. 9. The entire dataset contains 1421 samples, covering 558, 358, 382, and 123
samples for anger, joy, sadness, and optimism, respectively.

Prompt Template for Analysis of Pragmatics

Please choose the appropriate answer for the following question from A, B, C, D.
Which of the following sentences expresses the emotion like “¡Emotion Description¿”?
A: You know, she is a disabled figure. But why did you still laugh at her? Do you want to push
her buttons?
B: The film tells the story of Miguel, a little boy from the shoemaker’s family. His family has a
mysterious ban —-— No one in the family can touch music performances.
C: When the adorable kid met her favorite idol, she was suddenly weeping with joy.
D: On the Day of the Dead in Mexico, the dead return to the real world and gather with their
loved ones. Leave me alone, ok? I’m in a bad mood now.

¡Emotion Description¿

ID Emotion of
Anger

Emotion of Joy Emotion of Sad-
ness

Emotion of Opti-
mism

Original Anger Joy Sadness Optimism

Perturbed 1 Flew off the han-
dle

Jumping up and
down with excite-
ment

Down in the
dumps

Every cloud has a
silver lining

Perturbed 2 Lose your cool Grinning from
ear to ear

Feel blue When one door
closes, another one
opens

Perturbed 3 Blow a fuse In seventh
heaven

Heart is broken There is light at the
end of the tunnel

Perturbed 4 Go ballistic Walking on air Reduced to tears When life hands
you lemons, make
lemonade

Perturbed 5 Hit the ceiling On cloud nine Cry one’s eyes out Count your bless-
ings

Perturbed 6 Volcanic erup-
tion

Over the moon Lump in one’s
throat

Hope against hope

Perturbed 7 Flip one’s wig On top of the
world

Under the weather There are plenty of
fish in the sea

Perturbed 8 Raise the roof A pig in mud Get the face of a
wet weekend

See the world
through rose-
colored glasses

Table 9: The eight perturbed sets of prompts used to express anger, joy, sadness and optimism,
respectively. The same column indicates the same emotion.

Results The results are shown in Tab. 10. The perturbed prompts generally underperform
the straightforward ones in each emotion. Therefore, we recommend not using metaphors, but
stating ones’ needs directly. If metaphors are necessary, it is recommended to choose those that
are very common and widely used, such as Every cloud has a silver lining.

3 Prompt Engineering 101

Since Sec. 2 show clear paths for us to navigate in the space of prompt design, in this section,
we discuss good practices for an amateur to interact with LLMs via prompting, following the
analytical results aforementioned. In addition to general requirements, e.g ., the language choice,
human readability, avoiding abstract statement (Khashabi et al., 2022), prompt engineering
should follow four main guidelines as Prompt Engineering 101:
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ID Anger Joy Sadness Optimism

Original 0.772 0.688 0.696 0.538
Perturbed 1 0.668 0.576 0.626 0.544
Perturbed 2 0.626 0.562 0.608 0.532
Perturbed 3 0.602 0.516 0.582 0.516
Perturbed 4 0.578 0.504 0.582 0.490
Perturbed 5 0.554 0.502 0.522 0.478
Perturbed 6 0.444 0.496 0.484 0.422
Perturbed 7 0.376 0.474 0.458 0.392
Perturbed 8 0.194 0.330 0.432 0.388

Table 10: Comparison of accuracy of original prompts and perturbed prompts on metaphoric
pragmatics.

• Checking Syntax: Sentences should be free from grammatical errors and respect proper
word order. If possible, a grammatical error checker will be helpful for users to check their
language.

• Checking Semantics: Sentences should be clear without ambiguity. Users should describe
their goals and intentions directly without using many negations.

• Checking Lexicon: Without changing the meaning, a user should choose words that are
prevalent for training LLMs.

• Checking Pragmatics: We recommend not using metaphors, but stating the needs straight-
forwardly. If metaphors are necessary, it is recommended to choose those that are very
common and widely used.

Fig. 1 illustrates the flow diagram of our proposed guidelines. It is a pipeline including four
stages. Our prescribed approach first requires grammatical error correction to check the input
sentence. With grammar errors free, the prompt will further go through analysis on semantics,
removing unnecessary negations, common word substitution, and metaphor removal.
Guidelines Automation We further automated Prompt Engineering 101 to build an

automatic toolkit designed based on our guidelines. The specific automation implementation
program is as follows. First, we performed spelling corrector 0 and grammar checker 1 on
the original prompt. Then, we used ChatGPT 2 for synonym replacement following negation
detection 3. If negations exist, a rephrasing tool was used to rephrase the sentence. Finally, we
performed metaphor detection 4. Prompts designed for ChatGPT is shown in Tab. 11. We used
the OpenAI official interface for the experiments, modeled as gpt-3.5-turbo 5.

4 Validation of Prompt Engineering 101

4.1 Setup

We validate the proposed guidelines with 7 selected tasks from BIG-bench Lite (BBL) (Srivastava
et al., 2022): Auto Debugging, Code Line Description, Formal Fallacies Syllogisms Negation,
Hindu Knowledge, Operators, Play Dialog Same or Different and Language Identification. Each
of these tasks tests a specific aspect of the capabilities of language models. For each dataset,
we choose at most 100 instances to conduct our experiment. If the size of the dataset is less
than 100, we adopt the whole dataset for our experiment. The hyper-parameters are identical
to the analysis experiments in Sec. 2. The experiments are conducted with ten amateurs over
these seven tasks. We recruit human subjects from Prolific. More specifically, we create a survey

0https://github.com/Rudransh11Kohli/Grammarly
1https://github.com/bhattbhavesh91/gramformer-tutorial
2https://openai.com/blog/chatgpt
3https://github.com/evanmiltenburg/negation-detector
4https://huggingface.co/lwachowiak/Metaphor-Detection-XLMR
5Following paper (Kojima et al., 2022), temperature=0 and the other parameters are defaulted.
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Phase Prompt

Synonym Please replace the sentence "<sentence>" with synonyms so that the

semantics of the sentence remain unchanged. Only replace words, do not

change the structure and length of sentences, and do not replace if there

are no alternatives. Please output the modified sentence, do not output

redundant content.

Negation The following sentence "<sentence>" contains negation "<negation>", please

rewrite the sentence so that it does not contain negation and keeps the

semantics. Note that negation refers to a phrase or word with a negative

meaning. Please output the modified sentence, do not output redundant

content.

Metaphor The following sentence "<sentence>" contains metaphor, please rewrite the

sentence so that it does not contain metaphor and keeps the semantics.

Please output the modified sentence, do not output redundant content.

Table 11: Prompts of ChatGPT.

that allows workers to understand what the task is, given labeled instances as well as the task
title. We first provide workers with comprehensive instructions and a set of unlabeled instances
to judge if a worker understands the task. During the survey, we show workers an interface
for writing down their descriptions of a given task as the prompts. After the initial prompts6

are written, we recruit another ten workers to refine the initial prompts with and without our
guidelines (namely, guidelines for human or automatic toolkit). We compare the performance of
the amateurs’ initial prompts and the new set of prompts refined with/without the help of our
guidelines on the randomly sampled tasks and test instances.7

4.2 Results With vs. Without Guidelines for Humans

As evidenced by (Mishra et al., 2022; Efrat and Levy, 2020), original prompts (Row initial

prompts) written by amateurs are not easy to follow for LLMs. The same observation can also
be found in our experiments. All results are shown in Tab. 12. After humans refine the prompts
without the help of our guidelines (Row w/o human), the performance increase from 54.73% to
57.04%. The guidelines for humans further increase it to 57.46% (Row w human).

4.3 Results With vs. Without Guideline for Automatic Toolkit

As shown in Tab. 12, the average performance improvement achieved by applying our automated
toolkits (Row w automatic) is 1.31% (from 54.73% to 56.04%). More importantly, we further
combine guidelines for humans and automatic toolkit to refine the prompts and got a improvement
of 3.37% (Row w human + automatic).

Perf. △

Initial prompts 54.73 -
w automatic 56.04 +1.31
w/o human 57.04 +2.31
w human 57.46 +2.73
w human + automatic 58.10 +3.37

Table 12: Results with/without our guidelines for humans and automatic toolkit. Perf.: Perfor-
mance.

4.4 Ablation Study

We conduct an ablation study for Sec. 4.2 to reveal the functions of each checker w.r.t each
linguistic factor. As shown in Tab. 13, all checkers play an important role in improving writing

6There are 70 initial prompts and about 7000 instances in total.
7Performance in this section refers to accuracy.
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prompts. They complement each other and contribute to the final improvement. Most errors
occur in the stage of lexicon checking, indicating that many prompt writers are unaware of using
more common words for LLMs. Our guidelines provide useful advice in this regard. Sometimes,
writers are careless with their spelling, word order, and the use of ambiguous words and negation,
which should be eliminated according to our guidelines.

#Mod. Perf.

Prompt Engineering 101 59 57.46
-Pragmatic Checker 58 57.36
-Lexical Checker 24 54.77
-Semantic Checker 15 54.76
-Syntactic Checker 0 54.73

Table 13: #Mod.: The number of modifications for each checker. Perf.: Task performance.

4.5 Significance Analysis

We use the accuracy of the 10 experiments (each set contains initial prompts and refined prompts).
The null hypothesis (H0) is that the guidelines are beneficial to the performance. The significance
value is 0.05. We conducted the two-sided t-test. The calculated t-value is -2.30, and the
corresponding p-value is 0.034, lower than the selected significance value of 0.05. Therefore, the
null hypothesis holds, which means the guidelines are helpful for improving the performance of
GPT-3.

4.6 Model Generalization Validation

To verify whether our method has model generalization, we perform negation experiments on four
different GPT-3 variants of different sizes (text-ada-001, text-babbage-001, text-curie-001
and text-davinci-003). The results are shown in Tab. 20. We found that the experimental
group with negations generally performed worse than the control group. This conclusion is
consistent with the experiments on text-davinci-002, so we consider our approach to be model
generalizable.

ARC-Easy PIQA COPA HellaSwag StoryCloze Lambada WQ TriviaQA NQ

text-ada-001(1.3B) 0.427/0.467 0.533/0.407 0.400/0.440 0.380/0.400 0.443/0.497 0.247/0.323 0.393/0.453 0.410/0.473 0.403/0.557
text-babbage-001(6.7B) 0.463/0.527 0.473/0.523 0.500/0.470 0.197/0.240 0.483/0.497 0.500/0.493 0.477/0.503 0.480/0.523 0.483/0.517
text-curie-001(13B) 0.497/0.540 0.480/0.523 0.090/0.290 0.213/0.337 0.490/0.503 0.497/0.460 0.473/0.540 0.453/0.567 0.470/0.540

text-davinci-003(175B) 0.820/0.963 0.763/0.833 0.420/0.960 0.267/0.433 0.677/0.907 0.287/0.680 0.977/0.967 0.980/0.978 0.877/0.943

Table 14: Negations experiments on four GPT-3 variants of different sizes. Note that metrics
representing neg/pos.

5 Conclusion and Future Work

We investigate and analyze the sensitivity of prompts from the perspective of linguistics, covering
four factors, i.e., syntax, semantics, lexicon, and pragmatics, and their impact on various tasks.
Based on the results, we streamline a list of guidelines as Prompt Engineering 101 for prompt
engineering. Via human evaluation, we show the effectiveness of the proposed guidelines. We
further automated Prompt Engineering 101 to build the automatic toolkit designed based on
our guidelines. After replacing manual refinement with an automatic toolkit, we still observed
an average improvement in performance. This further enhances the superiority of Prompt

Engineering 101. There are more linguistic factors, for example, phonetics, phonology and
typology, for us to study. Even for syntax, there remain aspects that we have not explored.
Yet, we take the first step to exploring four of them. A more in-depth analysis for other factors
on a wider range of tasks should be favorable. This work also provides another window into
prompt engineering that regards prompts as a specific “langauge” to interact with LLMs. This
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“language”, like a dialect, is a variety of language that is characteristic of LLMs. From the
perspective of behaviors, they have their own grammatical and phonological rules, linguistic
features, and stylistic aspects, that is potentially different from the natural language. With
mounting evidence, LLMs use prompts in a different way from humans. Nevertheless, there is no
clear consensus on what kind of linguistic factor plays the most important role. On top of that,
we hope that this work would call for future research into the intriguing problem.
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A Related Work

Successful practices usually require domain expertise and are extremely time-consuming—one
needs to spend a significant amount of time on wording since a slight change in the textual
input could have a huge impact on performance (Reynolds and McDonell, 2021). As a result,
“engineering” these prompts has been one of the major challenges in deploying LLMs in real-
world applications. (Webson and Pavlick, 2021). Using the recently introduced In-Context
Learning (ICL), a PLM only needs to take in a few training examples and a test instance
as context and directly decode the output without any updates to its parameters. However,
using open-ended natural language as contextual instruction in ICL is a double-edged sword;
while users can input anything and access a variety of generated sentences, they also must
engage in cumbersome trials and errors when the resulting language quality is poor (Jiang et al.,
2020; Liu et al., 2021). Successful practices usually require domain expertise and are extremely
time-consuming—one needs to spend a significant amount of time on wording since a slight
change in the textual input could have a huge impact on performance (Reynolds and McDonell,
2021). As a result, “engineering” these prompts has been one of the major challenges in deploying
LLMs in real-world applications. (Webson and Pavlick, 2021). The study of prompt engineering
can be traced back to T5 (Raffel et al., 2020) and GPT-2 (Radford et al., 2019), where single
word task identifiers were utilized to distinguish between different tasks. The term “prompt
engineering” was originally coined by (Branwen, 2020) when describing GPT-3’s few-shot ICL
capabilities. (Branwen, 2020) positioned prompting as an emerging technique for LLMs that
were trained from Internet-scale data (Wu et al., 2022). It’s recently shown that prompting
is an effective method to elicit specific knowledge and abstractions needed to perform well on
unseen tasks and bears potential to help end users interact with intelligent language models.
Demonstrations in the prompt are well-studied by prior arts. (Lu et al., 2022) and (Kim et
al., 2022) reveal the role of providing format clues, the sensitivity of the order of examples,
and the importance of ground-truth labels, respectively. This work and many others along
the same vein established foundation within the community to study the function of different
language aspects in prompting. (Madaan and Yazdanbakhsh, 2022) systematically experiment
with symbols, patterns, and text to study these items separately. Another line of research is
Chain-of-Thought (CoT) designing (Wei et al., 2022). A manually designed rationale benefit the
prompting performance. (Khashabi et al., 2022) share a similar basis with CoT (Wei et al., 2022).
They claim that manually decomposing a task instruction into multiple simpler subtasks leads to
better performance. Meanwhile, hobbyists and practitioners on the Internet have already engaged
in prompt engineering. They discuss fantastic “tricks” and keywords and discover how to steer
LLMs toward desirable aesthetic generations (Oppenlaender, 2022). For example, using “unreal
engine” as a prompt will help add a hyper-realistic, 3D render quality to the image generation 8.

B Hyper-parameters

Hyper-parameters of the GPT-3 are listed in Tab. 15.

C Data Statistic

We show the data statistics for semantics analysis in Tab. 16 and lexicon analysis in Tab. 17.

8Aran Komatsuzaki’s findings at https://twitter.com/arankomatsuzaki/status/1399471244760649729.
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Hyper-parameter Value

Max token 64
Top-p 1

Temperature 0
Frequency Penalty 0
Presence Penalty 0

Table 15: Hyper-parameters of the GPT-3 model we use.

Dataset #Instances

ARC-Easy 300
PIQA 300
COPA 100

HellaSwag 300
StoryCloze 300
Lambada 300

WQ 300
TriviaQA 300

NQ 300

Table 16: Data statistic of experiments for impact analysis of semantics.

Dataset #Instances

PIQA 50
ARC-Easy 50
HellaSwag 50
HellaSwag 300
SuperGlue 50
SuperGlue 100

Table 17: Data statistic of experiments for impact analysis of lexicon.

D Few-shot Setting for Syntax

Additionally, we study the effect of syntax on the few-shot setting, feeding GPT-3 with eight
examples and the query. The word order of the questions in examples is shuffled for the perturbed
prompts. See Tab. 18 for the results.

MultiArith StrategyQA

Few-Shot Setting

Original 32.7 61.4
Perturbed 30.5 60.0

Zero-Shot Setting

Original 16.2 59.3
Perturbed 3.5 47.3

Table 18: Comparison of original prompts vs. perturbed prompts with perturbations to syntax.
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E Zero-Shot CoT for Lexicon

We also conduct the experiment to study lexicon’s effect on the zero-shot CoT via translation
substitution. The results are shown in Tab. 19.

Zero-Shot Zero-Shot CoT

Original 54.0 51.3
Perturbed 53.0 49.7

Table 19: Comparison of original prompts vs. perturbed prompts with perturbations to the
lexicon. We show the effect via translation substitution.

F Model Generalization Validation

To verify whether our method has model generalization, we perform negation experiments on four
different GPT-3 variants of different sizes (text-ada-001, text-babbage-001, text-curie-001
and text-davinci-003). The results are shown in Tab. 20. We could find that the experimental
group with negations generally performed worse than the control group. This conclusion is
consistent with the experiments on text-davinci-002, so we consider our approach to be model
generalizable.

ARC-Easy PIQA COPA HellaSwag StoryCloze Lambada WQ TriviaQA NQ

text-ada-001(1.3B) 0.427/0.467 0.533/0.407 0.400/0.440 0.380/0.400 0.443/0.497 0.247/0.323 0.393/0.453 0.410/0.473 0.403/0.557
text-babbage-001(6.7B) 0.463/0.527 0.473/0.523 0.500/0.470 0.197/0.240 0.483/0.497 0.500/0.493 0.477/0.503 0.480/0.523 0.483/0.517
text-curie-001(13B) 0.497/0.540 0.480/0.523 0.090/0.290 0.213/0.337 0.490/0.503 0.497/0.460 0.473/0.540 0.453/0.567 0.470/0.540

text-davinci-003(175B) 0.820/0.963 0.763/0.833 0.420/0.960 0.267/0.433 0.677/0.907 0.287/0.680 0.977/0.967 0.980/0.978 0.877/0.943

Table 20: Negations experiments on four GPT-3 variants of different sizes. Note that metrics
representing neg/pos.

G Results details

Tab. 21 provides the detailed results obtained using either our guidelines for human or automatic
toolkit. The metrics used are micro accuracy and macro accuracy.

• Micro accuracy measures the probability of correctly identifying all samples across the
seven tasks.

• Macro accuracy calculates the accuracy for each of the seven tasks and then averages
them.

To obtain the final performance w.r.t. guidelines for humans, we calculate the accuracy for each
human and then average their scores.

micro acc macro acc

baseline 54.73 54.57
w auto 56.04 55.23
w/o human guidelines 57.04 56.13
w human guidelines 57.46 56.54
w human and auto guidelines 58.10 57.24

Table 21: Detailed results with/without our human/auto guidelines.
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H Human Study Details

Firstly, we released a questionnaire (See Fig. 3 for details) to collect prompts without our
guidelines from 10 persons. At the beginning of the questionnaire, there is a general description
and two examples of writing prompts. After that, we show the brief introduction of each task.
After each introduction we provide 3 examples (the input and the expected output of the models)
to help subjects better comprehend what the task aims at. At the end of each task we remind
the subjects to write a general instruction of the task rather than a specific prompt based on the
examples we provided. The subjects were required to write a prompt of at least 10 characters for
each task. Finally we collected 10 valid results, and each result includes 7 valid prompts for all
tasks.

Secondly, in order to obtain the prompts with our guidelines, we released another 10 ques-
tionnaires (see Fig. 4 for details) to collect refined prompts. The setting of the questionnaire is
similar with the questionnaire we designed to collect baseline prompts, except for two exceptions.
First, we modified the description and the examples in the beginning in order to collect refined
prompts. Second, after the introduction and examples of each task, we also provided the original
prompt and our guidelines to make subjects refine the prompts based on our guidelines. For
each group of prompts written by the same person, we design a personalized questionnaire and
ask one person to refine one group of prompts.

Figure 3: Interface of questionnaires without Prompt Engineering 101.
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Figure 4: Interface of questionnaires with guidelines following Prompt Engineering 101.

I Case Study

Examples of original prompts vs . perturbed prompts with changes on syntax, semantics, lexicon,
and pragmatics are shown in Tab. 22.
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Original Prompt Perturbed Prompt

S
y
n
t
a
x

Prompt: For Halloween Deddy and her
sister combined the candy they received.
Deddy had 32 pieces of candy while her
sister had 42. If they ate 35 pieces the first,
how many pieces do they have left?
A: Therefore, the answer (arabic number-
als) is

Expected Output: 39 Output: 39

Prompt: Deddy the have the many they
pieces Debby left? of combined her sister
had how do candy Halloween candy while
pieces If night, they 32 ate For 35 received.
had 42. pieces and sister first her they
A: Therefore, the answer (arabic number-
als) is

Expected Output: 39 Output: 74

S
e
m
a
n
t
ic
s

Prompt: Generate the correct answer to
the following question.

Question: Earth, along with the other plan-
ets, revolves around the Sun. The plan-
ets revolve in a counterclockwise direction.
The cause of the revolution is mostly due
to which force?
A. Gravitational
B. Magnetic

Answer:

Expected Output: A Output: A

Prompt: Generate the incorrect answer to
the following question.

Question: Earth, along with the other plan-
ets, revolves around the Sun. The plan-
ets revolve in a counterclockwise direction.
The cause of the revolution is mostly due
to which force?
A. Gravitational
B. Magnetic

Answer:

Expected Output: B Output: A

L
e
x
ic
o
n

Prompt: Are Christmas trees dissimilar to
deciduous trees?

Expected Output: Yes. Output: yes,
Christmas trees are dissimilar to decidu-
ous trees.

Prompt: Are Christmas 树 dissimilar to
deciduous trees?

Expected Output: Yes. Output: no.

P
r
a
g
m
a
t
ic
s

Prompt: Please choose the appropriatee
answer for the following question from A,
B, C, D.

Which of the following sentences expresses
the emotion like “anger”?
A. I’ve used almost half of my printing
money and it’s the first day of the semester.
#pissed
B. When I chirp, shawty, chirp back.
C. U know what’s very pathetic? The fact
that I dearly miss my professors but they
probably forgot about me already. #sad
#:(
D. @user said, “Surely the #bitterness of
#death is past.” [2/2]

Answer:

Expected Output: A Output: A

Prompt: Please choose the appropriate
answer for the following question from A,
B, C, D.

Which of the following sentences expresses
the emotion like “volcanic eruption”?
A. I’ve used almost half of my printing
money and it’s the first day of the semester.
#pissed
B. When I chirp, shawty, chirp back.
C. U know what’s very pathetic? The fact
that I dearly miss my professors but they
probably forgot about me already. #sad
#:(
D. @user said, “Surely the #bitterness of
#death is past.” [2/2]

Answer:

Expected Output: A Output: B

Table 22: Examples of original prompts vs . perturbed prompts with changes on syntax, semantics,
lexicon, and pragmatics. The text following Prompt represents the prompt. Original and
perturbed prompts are denoted with red and green respectively.
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