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Abstract

Chinese Frame Semantic Parsing (CFSP) is an important task in the field of Chinese Natural
Language Processing(NLP). Its goal is to extract the frame semantic structure from the sentence
and realize the deep understanding of the events or situations involved in the sentence. This
paper mainly studies the application of Large Language Model (LLM) for reasoning through
Prompt Engineering without fine-tuning the model, and completes three subtasks of Chinese
Framework Semantic Parsing tasks: frame identification, argument Identification and role identi-
fication. This paper proposes a Retrieval Augmented Generation (RAG) method for target words,
and constructs more refined sample Few-Shot method. We achieved the second place on the B
rankings in the open track in the “CCL2024-Eval The Second Chinese Frame Semantic Parsing”
competition*.

1 Introduction

Chinese Frame Semantic Parsing (CFSP) is a research method based on frame semantics (Charles J.
Fillmore, 1982), which is based on the semantic representation and annotation of Chinese FrameNet
(CFN) (You et al., 2007; You and Liu, 2005; Li et al., 2024), and achieves the purpose of semantic parsing
by extracting the frame semantic structure of sentences (Gildea and Jurafsky, 2002). This method is of
great significance for a series of downstream tasks such as reading comprehension (Guo et al., 2020a;
Guo et al., 2020b; Wang et al., 2016), text summarization (Guan et al., 2021a; Guan et al., 2021b), and
relationship extraction (Zhao et al., 2020).

1.1 Task Definition

Table 1 presents the ‘Deciding’ framework within the Chinese FrameNet, which illustrates the cognitive
process of making decisions among various explicit or potential options. Framework elements refer to
the participants in the semantic scene corresponding to the framework. For example, ‘Cognizer’ in the
“Deciding” framework is one of the framework elements.

†Corresponding authors.
*https://tianchi.aliyun.com/competition/entrance/532179
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Frame name Deciding

Frame definition The cognitive person makes a decision in a variety of explicit or
potential choices, which may be an entity or a behavioral process.

Frame element

Cognizer
The cognitive decides to do something.
Decision
The decision represents the entity or process determined by the
cognitive.
Possibilities
The cognizer decides which one to choose from a range of possi-
ble options.
Topic
Guided by “about”, it indicates the matters involved in the deci-
sion, and sometimes the matters involved also indicate the general
content of the decision.
Time
Indicates the relative position of the occurrence, progress or end
of the action behavior or state in the time dimension, including
both time points and time periods.

Table 1: An example of “decision” frame in Chinese FrameNet (CFN)

This evaluation divides Chinese Frame Semantic Parsing into three downstream tasks: Frame Identi-
fication (FI) (Su et al., 2021), Argument Identification (AI) and Role Identification (RI). The task of FI
is the core task in the research of frame semantics. It requires finding an activated frame for the target
word in a given sentence according to its context, which can help the computer identify the key infor-
mation and semantic framework in the sentence, so as to better understand the meaning of the sentence
(Hermann et al., 2014). The main purpose of AI task is to determine the position of argument (i.e. frame
element) involved in each target word in the sentence, so as to help the system more accurately identify
the semantic role of argument. The RI task aims to determine the semantic role of each argument in its
own framework, which plays a vital role in information extraction, relationship extraction and machine
translation. The following figure shows the specific work examples of the three downstream tasks of
CFSP.

Figure 1: Schematic diagram of Chinese Frame Semantic Parsing task

With the continuous progress of technology, ChatGPT and other Large Language Model (LLM) con-
tinue to appear, researchers have also carried out a series of research on the CFSP task based on LLM.
The baseline scheme given by the evaluation task shows that under the guidance of Chain of Thinking
(CoT), the performance of the three subtasks of CFSP in Zero-Shot and Few-Shot scenarios is not ideal,
and LLM cannot understand the text from the perspective of frame, argument and role (Li et al., 2023).
This research is mainly committed to using LLM to effectively complete the three downstream tasks
under the task of CFSP through the improved scheme.
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1.2 Contribution
Our main contributions can be summarized in the following four points:

1. We build a hierarchical index Retrieval Augmented Generation (RAG) system based on target
words, use the target word information to filter out some options.

2. We use HanLP to segment sentences, and use the BM25 (Robertson et al., 1994) retrieval algorithm
to index, which effectively improves the sample quality of LLM in the Few-Shot scenario.

3. We establish balanced Few-Shot sample categories to ensure that each target word category has a
certain amount of data closest to the problem.

4. We change the input from the model to text, and then conduct post-processing to convert it back to
the list, so as to avoid wasting attention on the mapping relationship in the learning process of the
model.

2 Related Work

Due to the late appearance of LLM, the relatively novel architecture, and the rapid development and up-
dating speed, there are few researches on the application of LLM in the Chinese Frame Semantic Parsing
tasks. Yang (Yang et al., 2023) represents the first attempt at leveraging large pre-trained language mod-
els (LLM) for SPARQL generation to address Chinese knowledge graph question answering. (Li et al.,
2023) tested the effect of ChatGPT on FI task in Zero-Shot and Few-Shot scenarios, and tried to design
the Cot to carry out multiple rounds of dialogue, guiding ChatGPT to better complete the tasks of AI and
RI, but the final performance was not ideal as well.

3 Model

3.1 Baseline Evaluation
The baseline model given in this task mainly guides LLM by building the Chain-of-Thought (CoT)
prompting method (Wei et al., 2023), and tests the results of ChatGPT in the Zero-Shot and Few-Shot
scenarios. The specific operation and effect are shown in the following figure:

Figure 2: Example of comparison between the effects of Few-Shot and Zero-Shot

https://www.hanlp.com/
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It is not difficult to see that compared with Zero-Shot input, The output of the model in Few-Shot
scenario is much better, reducing the output of useless information and capturing the corresponding
arguments and roles more accurately. The research results of (Li et al., 2023) also show that the accuracy
rate of LLM for FI task can only reach 37% in the scenario without samples, while it is significantly
increased to 53% in the scenario with samples, which is enough to show the importance of giving samples
of corresponding target words for Chinese Frame Semantic Parsing tasks.

3.2 Model Construction
Through the effect analysis of the baseline model, we found that the target word is undoubtedly the
key to identify the semantic framework, which directly affects the performance of LLM on FI task.
Therefore, we build a hierarchical index RAG system (Chen et al., 2024) based on target words, which
uses keyword information to filter out a certain amount of options, reduces the length of tokens, and
avoids the decline of LLM reasoning ability caused by long tokens.

At the same time, because the Few-Shot scenario greatly improves the performance of LLM, the
sample quality provided to LLM is also an important link to determine the performance of the model.
Therefore, we first use the HanLP tool to segment the sample sentences to make the sentence structure
clearer. Then, in order to make the ability of the model to identify each frame similar, we constructed
a balanced Few-Shot sample category. For each target word category, we matched the nearest pieces
of data as a Few-Shot, ensuring that each category of the target word had the same number of data as
samples, and at the same time using BM25 (Robertson et al., 1994) to ensure that the selected data were
the closest to the problem.

As for the specific principle of BM25 retrieval algorithm, we first analyze the morpheme of the sen-
tence to generate morpheme qi. In this study, we directly regard the process of word segmentation
through hanlp as morpheme analysis, and each word segmentation is regarded as morpheme qi. Then,
for each search statement d, the correlation score of each morpheme qi and d is calculated. Finally, the
correlation score of qi relative to d is weighted and summed to obtain the correlation score of the sentence
and d. Its general formula can be written as below:

Score(Q, d) =
n∑
i

IDF (qi) ·R(qi, d)

Where Q is the desired statement, IDF (qi) indicates the weight of morpheme qi in the set of at-
tributive sentences, which is called Inverse Document Frequency (IDF). That is, when many sentences
contain qi, The discrimination of qi is not high, so the importance of using qi to judge correlation is low,
the lower the IDF (qi). The specific weight calculation method is as follows:

IDF (qi) = log
N − n(qi) + 0.5

n(qi) + 0.5

Where R(qi, d)indicates the correlation score between morpheme qi and sentence d. In this study,
BM25 algorithm in elasticsearch* is applied, and its correlation calculation method is as follows:

R(qi, d) =
fi · (k1 + 1)

fi +K

K = k1 · (1− b+ b · dl

avgdl
)

k1 and b are set to 1.2 and 0.75 by default, fi represents the frequency of morpheme qi in Sentence d,
avgdlrepresents the average length of all sentences.

To sum up, the correlation score formula of BM25 algorithm in the study can be integrated as follows:

Score (Q, d) =
n∑
i

IDF (qi) ·
fi · (k1 + 1)

fi + k1 · (1− b+ b · dl
avgdl )

*https://www.elastic.co/cn/elasticsearch
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On this basis, the framework set corresponding to selected sentences is selected as a candidate frame
for LLM to choose and judge. The overall RAG system construction process is as follows:

Figure 3: Hierarchical indexing RAG system based on target words

After the above operation, we noticed that about 13% of the data candidate frame information in the
test set was empty, and the test found that the probability of the frame identified by LLM belonging to
the given semantic frame was less than 4%. We made a special treatment for the target words of this part
of Zero-Shot. By giving all the frame options to LLM for judgment, the probability of identifying the
frame belonging to the given semantic frame increased to 94.6%.

For AI and FI tasks, we note that LLM is often not good at regular mapping, but is sensitive to
semantics. It can effectively improve the performance of the model by handing over the mechanical
work to pre-processing and post-processing. Therefore, based on the same construction of RAG system
and high-quality Few-Shot samples, we change the input from the model to text, and then conduct post-
processing to convert it back to the list, in order to reduce the computational load on the model, rather
than waste its attention on the mapping relationship. We also incorporated the Agent features of LLM
and limited the specific output format of LLM in prompts. The specific conversion process and prompt
example are shown below:

Figure 4: Sample semantic enhancement conversion process example
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4 Experiment

4.1 Experimental Setup
The following table shows the official data distribution of this evaluation (Yang et al., 2024). The exper-
imental research in this paper is all based on the ChatGPT (gpt-3.5-turbo) model of Openai†.

Training set Validation set Test(B) set Total
Sentences 10700(700) 2300(300) 4600(600) 17600(1600)

Frames 671(32) 354(24) 504(33) 695(86)
Frame Elements 947 649 796 987

Lexical Units 2359 670 572 3132

Table 2: CFN2.1 Dataset distribution

4.2 Evaluation Matrix
1. Frame Identification (FI)

The only evaluation criterion for FI task is the accuracy:

FIacc =
correct

total

Where correct indicates the correct quantity predicted by the model, total is the total number of
frames to be identified.

2. Argument Identification (AI)

AI task adopts precision (P ), recall (R) and F1-Score (F1) were used as evaluation indexes.

AIP =
InterSec(gold, pred)

Len(pred)

AIR =
InterSec(gold, pred)

Len(gold)

AIF1 =
2×AIP ×AIR
AIP +AIR

Of which, gold and pred represent the real results and the predicted results respectively,
Intersec(∗) means to calculate the number of tokens shared by both, Len(∗) indicates to calculate
the number of tokens.

3. Role Identification (RI)

RI task also use P , R and F1 as evaluation indexes.

RIP =
Count(gold ∩ pred)

Count(pred)

RIR =
Count(gold ∩ pred)

Count(gold)

RIF1 =
2×RIP ×RIR
RIP +RIR

Where gold and pred represent the real and predicted results respectively, Count(∗) indicates that
the number of set elements is calculated.

†https://platform.openai.com/docs/models/gpt-3-5-turbo
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The final total evaluation score is the score obtained by weighting the three downstream tasks in the
proportion of (0.3, 0.3, 0.4), i.e

Score = 0.3× FIacc + 0.3×AIF1 + 0.4×RIF1

4.3 Evaluation Results and Analysis
The following table lists the scores of each evaluation index of the top three teams of the open track in
this evaluation task:

Team ID Score AIR RIR AIP RIP FIacc AIF1 RIF1

Tangled 48.77 53.84 38.66 44.81 43.97 58.62 48.91 41.14
Our Team 40.12 67.85 19.52 52.18 14.53 52.54 58.99 16.66

UIR-MASTER 21.48 38.87 1.94 66.64 2.83 38.90 49.10 2.30

Table 3: CFN data distribution

It can be seen that our team’s model has shown excellent results in AI task, and the effect in FI task
is similar to that of the first team. Model’s performance in RI tasks is poor, and the model needs to be
further improved and optimized.

5 Other and Future Work

In terms of model optimization, we analyze and discuss the performance of LLM in Chinese Frame Se-
mantic Parsing tasks. Combined with the relevant research of (Chen et al., 2024), we believe that we
can try to use BAAI General Embedding (BGE) (Chen et al., 2024) for semantic embedding in subse-
quent research, and by using the complementary nature of different ranking algorithms, the Reciprocal
Rank Fusion (RRF) (Cormack et al., 2009), which has excellent results in previous studies, can get better
search results by mixing their ranking results, so as to obtain better data, and then improve the analytical
ability of the model.

In addition, we used the Qwen1.5-7B model‡ in the local validation phase to evaluate the first 1000
data sets in the test (B) set. Using the above-mentioned statement processing method, we have achieved
an accuracy rate of 11.2%, and it is estimated that the accuracy rate of more than 45% can be obtained
on the whole test (B) set. It can be seen that after reducing the difficulty of the task, LLM with smaller
parameters can also perform well. In the future, we can try to use more open source LLM combined with
fine-tuning operations in the corresponding fields to achieve better performance.

Finally, due to the limitation of funds and competition time, we only used the gpt-3.5-turbo model
which released a year ago for experiments. We believe that the use of more advanced LLM (such as
gpt-4o§) will bring considerable performance improvement in the future.

6 Conclusion

In this study, we have developed a hierarchical index Retrieval Augmented Generation (RAG) sys-
tem based on target words to improve the efficiency and accuracy of Chinese Frame Semantic Pars-
ing (CFSP). By leveraging target word information, our approach filters and indexes documents, which
significantly enhances the performance of semantic parsing tasks. The key components of our system
include data preparation, text tokenization using the HanLP tokenizer, index creation, data insertion into
Elasticsearch (ES) indices, cluster configuration, and index population.

Our hierarchical indexing method ensures efficient and scalable retrieval, which is critical for handling
large datasets in CFSP. The utilization of the BM25 retrieval algorithm further optimizes the quality of
samples in Few-Shot scenarios, ensuring balanced and relevant data for the model. By refining the input
and post-processing stages, we reduce the computational load on the model, allowing it to focus on
semantic understanding rather than mapping relationships.

‡https://huggingface.co/Qwen/Qwen1.5-7B
§https://platform.openai.com/docs/models/gpt-4o
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The results of our implementation demonstrate a marked improvement in the retrieval and parsing
processes, highlighting the effectiveness of our hierarchical index RAG system. This approach not only
enhances the performance of existing models but also provides a scalable solution for future CFSP tasks.
As we move forward, exploring the integration of more advanced language models and fine-tuning tech-
niques will be essential to further optimize and refine our system.

Our work underscores the importance of efficient indexing and retrieval methods in natural language
processing and sets the stage for future advancements in the field of Chinese Frame Semantic Parsing.
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