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Abstract

Rhetoric is fundamental to the reading comprehension and writing skills of primary and middle
school students. However, current work independently recognize single coarse-grained cate-
gories or fine-grained categories. In this paper, we propose the CCL24-Eval Task6: Chinese Es-
say Rhetoric Recognition and Understanding (CERRU), consisting of 3 tracks: (1) Fine-grained
Form-level Categories Recognition, (2) Fine-grained Content-level Categories Recognition and
(3) Rhetorical Component Extraction. A total of 32 teams registered to participate in CERRU
and 9 teams submitted evaluation results, with 7 of these teams achieving an overall score that
surpassed the baseline.

1 Introduction

In the learning process of primary and middle school students, rhetoric is not only a core component of
reading comprehension and writing skills, but also an indispensable element in shaping excellent literary
works. Recognizing and understanding the use of rhetoric in students’ essays can help improve their
expressive abilities in writing. However, this requires a significant amount of manual effort, posing chal-
lenges to teachers in term of essay assessment and instruction. With the development of education and
the widespread availability of the Internet, many researchers have begun to explore the use of computer
technology for automatic grading of essays (Rudner et al., 2006), where the use of rhetoric is a crucial
part of teachers’ essay grading.

The use of rhetoric in essays reflects the level of literacy grace and language expression ability (Guo
et al., 2018), which is significant for helping teachers assess the quality of essays and guide students
in improving their expressive skills. In recent years, research on the recognition of rhetoric in essays
often employs alignment strategies and other rules to perform coarse-grained recognition of rhetoric
such as parallelism and metaphor from the perspectives of sentence structure and semantic information
(Niculae, 2013; Song et al., 2016) or designs model structures specifically to recognize simile (Liu et
al., 2018; Zeng et al., 2020). These efforts independently recognize different major rhetorical categories
such as metaphor, personification, hyperbole and parallelism, lacking universality. On the other hand,
they are coarse-grained and lack fine-grained definitions of rhetorical categories. Furthermore, beyond
recognizing rhetorical categories in sentences, some researches treat the understanding of rhetoric as a
component extraction task, for example, extracting the tenor and the vehicle from metaphorical sentences
(Wang et al., 2022). These researches lack definitions for the rhetorical subjects and contents of other
rhetorical devices, and thus cannot provide systematic and comprehensive guidance and feedback on the
essays of elementary and middle school students.

Therefore, to address the aforementioned challenges, we propose the CCL24-Eval Task6: Chinese
Essay Rhetoric Recognition and Understanding (CERRU). The dataset for the evaluation originates from
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examination essays written by elementary and middle school students whose native language is Chinese.
The genres of these essays include narrative and argumentative writing, among others. Our task settings
systematically define the fine-grained rhetorical categories found in these essays, recognizing them from
both form level and content level based on the linguistic definitions of rhetoric (Li, 2020). Furthermore,
we define the subjects and contents of each rhetorical category, which aids teachers in understanding the
use of rhetoric at the sentence level in student essays. It also supports elementary and middle school
students in practicing appropriate rhetorical techniques in their writing.

CERRU categorizes rhetorical devices into metaphor, personification, hyperbole and parallelism, and
further subdivides these four rhetorical categories into fine-grained categories. As shown in Figure 1,
CERRU includes 3 tracks, which are

• Track1: Fine-grained Form-level Categories Recognition

• Track2: Fine-grained Content-level Categories Recognition

• Track3: Rhetorical Component Extraction

庄稼汉们站在地头，望着这片黄澄澄像狗尾巴的稻谷。Input

(Translation) The farmers stood at the edge of the field, gazing at the swathes of rice that shimmered golden like the tails of dogs.

Track 1

rhetorical category: Metaphor

rhetorical category: Simile

(coarse-grained)

(fine-grained, form-level)

Track 2

rhetorical category: Metaphor

rhetorical category: Concrete

(coarse-grained)

(fine-grained, content-level)

Track 3

The farmers stood at the edge of the field, 

gazing at the swathes of rice that shimmered 

golden like the tails of dogs.
[tenor]

[comparator] [vehicle]

Figure 1: An example of CERRU.

2 Task Descriptions

2.1 Track1: Fine-grained Form-level Categories Recognition
Track1 uses sentences as basic units and categorizes the rhetorical devices into four coarse-grained cate-
gories: metaphor, personification, hyperbole, parallelism. As shown in Table 1, each category is further
subdivided into fine-grained form-level categories.

• For metaphor, it is subdivided into simile, metaphor and metonymy.

• For personification, it is subdivided into noun, verb, adjective and adverb.

• For hyperbole, it is subdivided into direct hyperbole, indirect hyperbole and mixed hyperbole.

• For parallelism, it is subdivided into structure parallelism and sentence parallelism.

Metaphor Personification Hyperbole Parallelism

Simile Metaphor Metonymy Noun Verb Adjective Adverb
Direct

Hyperbole
Indirect

Hyperbole
Mixed

Hyperbole
Structure

Parallelism
Sentence

Parallelism

Table 1: The relationship between coarse-grained categories and fine-grained form-level categories.

Track1 is a multi-label classification problem, involving predicting the coarse-grained rhetorical cate-
gory and fine-grained form-level category used in a given sentence.
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2.2 Track2: Fine-grained Content-level Categories Recognition

Similar to track1, track2 uses sentences as basic units and categorizes the rhetorical devices into four
coarse-grained categories: metaphor, personification, hyperbole, parallelism. As shown in Table 2, each
category is further subdivided into fine-grained content-level categories.

• For metaphor, it is subdivided into concrete, action and abstract.

• For personification, it is subdivided into personification and anthropomorphism.

• For hyperbole, it is subdivided into amplification, understatement and prolepsis.

• For parallelism, it is subdivided into coordination, subordination and gradation.

Metaphor Personification Hyperbole Parallelism

Concrete Action Abstract Personification
Anthro-

pomorphism
Ampli-
fication

Understatement Prolepsis
Coor-

dination
Subor-

dination
Gradation

Table 2: The relationship between coarse-grained categories and fine-grained content-level categories.

Track2 is a multi-label classification problem, involving predicting the coarse-grained rhetorical cate-
gory and fine-grained content-level category used in a given sentence.

2.3 Track3: Rhetorical Component Extraction

Rhetorical components include the described object in the given sentence and the specific content of the
description. Extracting these components helps understanding students’ use of rhetoric, reflecting their
language expression skills. As shown in Table 3, track3 uses sentences as basic units and categorizes the
rhetorical components in the sentences into connector, object and content.

• For metaphor-simile, the rhetorical components include comparator, tenor and vehicle. For
metaphor-metaphor, the rhetorical components include tenor and vehicle. For metaphor-metonymy,
the rhetorical components include vehicle.

• For personification, regardless of form-level category, the rhetorical components include personifi-
cation object and personification content.

• For hyperbole, regardless of form-level category, the rhetorical components include hyperbole ob-
ject and hyperbole content.

• For parallelism, regardless of form-level category, the rhetorical components include parallelism
marker.

Rhetorical Component
Metaphor

Personification Hyperbole Parallelism
Simile Metaphor Metonymy

Connector Comparator - - - -
Parallelism

Marker

Object Tenor Tenor -
Personification

Object
Hyperbole

Object
-

Content Vehicle Vehicle Vehicle
Personification

Content
Hyperbole

Content
-

Table 3: Rhetorical components of different fine-grained form-level categories.
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3 Datasets

3.1 Dataset Annotation

CERRU collects the eesays used in our dataset from essays written by primary and middle school stu-
dents for their exams. The collected data covers various geners of writing, such as character and scene
description.

During the process of dataset annotation, four annotators participated, including undergraduates and
postgraduates majoring in linguistics. First, preliminary annotation guidelines were established. Sec-
ond, the four annotators jointly pre-annotated 50 essays. After completing the pre-annotation, the inter-
annotator agreement of the annotation results was checked, and the annotation guidelines were further
revised based on the results. Finally, each of the four annotators formally annotated about 140 essays,
totaling 503 essays. Specifically, the last 20 essays annotated by Annotator A were identical to the first
20 essays annotated by Annotator B, and so on. The overlapped annotations were used to check the
inter-annotator agreement of the formal annotation results.

3.2 Dataset Statistics

Track1, track2 and track3 share the same training set, validation set and test set while each track has
distinct annotations. Track1 and track2 focus on fine-grained form-level and content-level categories
respectively while track3 focus on rhetorical components. The size of dataset in shown in Table 4 and
the portion of the test set used for evaluation constitutes approximately 10% of the entire test set.

#Training set #Validation set #Test set

634 225 5000

Table 4: Statistics of dataset used in CERRU.

4 Evaluation Metrics

In this section, we introduce the metrics used in CERRU. F1 refers to macro-F1 score in track1, track2
and track3. The overall score of CERRU is the arithmetic mean of track1, track2 and track3.

4.1 Track1: Fine-grained Form-level Categories Recognition

As displayed in Equation 1, the overall F1 score of track1 is comprised of two parts: the F1 score of
coarse-grained categories and fine-grained form-level categories.

F1 = 0.3× F rhetorical
1 + 0.7× F form

1 (1)

where F rhetorical
1 denotes the F1 score of coarse-grained categories and F form

1 denotes the F1 score of
fine-grained form-level categories.

4.2 Track2: Fine-grained Content-level Categories Recognition

As displayed in Equation 2, the overall F1 score of track2 is comprised of two parts: the F1 score of
coarse-grained categories and fine-grained content-level categories.

F1 = 0.3× F rhetorical
1 + 0.7× F content

1 (2)

where F rhetorical
1 denotes the F1 score of coarse-grained categories and F content

1 denotes the F1 score of
fine-grained content-level categories.
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4.3 Track3: Rhetorical Component Extraction

As displayed in Equation 3, the overall F1 score of track3 is comprised of three parts: the F1 score of
connectors, the F1 score of objects and the F1 score of contents.

F1 =
1

3
× F connector

1 +
1

3
× F

object
1 +

1

3
× F content

1 (3)

where F connector
1 , F object

1 and F content
1 denotes the F1 score of connectors, objects and contents respec-

tively.

5 Baselines

In this section, we introduce the baseline approaches used in CERRU and the scores on track1, track2
and track3.

For track1 and track2, we take both the tasks as multi-label classification problems and fine-tune
RoBERTa 1 (Liu et al., 2019) on the training set. A Dropout (Srivastava et al., 2014) layer and a linear
layer are concatenated to RoBERTa, and the output after applying sigmoid function is used to represent
the probabilities of each category in the given sentence. For track3, we take the task as named entity
recognition and fine-tune RoBERTa on the training set. A Dropout layer and a linear layer are con-
catenated to RoBERTa. Furthermore, we utilize the IOB tagging format (Ramshaw and Marcus, 1999)
to tag the comparator, tenor, vehicle, personification object, personification content, hyperbole object,
hyperbole content and parallelism marker. The output from RoBERTa after applying argmax function
is represented as an entity tag on each token. Subsequently, the consecutive ”B-” prefix tag and ”I-”
prefix tag are combined to represent the corresponding rhetorical components.

As shown in Table 5, we report the baseline scores on both the validation set and the test set for
reference.

Track F1 (on validation set) (%) F1 (on test set) (%)

Track1 38.11 45.66
Track2 35.28 56.89
Track3 21.29 20.85

Table 5: Baseline results on the validation set and the test set.

6 Results

In this section, we first discuss the overall results, including the statistics of the participating teams and
their scores on each track (See Section 6.1). Considering the correlation between different tracks, most
of the teams choose to combine the dataset from different tracks for joint training. Therefore, we then
discuss the approaches they use respectively (See Section 6.2 - Section 6.6). Finally, an overall analysis
will be discussed in Section 6.7.

6.1 Overall Results

For CCL24-Eval Task6, a total of 32 teams registered to participate in CERRU. Utimately, 9 teams
submitted evaluation results and obtained valid scores, with 7 of these teams achieving an overall score
that surpassed the baseline. Details are listed in Table 6.

Furthermore, the statistics on the usage of LLMs, external data and data augmentation methods by the
top 5 teams based on their overall scores are listed in Table 7.

1https://huggingface.co/uer/chinese_roberta_L-12_H-768

CC
L 
20
24

Proceedings of the 23rd China National Conference on Computational Linguistics, pages 253-261, Taiyuan, China, July 25 - 28, 2024.
Volume3: Evaluations

(c) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China 257



Computational Linguistics

Team Name Track1 (%) Track2 (%) Track3 (%) Score (%)

Zhengzhou University (ZZU) 61.30 62.29 75.28 66.29
Beijing Language and Culture University (BLCU) 59.20 60.92 77.96 66.03
iHuman Inc. 53.77 60.15 68.26 60.72
Central China Normal University (CCNU) 50.86 55.81 73.75 60.14
Zhongyuan University of Technology (ZUT1) 51.48 55.11 69.51 58.70
Zhongyuan University of Technology (ZUT2) 51.48 55.82 57.00 54.77
Institute of Computing Technology (ICT) 50.23 52.78 54.22 52.41
baseline 45.66 56.89 20.85 41.13
Individual Team 40.00 52.66 - 37.84
Jiangxi Normal University (JXNU) 39.60 39.13 - 33.19

Table 6: Scores of the participating teams. ”-” indicates that the team did not submit evaluation results
on the track, and the overall score is calculated based on the baseline.

Team Name LLMs External Data Data Augmentation

ZZU ! % !

BLCU ! ! %

iHuman Inc. ! % %

CCNU % % %

ZUT1 ! % !

Table 7: Statistics on the usage of LLMs, external data and data augmentation methods. ”LLMs” in-
dicates whether to use Large Language Models. ”External Data” indicates whether data outside the
provided dataset for CERRU is used. ”Data Augmentation” indicates whether any augmentation is per-
formed on the provided dataset for CERRU.

6.2 Team ZZU

ZZU employ LoRA (Hu et al., 2021) method for instruction fine-tuning Yi (Young et al., 2024) and
Qwen1.5 (Team, 2024). Noticing that the three tracks share the same training set, validation set and
test set, differing only in the respective annotations, they combine the instruction datasets from the three
tracks and perform multi-task fine-tuning on the mixed dataset. Moreover, inspired by the LLM2LLM
method (Lee et al., 2024), they record error-prone samples in track1 and track2 from the validation set
during the fine-tuning process, using a more powerful LLM as a teacher model to generate synthetic data
based on these error-prone samples. Additionally, to further enhance model performance, they explore a
model ensemble approach to classify coarse-grained and fine-grained categories using LLMs.

6.3 Team BLCU

To expand the dataset, BLCU first adopt GLGC (A Corpus for Chinese Literary Grace Evaluation) (Li
et al., 2022), a publicly available corpus, and some online data as the external data. Then, they propose
an approach for Chinese rhetoric recognition and understanding with collaborative decision-making be-
tween large and small language models under the guidance of human thinking. They redefine the order
of tasks and select the large and small language models in the specific process to reach the local opti-
mization at each step. In particular, they use BERT (Devlin et al., 2018) to output the probabilities of
each category in a given sentence and employ GPT-4 (Achiam et al., 2023) to predict the result using the
output after applying the softmax function.

6.4 Team iHuman Inc.

iHuman Inc. directly employ LoRA (Hu et al., 2021) for fine-tuning Qwen-7B (Bai et al., 2023). For
track1 and track2, they first predict the coarse-grained categories of each given sentence and then predict
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the corresponding fine-grained categories of the given sentence. To enhance the robustness of their
approach, multiple prompts are pre-defined. For track3, noticing that the predicted output may not be
exactly the same as in the given sentence, they use a substring comparison method based on edit distance.
Particularly, when the edit distance between the output and a substring of the input sentence is less than
a certain threshold, they consider them to be identical and directly use the corresponding substring as the
result.

6.5 Team CCNU

CCNU employ the unified multi-task learning architecture to fully incorporate the correlation between
the three tracks. First, they use the Transformer (Vaswani et al., 2017) pre-trained model as shared feature
encoder to represent the sentences. The framework they propose consists of four sub-tasks: rhetorical
device recognition, form-level category recognition, content-level category recognition and rhetorical
component extraction, which enhance each other’s fusion learning. Finally, the aforementioned sub-
tasks are integrated into a unified model through parameter sharing.

6.6 Team ZUT1

ZUT1 employ an ensemble model combining BERT (Devlin et al., 2018) and ERNIE (Sun et al., 2019)
for track1 and track2. Furthermore, a data augmentation approach is used to enable the model to learn
more relevant features from the imbalanced dataset. In particular, they apply methods such as synonym
replacement, random word insertion and similar sentence generation to the labeled data. Additionally,
they add the prediction generated by the model on unlabeled data back into the training set, thereby in-
creasing the size of training set to enhance the performance of the model. For track3, they use ChatGLM-
6B (Zeng et al., 2022) and Qwen-7B (Bai et al., 2023) with QLoRA (Dettmers et al., 2024) fine-tuning
method to extract the rhetorical components from the given sentence.

6.7 Overall Analysis

Overall, the teams using LLMs perform better on most tracks compared to those using other approaches
while CCNU also achieve a competitive performance. Additionally, the use of external data and data aug-
mentation methods also significantly improves the performance. Most of the teams use LoRA or QLoRA
to fine-tune the LLMs, while the methods of data augmentation vary between the teams. Furthermore,
several teams improve the overall performance by effectively defining new sub-tasks and rearrange the
order in which these sub-tasks are addressed.

7 Conclusion

In this paper, we propose the CCL24-Eval Task6: Chinese Essay Rhetoric Recognition and
Understanding (CERRU), consisting of 3 tracks: (1) Fine-grained Form-level Categories Recognition,
(2) Fine-grained Content-level Categories Recognition and (3) Rhetorical Component Extraction. A total
of 32 teams registered to participate in CERRU and 9 teams submitted evaluation results and obtained
valid scores. Furthermore, we discuss the approaches used by the top 5 teams based on their overall
scores. The results demonstrate that the usage of LLMs and data augmentation methods help improve
the overall scores.
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