
Survey

Polysemy—Evidence from Linguistics,
Behavioral Science, and Contextualized
Language Models

Janosch Haber
School of Electronic Engineering and
Computer Science
Queen Mary University of London,
Chattermill
janoschhaber@gmail.com

Massimo Poesio
Queen Mary University of London,
Utrecht University

Polysemy is the type of lexical ambiguity where a word has multiple distinct but related
interpretations. In the past decade, it has been the subject of a great many studies across
multiple disciplines including linguistics, psychology, neuroscience, and computational linguis-
tics, which have made it increasingly clear that the complexity of polysemy precludes simple,
universal answers, especially concerning the representation and processing of polysemous words.
But fuelled by the growing availability of large, crowdsourced datasets providing substantial
empirical evidence; improved behavioral methodology; and the development of contextualized
language models capable of encoding the fine-grained meaning of a word within a given context,
the literature on polysemy recently has developed more complex theoretical analyses.

In this survey we discuss these recent contributions to the investigation of polysemy against
the backdrop of a long legacy of research across multiple decades and disciplines. Our aim is
to bring together different perspectives to achieve a more complete picture of the heterogeneity
and complexity of the phenomenon of polysemy. Specifically, we highlight evidence supporting
a range of hybrid models of the mental processing of polysemes. These hybrid models combine
elements from different previous theoretical approaches to explain patterns and idiosyncrasies
in the processing of polysemous that the best known models so far have failed to account for.
Our literature review finds that (i) traditional analyses of polysemy can be limited in their
generalizability by loose definitions and selective materials; (ii) linguistic tests provide useful
evidence on individual cases, but fail to capture the full range of factors involved in the processing
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of polysemous sense extensions; and (iii) recent behavioral (psycho) linguistics studies, large-
scale annotation efforts, and investigations leveraging contextualized language models provide
accumulating evidence suggesting that polysemous sense similarity covers a wide spectrum
between identity of sense and homonymy-like unrelatedness of meaning.

We hope that the interdisciplinary account of polysemy provided in this survey inspires
further fundamental research on the nature of polysemy and better equips applied research to deal
with the complexity surrounding the phenomenon, for example, by enabling the development of
benchmarks and testing paradigms for large language models informed by a greater portion of
the rich evidence on the phenomenon currently available.

1. Introduction

In the past few years, the Natural Language Processing (NLP) community has seen
the emergence of so-called contextualized language models (Peters et al. 2018; Devlin
et al. 2019; Radford et al. 2018; Raffel et al. 2020; Apidianaki 2023). These large neural
networks with billions of parameters are designed not to encode the meaning of each
word in a dictionary, but to produce unique encodings for a given input text—and
each word within it. With this approach, contextualized language models appear to
have solved the long-standing challenge of addressing word sense disambiguation in
a manner that translates to actual performance gains in downstream tasks (cf. Ide and
Véronis 1998; Navigli 2009; Bevilacqua et al. 2021).

Among other things, contextualized language models promise to address the issue
of lexical ambiguity, generally focusing on cases of homonymy. Homonyms are words
such as match that can take completely different meanings in different contexts (see, e.g.,
Weinreich 1964; Lyons 1977; Kempson 1977; Cruse 1986; Pinkal 1995; Klepousniotou
et al. 2012):

Example 1

a. The match fell on the carpet and left a burn mark.

b. The match ended without a winner even after going into overtime.

a. The bat was found hibernating in an attic.

b. The bat was expertly crafted from a single piece of wood.

a. The mole dug a number of tunnels through the front yard.

b. The mole on her shoulder stopped bothering her after a while.

The interest in homonymy is not limited to research in computational linguistics
and artificial intelligence. Homonymy and models for its mental processing has also
been the research focus of a number of lexicographers, psycholinguists, and cognitive
researchers in the past decades (Swinney 1979; Rodd, Gaskell, and Marslen-Wilson 2002,
2004). Homonymy, however, is only one form of lexical ambiguity. Closely related to it—
but far less well understood—is the phenomenon of polysemy. Polysemous words also
can assume different interpretations in different contexts; what distinguishes them from
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homonyms is that their interpretations are closely related, and often invoke different
aspects of or perspectives on the same concept (Apresjan 1974; Lyons 1977; Simpson
1994; Pinkal 1995; Cruse 1995; Pustejovsky 1995; Ravin and Leacock 2000; Nerlich and
Clarke 2003; Vicente 2015; Dölling 2020). Take for example the different uses of school in
Example 2, each of which intuitively reflects a different facet of the concept school rather
than entirely unrelated meaning like the homonymic alternations in Example 1.

Example 2

a. The school has a dull brown facade. (building)

b. The school has prohibited light-up sneakers. (administration)

c. The school won last year’s play-offs. (sports team)

d. The school is well respected among researchers. (institution)

Most if not all content words should be considered to be polysemous to some
degree (Zipf 1945; Durkin and Manning 1989; Rodd, Gaskell, and Marslen-Wilson
2002; Travis 2008), rendering polysemy far more ubiquitous than homonymy (also
see, e.g., Karjus et al. 2021; Brochhagen and Boleda 2022, for a recent investigation).
Accumulating cognitive and linguistic evidence in recent years also suggests that the
phenomenon of polysemy is far less homogeneous than assumed in earlier literature,
which makes it more difficult to present clean-cut results or speak about polysemes in
general terms. Eye-tracking as well as electro- and magnetoencephalography (EEG and
MEG) studies, for example, have indicated that not only it is the case that the processing
of homonyms differs from that of polysemes, but that different types and interpretations
of polysemous sense extensions can also lead to notable differences in their mental
processing (e.g., Frazier and Rayner 1990; Klepousniotou 2002; Pylkkänen, Llinás, and
Murphy 2006; Klepousniotou et al. 2012; MacGregor, Bouwsema, and Klepousniotou
2015; Frisson 2015; Bruera et al. 2023). Recent studies leveraging large-scale annotated
resources (see, e.g., Camacho-Collados and Pilehvar 2018; Murphy 2019; Armendariz
et al. 2020; Trott and Bergen 2021) similarly find that annotators distinguish between
polysemous senses less consistently than between homonymic meaning alternations.

Computational research on the interpretation of lexical ambiguity, or word sense
disambiguation (WSD), had historically paid less attention to this fundamental distinc-
tion between homonymy and polysemy hypothesized by lexicographers and linguists.
The sense repositories most widely used in NLP research—exemplified by WordNet
(Fellbaum and Miller 1998)—usually represent all different interpretations of a word as
distinct senses (Ide and Véronis 1998; Navigli 2009; Bevilacqua et al. 2021), irrespective
of whether these are polysemous or homonymic sense extensions. (And thus can be
argued to follow the so-called Sense Enumeration hypothesis [Katz and Fodor 1963],
to be discussed later.) On the other end of the spectrum, a different strand of com-
putational research was devoted to exploring what we will call the One Represen-
tation approach to the mental lexicon, where all interpretations are derived from a
singular, common representation. This approach is most famously represented by
Pustejovsky’s Generative Lexicon (see, e.g., Pustejovsky 1995; Copestake and Briscoe
1995; Buitelaar 1998; Boleda, Schulte im Walde, and Badia 2012; Habibi, Hauer, and
Kondrak 2021a). More data-driven computational research on word sense disambigua-
tion however has provided increasing evidence for a more graded notion of sense
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(Erk and McCarthy 2009; McCarthy, Apidianaki, and Erk 2016; Lau, Clark, and Lappin
2014). The most recent computational research enabled by the development of context
sensitive-models (i.e., Camacho-Collados and Pilehvar 2018; Trott and Bergen 2021;
Haber and Poesio 2021) provides further evidence for this graded view of sense distinc-
tions. This recent research supports the theoretical perspective emerging from “mod-
ern” cognitive studies of polysemy such as Ortega-Andrés and Vicente (2019), who
suggest a hybrid model for the mental representation of polysemes that incorporates
a single lexicon entry for different senses as well as a notion of sense clustering or
hierarchy to account for the complexity observed in the behavior of polysemous sense
extension.

One of the key motivations for this survey is to present a comprehensive collec-
tion of arguments supporting this recent view that lexical ambiguity and especially
polysemy are multi-faceted, heterogeneous phenomena—which should be reflected by
the models and theories put forward to explain their representation and processing.
Arguments and evidence are drawn from a wide array of disciplines in an attempt
to provide a more complete picture of the heterogeneity and complexity of the phe-
nomenon of polysemy. Our compilation is supported by thorough working definitions
of polysemy proper and its various subtypes to unify terminology and facilitate inter-
disciplinary comparison. We then summarize seminal theories on the mental processing
of polysemes, present an in-depth survey of behavioral evidence on the processing
of polysemous words that highlights the differences between types of polysemous
alternations, review corpus studies and large-scale datasets of empirical data on sense
relatedness, and present an overview of traditional computational approaches and re-
cent contextualized language models, exploring how these can be used to investigate
polysemy. Our literature review finds that (i) traditional studies of polysemy can be
limited in their generalizability by loose definitions and selective materials; (ii) linguistic
tests can provide useful anecdotal evidence, but falter at capturing the full range of
factors involved in the processing of polysemous sense extensions; and (iii) recent
behavioral (psycho) linguistics studies, large-scale annotation efforts and investigations
leveraging contextualized language models seem to provide accumulating evidence
indicating that polyseme sense similarity covers a wide spectrum between identity of
sense and homonymy-like unrelatedness of meaning.

We hope that this survey will lead to increased collaboration between research in
lexicography, linguistics, psychology, cognitive neuroscience, and computational lin-
guistics, and that it will provide a solid starting point for future research on polysemy
and its representation. Expected benefits for computational research in particular in-
clude the ability to design new and improved benchmarks for testing large language
models’ capabilities of capturing complex distinctions in lexical meaning that will aid
in improving their representation of ambiguity in future iterations.

2. Lexical Ambiguity: Homonymy, Polysemy, Vagueness, and Underspecification

Lexical ambiguity is a type of ambiguity that is due to word forms exhibiting mul-
tiplicity of meaning, namely, taking on different interpretations in different contexts
(Lyons 1977; Pinkal 1995; Poesio 2020). Lexical ambiguity is ubiquitous in everyday
language, and poses interesting questions and challenges to both (psycho-)linguists
and computational linguists research: Why do we use ambiguous expressions? How
do we process ambiguous words; how are they stored in our brains? And how should
computational language models represent and deal with instances of lexical ambiguity?
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2.1 Multiplicity of Meaning and Multiplicity of Sense

Modern investigations of multiplicity of meaning in the widest sense date back to at
least Breal (1897), who noticed that many expressions in everyday interactions were
ambiguous, but surprisingly rarely led to miscommunication. From among the different
phenomena of ambiguity observed in natural language (see Poesio 2020, for a recent
overview), this survey focuses on (one type of) lexical ambiguity, the phenomenon of
a single word exhibiting multiplicity of meaning, i.e., allowing for different interpreta-
tions in different contexts.

Traditionally, phenomena of lexical ambiguity are further subdivided into hom-
onymy and polysemy, separating multiplicity of meaning from multiplicity of sense. In
an attempt to better distinguish these two phenomena, Weinreich (1964), for example,
notes that “homonymy is observed in lexical items that accidentally carry two distinct
and unrelated meanings” (see also Klepousniotou et al. 2012). This notion of two
things “accidentally” being assigned the same name also is reflected in the choice
of its description, with the term homonym being derived from Ancient Greek
(homo-, same) and (ónuma, name). Seminal, paradigmatic examples of homonyms
include nouns like match, bat, and mole as shown in Example 1, which can invoke at
least two different, arguably unrelated interpretations. Contrasting the unrelatedness of
homonymic interpretations, polysemy1 traditionally has come to signify words that can
invoke different distinct but related interpretations (see, e.g., Ullmann 1959; Apresjan
1974; Lyons 1977; Swinney 1979; Bierwisch and Schreuder 1992; Simpson 1994; Pinkal
1995; Cruse 1995; Ravin and Leacock 2000), like school in Example 2. These two phenom-
ena are set in opposition to monosemy, where words are assumed to be associated with
just one, fixed interpretation.

Lexical ambiguity is a ubiquitous phenomenon. Durkin and Manning (1989), for
example, estimate that 40% of frequent English words are polysemous, while scholars
like Zipf (1945), Rodd, Gaskell, and Marslen-Wilson (2002), and Travis (2008) even argue
that basically every content word can be used polysemically—a notion we will explore
in Section 2.3. Estimates for homonymy are more conservative, with, for example,
Dautriche (2015) suggesting that only about 4% of English words can have multiple,
unrelated meanings (see, e.g., Karjus et al. 2021; Brochhagen and Boleda 2022, for a
recent investigation of the main cognitive drivers thought to cause this disparity).2

Distinguishing homonymy from polysemy based on the notion of “relatedness of
meaning,” however, also has been met with strong criticism (e.g., Lyons 1977; Pinkal
1995; Kilgarriff 1997): Relatedness itself is at best a vague proposition open to contex-
tual biases, subjective judgment or “folk etymology,” while determining homonymy
based on historically “formally distinct items in some earlier stage of the language”

1 From Ancient Greek (polús, many, much) and (sêma, mark, sign, token).
2 A note on terminology: most linguistics literature will label a given word to be either a monoseme,

polyseme, or homonym. As however many (if not all) content words—including homonyms—can have
polysemous sense alternations, labeling specific words as homonyms or polysemes strictly speaking is not
very meaningful, and instead their different interpretations should be considered polysemous or
homonymic in their relation to one another. With that in mind, in the remainder of this survey we will
use the terms homonymic or polysemous to refer to specific alternations of a given ambiguous word. To
further clarify this distinction, we will refer to the different polysemous extensions of a word as different
word senses, and the different interpretations of homonymic alternations as meanings. Note that this
naming convention will be in conflict with some previous literature using these terms to refer to either or
neither of the phenomena in particular.
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(Klepousniotou 2002) suffers from unclear historical derivations, and begs the ques-
tion how far back one should go in tracing the history of words (Lyons 1977; Pinkal
1995). The resulting vague boundary between polysemy and homonymy is at least
partially responsible for the sometimes conflicting observations about the processing
of homonymic and polysemous words in previous literature. When presenting previ-
ous work, we will therefore—whenever possible—aim to clarify how authors classify
specific samples.

2.2 Polysemy: Types, Classes, and other Subdivisions

Besides dispute over and unclarity in their definition, a second central aspect making
it difficult to draw a clear distinction between homonymy and polysemy is the ob-
servation that the latter phenomenon is quite heterogeneous in its appearance, with
the perceived similarity of polysemous sense interpretations ranging from near iden-
tity to homonymy-like unrelatedness of meaning. To address this issue, a number of
researchers have attempted the definition of subtypes, classes, and other distinctions
of specific polysemous alternations, each presented in conjunction with hypotheses
as to how the relatedness in sense interpretations evident in this subtype affects the
processing of polysemes.

One of the most well-known and commonly accepted distinctions is that polyse-
mous alternations are considered to be either idiosyncratic (sometimes labeled accidental),
or regular. Following the definition of Apresjan (1974), a lexeme A with senses a1 and
a2 is an example of regular polysemy if there exists at least a second lexeme B for
which its senses b1 and b2 are “semantically distinguished in exactly the same way as a1
and a2”—although later publications like Falkum (2015), Vicente and Falkum (2017),
and Ortega-Andrés and Vicente (2019) note that to actually exhibit regularity in its
polysemous sense alternation, it should have more than one corresponding alternative.
According to Vicente and Falkum (2017), “regular polysemy is typically associated with
senses generated by metonymic extensions, and irregular polysemy with senses that
are derived metaphorically” (also see Apresjan 1974), Bowdle and Gentner 2005). These
descriptions link the observed relation between two different sense extensions to two
more well-known figures of speech: metaphoric (from Greek [metaphorá],
transference) sense alternations are observed in cases where an interpretation that is more
inherent to one concept is transferred to another (unrelated) concept—but still evokes
a related meaning. An example for this kind of metaphoric extension is noun mouth in
Example 3:

Example 3

a. She has a number of freckles on her nose and close to her mouth.

b. The river never is more than 20 feet across, except close to its mouth.

Metonymic extensions (from Greek , metōnymı́a, a change of name), on the
other hand, usually indicate sense extensions referring to different aspects or facets
of the same entity. The different uses of school in Example 2 illustrate this kind of
polysemous sense extension, with different contexts invoking different aspects of the
concept school.
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A wide range of previous research has been focused on naming and specifying
some of the most frequent alternations observed in regular polysemy, including, for
example, animal/meat alternations (see Example 4, cf. Copestake and Briscoe 1995;
Frisson and Frazier 2005; Falkum 2015), container/content alternations (Example 5, e.g.,
Schumacher 2013), or physical/information alternations (Example 6, cf. Pustejovsky 1993;
Antunes and Chaves 2003; Frisson 2015):

Example 4

a. The chicken pecked for some seeds in the shadow of the barn.

b. The chicken was seasoned deliciously and served with potato wedges.

Example 5

a. Nervously waiting for his date, he peeled the label off his beer.

b. He didn’t remember much as he had had way too much beer.

c. She carefully placed the priceless bottle in a padded box.

d. She only had about half a bottle, but she was feeling tipsy already.

Example 6

a. They found the book wedged under a window to create some airflow.

b. After two semesters they were able to cite most of the book.

These alternations are not only found in English,3 but in many other languages as well,
with Srinivasan and Rabagliati (2015) presenting evidence of 27 distinct cases of English
polysemy also being present in 14 different languages, “suggesting that polysemy
arises from conceptual constraints rather than arbitrary, language-specific conventions”
(Murphy 2021).

Pustejovsky (1995) later introduced an even more fine-grained distinction between
different types of regular polysemy: While some expressions are merely regular, they
considered others to be inherently polysemous. For a term to exhibit inherent polysemy,
the different senses need to be “somehow inherent to the entity that the term denotes.”
Ortega-Andrés and Vicente (2019), for example, propose that the noun book could be
said to have inherently polysemous interpretations, as both the physical (He put the
book back in the shelf) as well as the information reading (He read the book in under two
hours) are inherent to what a book is. They however also argue that this characterization
of inherent polysemy is rather vague, as there is no clear definition as to when certain
sense interpretations are inherent or not.

Dölling (2020) offers an alternative distinction, contrasting metonymic and inherent
polysemy. Following his definition, metonymic polysemy describes “cases where one
of the related senses is primary and the others are metonymically derived from it,”

3 Or German, in the case of Schumacher (2013).

357



Computational Linguistics Volume 50, Number 1

while inherent (or logical) polysemy “involves senses where there are no substantial
reasons for assuming that one or another of them is prior” (based on earlier obser-
vations by, e.g., Nunberg 1995; Copestake and Briscoe 1995). From their collection of
systematic polysemes, Dölling identifies nouns such as rabbit, apple, oak, beer, and bottle
as exhibiting metonymic extensions where “even though each of the senses are in equal
measure usual, one of them is primary,” and all interpretations exhibit a “normal,
conventionalised use.” As a rule of thumb, alternations that can be described through
patterns like animal-for-meat, fruit-for-pulp, or container-for-content are likely to be cases
of metonymic polysemy. Inherent polysemous sense extension on the other hand were
identified for nouns like book, speech, newspaper, and lunch, where “neither interpretation
can be viewed as more basic.” Potential targets here are words where function and
physical realization both are integral—a book without its physical realization or content
for example would arguably not be a book.

The much discussed distinction between homonymy and polysemy, as well as the
number of proposed distinctions between polysemous subtypes, variants, and alter-
nations patterns are a poignant first indicator of the heterogeneity and complexity
of the phenomena involved in lexical ambiguity and specifically in polysemic sense
alternation. Anecdotal evidence reveals not just paradigmatic examples for different
behaviors, but often also presents equally valid exceptions to any rules based on them.
Recent literature therefore more and more demands reliable empirical data to replace
the use of anecdotal examples in the investigation of polysemous alternations (see,
e.g., Klepousniotou, Titone, and Romero 2008; Erk and McCarthy 2009; Schumacher
2013; Ortega-Andrés and Vicente 2019; Löhr 2021; Haber and Poesio 2021). Before we
turn to these studies, we need to mention two more concepts closely tied in to the
interpretation of lexical ambiguous expressions: vagueness and micro-senses, and the
ambiguity advantage.

2.3 Polysemy, Vagueness, and Micro-Senses

Homonymy and polysemy are considered types of ambiguity rather than vagueness,
that is, the potential interpretations of polysemous or homonymic expressions form a
discrete set rather than a continuous transition. Vagueness, however, also plays a central
role in the theoretical conceptualization of these phenomena and their definitions: When
are two senses of a word different enough to be considered distinct interpretations?
Where is the cutoff-point for the relatedness of interpretations? And how can we ac-
count for the infinite sets of (discourse and deictic) contexts impacting the meaning and
interpretation of a word?

The latter question is prompted by a phenomenon which Cruse (2000) called ways
of seeing and also micro-senses (also see Anderson and Ortony [1975] and Kilgarriff
[1997] for a seminal account within computational linguistics). Micro-senses can best
be understood looking at verbs like run that exhibit an extraordinary amount of sense
productivity (Brugman 1988; Gilliver 2013). Consider the sentences in Example 7: While
all of these uses of run elicit closely related interpretations, the different contexts ever
so slightly change the meaning of the word.4

4 These are but a selection of the 645 meanings Gilliver compiled when revising the Oxford English
Dictionary.
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Example 7

a. John is running at least 5k every morning.

b. The bank robber is running from the police.

c. The dog is running in the park.

d. The water is running down the steps.

e. My nose just won’t stop running.

f. The coffee machine is running all morning.

A well-known illustration of the discussion on micro-senses is the debate between
Jackendoff (1989) and Fodor (1998), who over a period of time discussed specifically
the verb to keep, with Jackendoff arguing that keep must surely be polysemous with its
uses in phrases like keep the change, keep your car in the garage, keep the crowd happy, while
Fodor argues that keep in fact only has a single meaning, and “the apparent differences
in meaning are simply an artefact of the different contexts in which the verb appears”
(also see Falkum and Vicente 2015). Seeing micro-sense variations as the main drive
of polysemous sense extensions, some scholars take an entirely pragmatic approach in
explaining phenomena of lexical ambiguity and specifically polysemy (which we will
briefly discuss in Section 3.2.3), and others postulate that all content words are in fact
polysemous (see, e.g., Zipf 1945; Travis 1997; Rodd, Gaskell, and Marslen-Wilson 2004).
While the scope of the “multiplicity of sense” classification of polysemy allows for the
inclusion of micro-senses, a definition like this blurs the line between ambiguity and
vagueness, as no longer could all senses be clearly distinguished.

Tying together phenomena of vagueness and ambiguity in a single formalization,
Pinkal (1985) proposed the concepts of h-type and p-type ambiguity to better classify
lexical ambiguity (see also Poesio 2020). Following Pinkal’s approach, an expression
is h-type ambiguous if and only if its “indefinite base level is inadmissible.” As a
consequence, h-type ambiguous words have to be immediately disambiguated because
they do not allow for an underspecified representation of their base level. P-type am-
biguous words on the other hand do allow for an underspecified representation, and
therefore do not require an immediate disambiguation. These formalizations of h-type
and p-type ambiguity can directly be applied to homonymy and polysemy, suggesting
that homonyms do not have an admissible underspecified base level, while polysemes
do—allowing for underspecification in the interpretation of polysemes but not so for
homonyms.

2.4 Recap

In this section we have shown that while already the distinction between homonymy
and polysemy proves to be anything but clear cut, the delineation between polysemy
and vagueness on the other end of the spectrum seems even more difficult to draw.
This puts polysemy in a unique middle ground, highlighting the complexity of the phe-
nomenon and stresses the importance of dedicated research under strict definitions and
careful methodology. Most current investigations of polysemy find it useful to at least
distinguish between metaphoric and metonymic sense extensions when categorizing
their materials, while we will see that others even make explicit the specific alternation
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under investigation to allow for precise observations. Limiting the scope of a study
however also limits the extend to which its findings can be generalized, and as a result,
the literature on polysemy oftentimes fluctuates between attempting wide coverage
with limited materials and detailed studies of very specific aspects. In the next three
sections, we will attempt to strike a useful balance between the two, presenting seminal
and recent work on the mental processing of lexical ambiguity.

3. Polysemy and the Mental Lexicon

The organization of the human mental lexicon is a central aspect of theories on lexical
ambiguity: if a single word can indeed have multiple senses, and sometimes even
multiple meanings, how are these connections stored in our mental representation
of those words? Or—more figuratively speaking—what is the makeup of our mental
lexicon? The linguistic and psychological literature has produced a range of proposals
attempting to answer these questions, commonly split into three groups: Sense Enumer-
ation approaches, One Representation models, and Pragmatic approaches.

3.1 The Sense Enumeration Lexicon

One of the earliest models of the mental lexicon was offered by Katz and Fodor (1963)
and Katz (1972), who included in the grammar of their natural language semantics
model a dictionary in which all senses of a word were to be listed, that, taken together,
constitute a word’s meaning. This type of mental representation later has come to be
known as a Sense Enumeration approach, or Sense Enumeration Lexicon (SEL). SEL
approaches usually do not make a principled distinction between homonymic and poly-
semous interpretations, with either being listed as just another possible interpretation of
a given word.5 This approach to word meaning is inspired fairly directly by the type of
lexical representation found in so-called “splitting” dictionaries (see, e.g., Jackson 2002),
and it underlies one of the most widely used lexical resources in NLP, the WordNet
lexical database discussed in Section 6.1.2.

As Falkum and Vicente (2015) noted, Sense Enumeration models are “prima facie the
simplest way to deal with polysemy on theoretical grounds,” explaining all variability
in the semantic contribution of an expression through its “different senses stored as
distinct representations.” SEL approaches have not, however, received much support
from the academic community. Given the previously mentioned observations that po-
lysemy is a pervasive phenomenon and that some words can have up to hundreds
of possible meanings and sense interpretations, assuming individual entries for all
of them would require an immense storage complexity and cause a combinatorial
explosion when processing sentences containing multiple ambiguous words. Similarly,
a number of philosophical concerns have been raised concerning definitional theories in
general, with scholars like Kilgarriff (1997) lamenting the difficulty in “deciding when
two senses are different enough to warrant a new entry, and how to represent the
information that is common to multiple different senses” and Hanks (2000) questioning
whether different senses actually can be represented as disjoint classes defined by

5 Defenders of the model may distinguish between polysemy and homonymy based on whether the
different senses or meanings belong to a single lexical entry—but ultimately both are stored as distinct
representations (Falkum and Vicente 2015).
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necessary and sufficient conditions (also see Wittgenstein [1953] for an early discus-
sion, as well as Tuggy [1993] and Laurence and Margolis [1999]). More recently—and
more specifically—Vicente and Falkum (2017) noted that semantic markers proposed
to distinguish senses in SEL approaches cannot account for many of the observed po-
lysemous alternations, and Dölling (2020) remarked that Sense Enumeration accounts
“miss the generalization that can be made with regard to the underlying patterns of
multiple meaning” and, as a consequence, “blur the distinction between homonymy,
non-systematic polysemy and systematic polysemy, and ultimately denies the existence
of the latter.”6

3.2 One Representation Models

Nowadays, the best known proposals about polysemy in theoretical linguistics can be
said to subscribe to a so-called One Representation model of polysemy in the mental
lexicon. In One Representation models, the “senses of a polysemous expression either
belong or depend on a single representation” (Falkum and Vicente 2015). One repre-
sentation models often are also called underspecification accounts, since—in contrast to
SEL models—they do not require the full specification of all sense interpretations, but
instead postulate a single, underspecified entry accessed for all interpretations of a pol-
yseme. The question exactly how much semantic information is stored in this represen-
tation, however, divides the community (see, e.g., Caramazza and Grober 1976; Miller
and Johnson-Laird 1976; Nunberg 1979), with proposals ranging from thin semantics
models containing merely a set of constraints for what interpretations a word can take
on, to rich semantics approaches postulating an over-specified core representation that
immediately makes available all necessary information for any possible interpretation.

3.2.1 Thin Semantics. In thin semantics models, the mental representation of a word
is “impoverished” compared to the meaning it can take on within a specific context
(Falkum and Vicente 2015); that is, upon encountering a (polysemous) expression, an
underspecified mental concept of its meaning is activated and subsequently enriched
with relevant contextual information to form a specific interpretation. Thin semantics
models often propose that the mental representation of a word is merely lexical, con-
taining only information necessary to “constrain the range of concepts that words can
express” (Ortega-Andrés 2021, also see Travis 2008; Falkum 2011; Carston 2013), or even
that the underspecified representation is so thin that it carries no semantic content at
all. Pietroski (2005), for example, proposed that the mental representation of a word is
simply a set of “instructions for how to access and assemble concepts” (Ortega-Andrés
2021), linking at or pointing to a number of concepts involved in its realization.

When taking a thin semantics stance, mental representations of polysemous words
are often brought back to Nunberg’s core meaning approach, where “the semantic
representation of polysemous terms consists in a set of features or a common core
that is shared by all senses” of that expression (Falkum and Vicente 2015). This is best
explained by Jackendoff’s (1989) example of the verb keep, for which they postulate
a mental meaning representation that simply states a core definition common to all

6 Dölling’s observation links back to a concept sometimes called the polysemy fallacy as introduced by
Sandra (1998), complaining that SEL approaches “fail to distinguish between those aspects of meaning
that are part of the word meaning proper, and those that result from its interaction with the context”
(Falkum and Vicente 2015).
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interpretations, where X can take on different semantic values including possession,
location, or memory:

Example 8

CAUSE [ STATE OF X THAT ENDURES OVER TIME ]

3.2.2 Rich Semantics. Rich semantics takes the opposite approach to defining the mental
representation of a polysemous word by postulating that all semantic information nec-
essary to specify its different interpretations is available in the lexicon entry. One of the
most prominent and influential rich semantics models of polysemy—and arguably the
best known approach to polysemy developed in Computational Linguistics—is the so-
called Generative Lexicon (GL) theory originally proposed by Pustejovsky (1993, 1995).
Pustejovsky argues that the inherent semantic information about a word is encoded in
a lexical semantic level separated from less intrinsic and more general encyclopedic
knowledge. The GL theory proposes that the lexical representation of meaning consists
of four structures: an argument structure, an event structure, a lexical inheritance struc-
ture, and a qualia structure (see Figure 1).

The latter is the hallmark of Pustejovsky’s model, designed to contain information
on the roles that a word can fulfil in its different functions. This information includes
aspects of “about how the object came into being (its agentive role), what kind of object
it is (formal role), what it is for (telic role), and what it is constituted of (constitutive
role)” (see also Falkum and Vicente 2015). As its name implies, in the generative lexicon



school

ARGSTR =



arg1 = x
d-arg1 = z
d-arg2 = y
d-arg3 = w
d-arg3 = v
d-arg4 = u
. . .



QUALIA =



F = institution(x)
A = found(z,x)
T = provide education to(x,y)

C =



building that houses(w,x),
teacher who teaches at(v,x),
pupil who attends(y,x),
club that represents(t,x),
staff that works for(s,x),
...






Figure 1
Hypothesized qualia structure for the noun school (in the educational sense) based on
Pustejovsky’s Generative Lexicon approach, expressed as an Attribute-Value Matrix.
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word meaning is generated by accessing specific information from this over-specified
lexical entry when encountering a target word in a specific context.

For unambiguous words, the information contained in the qualia structure decides
whether a word is permissible in a given context, that is, whether it fulfils the context’s
selectional restrictions. When a word is polysemous, it can fulfil different selectional
restrictions. According to Pustejovsky, this means that at least logical polysemous words
must have complex qualia structures that allow for the selection of different roles in dif-
ferent contexts. In order to specify these complex qualia structures, the generative lexi-
con postulates a special type, the so-called dot objects (see also Asher and Pustejovsky
2006; Asher 2011). Dot objects are “aggregate” types that combine at least two different
senses into a single, underspecified type. Usually, these senses are inherent to the
realization of a concept, and could be described as facets or aspects of the complex type
(cf. Cruse 2004; Frisson 2009; Paradis 2004). As an example, the noun book would be
represented as the dot object physical object•information, combining its realization as
a physical object and its information or content sense. Based on this work, Arapinis and
Vieu (2015) argue that words like book are complex “materialised informational con-
tents” that correspond neither to the conjunction of their disjoint aspects like physical
medium or information object, nor to their disjunction. Proposing these complex repre-
sentations however goes hand in hand with requiring complex mechanisms for parsing
ambiguous expressions, which seems to contradict the low cognitive effort associated
with processing polysemous items in behavioral studies (see Section 4.2).

3.2.3 Literalist and Pragmatic Approaches. A third seminal approach to modeling the
mental processing of (ambiguous) words proposes that for each word we store a single,
“concrete and semantically determined representation” (Falkum and Vicente 2015),
its literal meaning. Once this literal meaning has been activated, a context-specific
interpretation is derived either through a set of lexical rules, or through pragmatic
modulation.

Among the literature explaining mostly regular polysemous alternations through a
set of lexical rules applied to an initial literal interpretation (see, e.g., Gillon 1992, 1999;
Kilgarriff 1992; Ostler and Atkins 1991; Asher and Lascarides 2003), one of the most
well-known proposals is Pelletier’s (1975), and subsequently Copestake and Briscoe’s
(1995) work on the “universal grinder,” a model explaining count/mass alternations like
the famous “there was rabbit all over the highway” through a set of derivation rules.
But while they gained some attention in formal and early computational semantics
literature, rule-based literalist approaches have not received much support in recent
years. One of the main reasons for this is that all rule-based approaches suffer from the
limitation that they can only be applied to a small subset of the observed phenomena,
and that even then they can be over-productive in some cases, requiring not only
a formulation of derivation rules, but also a set of idiosyncratic exceptions to them.
Falkum (2015), for example, lists three theoretical arguments undermining fully rule-
based approaches to polysemous sense extension as offered by Copestake and Briscoe
(1995) and Pustejovsky (1995). Firstly, it seems unclear how in a sentence like “Peter
enjoyed the nice weather” the (assumed) intended reading of “Peter enjoyed being
outside in the nice weather” could be generated when there is no telic information in the
lexical representation of weather that could be used as input in the compositional process
deriving this interpretation. Secondly, Falkum argues that it is difficult to see how
rule-based accounts can avoid making wrong predictions about many compositional
interpretations—for example, in the VP begin a car, which according to the telic function
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of car should be interpreted as begin driving a car. And thirdly, she questions how a
lexicon-internal, rule-based approach can account for the interpretative flexibility that
is involved in the construction of (metonymic) polysemy. This concern is illustrated by
sample sentences like Example 9 where their idiosyncrasy makes it unlikely that only
lexical rules will have been involved in generating their interpretation.

Example 9

a. Will a hamster bite if it smells rabbit on my hands? (rabbit odor)

b. [Biology teacher]: Rabbit is smaller than hare. (rabbit feces)

c. [Hunter]: This time of year I prefer using rabbit. (electronic rabbit calls)

d. Last winter, we discovered rabbit and fox in our garden. (rabbit tracks)

Instead, Falkum favors a radical pragmatic account. Radical pragmatic approaches
were common in early AI models, where all meanings would be generated via general
commonsense reasoning (see, e.g., Hobbs et al. 1993) and are still favored by many cog-
nitive linguists as an alternative to postulating rule-based derivations of contextualized
interpretations from a literal meaning. As we briefly mentioned before, some scholars
support the notion that basically every content word can be used polysemically. As this
would entail an impossibly large number of senses or derivation rules that would be
needed to be stored in our mental lexicon, pragmatic approaches suggest that we only
store a single, fully conceptual representation of a word, and derive any contextualized
readings pragmatically in an ad-hoc fashion (see, e.g., Recanati 1998; Carston 2002).
According to Traugott (2017), “a fundamental claim in cognitive linguistics is that words
do not have fixed meanings. They evoke meanings and are cues to potential meaning,
instructions to create meanings as words are used in context” (also see, e.g., Brugman
1988; Kilgarriff 1997; Paradis 2011). As a consequence, radical pragmatic accounts “see
the role of the linguistic system as being that of providing a minimal input or clue—a
sketch or blueprint of the speaker’s meaning—which the pragmatic inferential system
uses as evidence to yield hypotheses about occasion-specific, speaker-intended mean-
ings” (Falkum 2015).

3.3 Hybrid Models

Falkum (2015), however, also argues that while “overall, a radical pragmatic account
provides the most promising basis for a unified account of the role of polysemy in
several domains, [. . . ] depending on their degree of conventionalisation, some senses
may be stored in our mental lexicons, [and] some may be contextually derived,” con-
tinuing the school of thought championed by the likes of Pustejovsky, and Asher and
Lascarides. Returning to the count/mass alternation in rabbit, the authors therefore sug-
gest that the input to the pragmatic processing of polysemes like this is composed of
a rich, pragmatic representation of context and encyclopedic information, and a highly
underspecified conceptualization of the target itself, which are combined to construct
a narrower, ad-hoc concept (e.g., rabbit meat). Some of these constructions like the ani-
mal/meat alternation of words like rabbit, chicken, and lamb may become “progressively
more routinised,” developing “pragmatic routines” (cf. Vega Moreno 2007) that increase
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the accessibility of certain interpretations. These regularities then are proposed to give
rise to the “sense of regularity” observed in metonymic polysemes.

This view introduces a last variety to the range of mental models on the processing
of ambiguous expressions, which we will preliminary label hybrid models, particularly
popular in the Cognitive Linguistics literature (e.g., Cruse 1995, 2000). Hybrid models
are usually based on one of the traditional mental models of language processing, but
borrow some aspects of others. Klepousniotou, Titone, and Romero (2008), for example,
note that while their experiments in principle support a rich underspecification model,
they also find that “high-overlap polysemous words differ from moderate- and low-
overlap ambiguous words in comparison [and] there are several potential ways in
which they may differ in representation,” suggesting that a more structured repre-
sentation of polysemous word sense might replace a fully underspecified core entry.
Similarly, Asher (2011) presented a different version of hybrid model, suggesting that
pragmatics are involved whenever a non-default interpretation is involved. This fall-
back is intended to augment his originally over-specified One Representation approach
with pragmatic aspects for context coercion, but, while now allowing for these specific
cases, does raise the question of when and how the fall-back is activated.

Ortega-Andrés and Vicente (2019) and Ortega-Andrés (2021) recently proposed a
hierarchical ordering within the underspecified representation of polysemous sense to
allow a traditional Pustejovskyan model to account for processing differences among
polysemous senses. Based on a rich underspecification account, Ortega-Andrés and
Vicente extend a target’s knowledge structure with multiple realizers that each specify
a certain range of interpretations of the overall concept. Figure 2 shows a schematic of
the hierarchical structure for polyseme school in Ortega-Andrés and Vicente’s model.
According to their hypothesis, the different interpretations that can be invoked by a

Figure 2
Schema of the knowledge structure of the polysemous realizations of word school according to
the activation package model proposed by Ortega-Andrés and Vicente (2019). Figure reprinted
with permission.

365



Computational Linguistics Volume 50, Number 1

given realization (e.g., rules and staff ) form so-called activation packages, groupings
of interpretations that are so closely related to one another that an underspecified
interpretation invoked by their realizer includes all of them simultaneously. This means
that interpretations included in an activation package should allow for cost-free sense
shifting, while moving to an interpretation evoked by a different realizer will lead to
processing difficulties. Besides these explicit activation packages, a hierarchical repre-
sentation like this however also implies an underlying notion of sense similarity which
determines the representation—and consequently suggests at least different levels of
similarity in the interpretation of polysemous senses.

3.4 Recap

The development of hybrid models to account for the processing of ambiguous ex-
pressions showcases a growing awareness that the observed complexity of phenomena
surrounding lexical ambiguity and specifically polysemy demands a more involved rep-
resentation of these expressions in our mental lexicon; Sense Enumeration approaches
fall short in explaining different behavior of homonymic and polysemous items, fully
underspecified One Representation models cannot account for processing differences
between polysemous alternations of the same word, and pragmatic approaches still
need to prove how semantic information for every possible sense extension of every
single word can effectively and efficiently be stored in our language processor. Hybrid
approaches now borrow from these principled schools of thought to explain nuances in
observed behavior—and provide new inspiration for dedicated behavioral studies and
empirically driven data annotation studies to illuminate previously ignored aspects of
the phenomenon of polysemy.

4. Processing Polysemy: Behavioral Evidence

One of the main drives behind Ortega-Andrés and Vicente’s model is to develop an
architecture that can explain the processing differences between different polysemous
sense extensions observed in recent behavioral studies. Behavioral studies focus on online
effects as measured through, for example, reading times, eye-movements, or brain acti-
vations, investigating exactly when and how an ambiguous item is processed. Together,
the answers to these two questions can provide much needed evidence to examine
the different proposed models for the mental processing of ambiguous expression. If
behavioral studies were to find no notable differences in the participant’s processing
of homonymic and polysemous samples, their distinction should be considered purely
theoretical—which would support a simple Sense Enumeration approach to the mental
lexicon. If polysemes appear to allow for underspecification where homonyms need
disambiguation, this would favor One Representation models. And if indeed the pro-
cessing of different types of polysemous alternations leads to different behavior, hybrid
models are an interesting way forward.

4.1 Studies in Support of Sense Enumeration Approaches

Klein and Murphy (2001, 2002) and Foraker and Murphy (2012) are among the few
authors not subscribing to an underspecified representation approach to the mental
representation of polysemes, but instead present experimental evidence in favor of
Sense Enumeration approaches.
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Klein and Murphy (2001) introduce a range of experiments using word pairs like
shredded paper and liberal paper in memory and sensicality judgment tasks to test dif-
ferences in processing between phrases eliciting the same or different readings. In the
first experiment, participants were shown a series of word pairs which they were asked
to remember, and subsequently presented test items displayed like daily PAPER, for
which they were asked to decide as quickly as possible whether they had seen the
highlighted target word in the previously shown list. The test items all were chosen
to be polysemous and divided into three conditions: a same phrase condition, a consistent
sense condition, and an inconsistent sense condition. The authors found that if the same
phrase was shown during testing, items were judged most accurately (at 79% correct),7

followed by consistent sense samples (64% accuracy) and inconsistent ones (56%). Klein
and Murphy take these results to show that when participants are presented with a
different reading of a polyseme during testing than was included in the memorization
list, the mismatch in representation will lead participants to not correctly link it to the
memorized target, and cause recall errors.

A second experiment re-used the same materials and asked participants to rate
the sensicality of a displayed phrase as quickly as possible. In this experiment, the
authors measured accuracy and reaction times on the judgments for each second item.
Consistent phrases again were rated more accurately than inconsistent phrases (96%
accuracy vs. 87%), but reaction times only were reliable in a per-item analysis, where
the target was rated more quickly if the prime was consistent. When repeated with
homonymic instead of polysemous items, the authors found no significant interaction
between consistency and ambiguity type, but consistency again was a reliable factor of
judgment accuracy.

In a follow-up series of forced choice experiments, Klein and Murphy (2002) then
tested whether participants are more likely to group together polysemous targets in-
voking different interpretations or unrelated words that fulfil the same conceptual or
thematic role. In a first experiment, participants saw a target phrase like wrapping PAPER
and were given two options: liberal PAPER and smooth CLOTH. In this example, the first
option contains the same target word, but the modifier elicits a different interpretation
than the material sense in the target phrase. We will call this the “polysemous” option.
The other option presents a different target word which matches the taxonomic category
of the target paper. These “non-polysemous” options were always either matching the
taxonomy or the theme of target, with a phrase like sharp SCISSORS being an example
for a thematic option for target wrapping PAPER. Forced to choose between the two
options, participants selected the polysemous option in only 20% of the cases, indepen-
dent of whether the other option was a category or thematic match.

Taken together, Klein and Murphy argue that these experiments indicate that there
are no signs of significant processing differences between homonymic and polysemous
targets, and that invoking different (polysemous) senses—like different homonymic
meanings—requires more processing and leads to more inaccurate judgments than
when invoking the same interpretation. In their view, these findings favor a Sense Enu-
meration approach, as inconsistent polysemous senses seem to be no more accessible
after priming and priming an inconsistent sense does not facilitate the interpretation of
a target in the same way as a consistent prime does. Still maintaining that polysemes
can—and should be—distinguished from homonyms on a theoretical basis, Klein and

7 All test items were indeed shown in the memorization list, so the correct answer for all test items was yes.
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Murphy (2001) therefore offer the notion that different senses of polysemous words
are related but not similar.

Additional evidence for sense-enumeration approaches comes in the form of an
eye-tracking study presented in Foraker and Murphy (2012), where participants read
late disambiguation sentences invoking dominant or subordinate interpretations of a
target polyseme. Using a subset of the target words from Klein and Murphy (2001,
2002), the authors here found that, much like traditionally shown for homonyms (see
e.g., Simpson 1981; Tabossi, Colombo, and Job 1987), the biased introductions lead
to significantly longer fixations on the disambiguating region and increased overall
reading times when matched with an inconsistent disambiguation, while the neutral
context did lead to comparable reading times for dominant interpretations but slower
reading times for subordinate senses—indicating that the tested polysemous targets
behaved akin to homonymic ones.

The experiments by Klein and Murphy (2001, 2002) and Foraker and Murphy (2012)
however are not unchallenged, and have been strongly criticized for their methodology
and materials. Taking into account for example the hypothesis of the ambiguity advan-
tage, the function of polysemy isn’t considered to be determined by the fact that senses
cannot be told apart by participants—but the question is whether they do disambiguate
a polysemous expression if the context does not require them to do so. Memorization
and in particular forced choice tasks like employed here seem ill-suited to test for this
distinction. With respect to the materials, Klepousniotou, Titone, and Romero (2008) for
example report a number of homonymic targets previously mislabeled as polysemous
by Klein and Murphy. To address the noise introduced by these samples, they repeated
the experiments presented in Klein and Murphy (2001) using a set of highly controlled
targets classified as metonymic polysemes, metaphoric polysemes, or homonyms based
on the semantic overlap between their primary and secondary interpretations.

When in their experiment both the prime and target pair invoked the dominant
interpretation, reaction times were significantly faster for ambiguous words with low
and moderate sense overlap (i.e., homonyms and metaphoric polysemes), but high-
overlap metonymic targets did not show this effect. For subordinate target pairs,
reaction times were numerically (but not significantly) faster for metonymic targets
than for metaphoric polysemy or homonymy. Investigating response accuracy, the
authors found mirrored results: While dominant targets showed no significant word
type×context effects, accuracy for low-overlap words was significantly higher for sub-
dominant targets with matching contexts (97%) than for neutral contexts (88%) or
conflicting contexts (79%). With these results contradistinctive to the results reported
by Klein and Murphy, this study underlines the importance of clear definitions of what
types of lexically ambiguous alternations are being investigated, and the impact of se-
lecting appropriate samples to represent these alternations in the experiment materials.

4.2 Studies in Support of One Representation Models

As the most widely accepted model of the mental processing of polysemous words,
the One Representation account has been investigated by a wide variety of (psycho-)
linguistics and behavioral studies. We will here present the most seminal eye-tracking
and brain activation studies focusing on the processing of lexically ambiguous items
that each provide partial evidence in support of an underspecified One Representa-
tion account of polysemy in an attempt to make their central findings accessible to
researchers from other domains.
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4.2.1 The Immediate Partial Interpretation Hypothesis. Historically, the (psycho-) linguis-
tics literature produced a number of different, and oftentimes conflicting, principles
explaining lexical processing, including models of immediate and delayed semantic
interpretation, completely-specified (maximal) and minimal commitments, and a so-
called default assignment strategy where a particular option is selected based on fre-
quency or pragmatic plausibility (cf. Frazier and Rayner [1990], and see Frisson [2009]
for a comprehensive survey). Frazier and Rayner (1990) then suggested that each of
these processing principles could be involved in different aspects or elements of the
language comprehension process, and proposed to re-formulate the central goal of
language comprehension research to “determine which class of decisions falls under
which strategy, and why.”

In 1990, Frazier and Rayner presented an eye-tracking study designed to inves-
tigate the validity of two general hypotheses labeled Immediate Complete Interpretation
and Immediate Partial Interpretation hypotheses. According to the Immediate Complete
Interpretation hypothesis, the language processor “maximizes its immediate semantic
commitments by interpreting each phrase fully as the phrase is encountered.” While
a number of previous studies seemed to agree on their observation that semantic
interpretation occurs rapidly (e.g., Crain and Steedman 1985; Marslen-Wilson and Tyler
1980; Just and Carpenter 1980), Frazier and Rayner note that this does not imply that
interpretations are necessarily complete. As a result, the Immediate Partial Interpre-
tation hypothesis proposes that “the processor may delay semantic commitments if
this does not result in either i) a failure to assign any semantic value whatsoever to
a word or major phrase, or ii) the need to maintain multiple incompatible values for a
word, phrase or relation.” The authors suggest that this partial specification for example
could occur when commitments have to be made for interpretations involving partially
compatible specifications, as when two options share some but not all features (cf.
Pinkal’s [1985] Precisification Imperative).

To test these two hypotheses, the authors presented an eye-tracking experiment
involving late disambiguation of homonymic and polysemous expressions. Arguing
that the different interpretations of a homonym (see Example 10) are incompatible with
one another and therefore cannot be maintained without selection, Frazier and Rayner
expected participants to track back when assigning a wrong interpretation to a hom-
onym, while the overlap of the different interpretations of polysemes (see Example 11)
allow for a minimal commitment or partial interpretation and therefore does not re-
quire any backtracking.

Example 10

1. Being so elegantly designed, the pitcher pleased Mary.

2. Throwing so many curve balls, the pitcher pleased Mary.

3. Of course the pitcher pleased Mary, being so elegantly designed.

4. Of course the pitcher pleased Mary, throwing so many curve balls.

Example 11

1. Lying in the rain, the newspaper was destroyed.
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2. Managing advertising so poorly, the newspaper was destroyed.

3. Unfortunately the newspaper was destroyed, lying in the rain.

4. Unfortunately the newspaper was destroyed, managing advertising so
poorly.

Frazier and Rayner found that late disambiguation indeed only led to increased
reading times for samples containing homonymic targets. Polysemous samples exhib-
ited reading times similar to the unambiguous controls—supporting the Immediate
Partial Interpretation hypothesis. However, the authors also found that when a poly-
semous target was preceded by a disambiguating context, reading times were longer
when it instantiated the dis-preferred reading as opposed to the preferred one, which
suggests that for polysemes, like for homonyms, readers seem to commit themselves to
a particular sense. Based on these observations, Frazier and Rayner suggest that when
encountering a polyseme before its disambiguating context, “the shared or overlapping
features of the various senses of the target are assigned as the initial semantic value.”
This allows for minimal semantic commitment and—as opposed to homonyms—will
not generate incompatible entailments.

4.2.2 Priming and Sense Dominance. Investigating the processing of ambiguous words
through priming, Klepousniotou (2002) hypothesized that processing times should dif-
fer between homonyms, where distinct senses need to be selected, and polysemes, where
a “basic semantic value” suffices to continue processing. Specifically, Klepousniotou
expected that polysemes should be processed faster than homonyms, and that within
the polysemous targets, metonymic alternations should show larger priming effects
than metaphoric ones due to the additional lexicalization involved in metaphoric alter-
nations. To test these hypotheses, participants were presented with sentences priming
either a more frequent (primary) or less frequent (secondary) reading of ambiguous
targets. The priming sentence was followed either by a non-word, a target word, or
a (non-primed) control item, where controls were words matched for overall corpus
frequency or the dominance of the primary reading. Example 12 showcases a selection
of prime and target/control pairs representative of the used homonymic, metaphoric,
and metonymic materials:

Example 12

Homonymy

Prime 1: All the snow has melted now.
Prime 2: In the mountains, we refilled our canteens.
Target: spring
Frequency control: hotel
Dominance control: bridge

Metaphorical polysemy

Prime 1: My dog is happy.
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Prime 2: I went to the back of the air plane.
Target: tail
Frequency control: motel
Dominance control: mouth

Mass/count metonymic polysemy

Prime 1: The hunter killed one.
Prime 2: The chef made a stew.
Target: rabbit
Frequency control: violin
Dominance control: plum

Participants were asked to judge whether the shown word is a real word of English by
pressing a designated yes/no key on a keyboard, and reaction times were measured
from the onset of the target. As Klepousniotou expected, reaction times were signifi-
cantly faster for metaphoric and metonymic polysemes than for homonyms. Priming
effects were strongest for the metonymic targets, with both target reaction times sig-
nificantly lower than in the metaphor and homonymy conditions, and control reaction
times much longer than for the other ambiguity types. Metaphoric polysemes not only
led to significantly lower processing times than homonymic targets, but were also
processed significantly faster than their respective controls. Finding that metonymic
polysemes provided an even larger underspecification advantage than their metaphoric
counterparts, the author suggests that her experiments support generative approaches
where polysemous interpretations are constructed from a single, rich lexicon entry
based on the contextual requirements.

She later however abandoned this stance in favor of a thin semantics approach
when presenting another range of experiments in Klepousniotou et al. (2012). Revisit-
ing previous work using EEG data, these experiments used unbalanced homonymous
(pen), balanced homonymous (panel), metaphorically polysemous (lip), and metonymically
polysemous words (rabbit) in a single-word priming delayed lexical decision task. Here,
Klepousniotou et al. found that the theoretical distinction between homonymy and pol-
ysemy was reflected in the N400 component: Both balanced and unbalanced homony-
mous words showed priming effects with reduced N400 signals predominantly for
dominant readings, while all polysemous primes lead to reduced N400 amplitudes for
both readings. Taking the N400 component to reflect lexical activation and semantic
processing, the authors concluded that while homonyms are processed by directly se-
lecting their dominant reading, polysemes (both metaphoric and metonymic) facilitate
the selection of any of their alternative interpretations.

This line of thinking is supported by other ERP experiments like Rodd, Gaskell, and
Marslen-Wilson (2002) and Beretta, Fiorentino, and Poeppel (2005), who showed that
words with more than one meaning (i.e., homonyms) were accessed more slowly than
words with a single meaning (i.e., they elicited later M350 peak latencies and slower
reaction times), and that words with many senses (i.e., productive polysemes) were
accessed faster than words with fewer senses. Together, these studies provide important
evidence for an underspecified One Representation account of polysemes. These studies
however also suggest that their representation cannot be fully underspecified, as even
different types of polysemes appear to be processed differently—and therefore need

371



Computational Linguistics Volume 50, Number 1

to be represented in such a way that they can be distinguished and accessed by the
processor.

4.2.3 Sense Frequency and Sense Shifting. Structuring his argumentation around poly-
semes like book that allow for a concrete and another, more abstract reading, Frisson
(2015) showed through the results of two experiments that sense frequency had no
apparent effect on sense switching costs—in contrast to the direction of switching, with
especially switches from concrete to abstract interpretations leading to longer fixations
on the ambiguous targets.

Arguing that both a traditional Sense Enumeration (SEL) account as well as a
relevance theory (RT) approach to polyseme word sense representation would suggest
a frequency bias on sense interpretations, Frisson conducted a range of reaction time
and eye tracking studies. In a first experiment, Frisson presented participants with two
adjective-noun pairs, asking them for binary sensicality judgments but measuring reac-
tion times. In this setup, neither sense frequency nor the order of sense shifting within
a presented pair (from abstract to concrete meaning or vice-versa) had an effect on
the participants’ judgment reaction times. Acknowledging the stark difference between
normal reading and this sensicality judgment task, he then continued with a second
experiment with full sentence stimuli resembling co-predication structures including
both readings in different orderings. In this setup, he found that when a polysemous
word was preceded by a neutral context, target region fixation and reading times both
were short. When the ambiguous target was preceded by a disambiguating adjective,
readers spent more time on the target region—without any notable differences between
contexts selecting the primary or subordinate sense interpretation of the target.

SEL and RT inspired models would predict that in a neutral context, a reader assigns
the most frequent sense to an ambiguous target. Given that Frisson found no difference
in processing time between dominant and subordinate interpretations of polysemous
targets, he argues that his experiments support neither of these approaches, but also
subscribes to an underspecification account of polysemous sense representation where
readers do not immediately select one of the available sense interpretations.

4.2.4 Event-related Potentials for Metonymic Polysemy. In the absence of frequency effects,
Frisson did notice a higher cost associated with switching from a concrete reading
to an abstract interpretation. This observation is shared by Schumacher (2013), who
shows that while some metonymic extensions involve cost-free meaning selection,
others “engender processing costs associated with re-conceptualization.” In those cases,
Schumacher suggests that targets have an “original” meaning and a set of contextually
appropriate ones derived from it. Schumacher argues that different types of metonymic
alternation should be distinguished: those that involve a fully underspecified repre-
sentation of alternate senses in the mental lexicon, and those starting from an inherent
meaning from which contextualized interpretations are derived.

Looking first at container/content alternations, Schumacher notes that there are
“relations between ontological types—such as liquids can be contained in physical
objects—whose specification is determined by encyclopedic knowledge, and these re-
lations are made available during compositional processing to induce a meaning shift
(cf. Copestake and Briscoe 1995; Dölling 1995).” Using German question-answer pair
stimuli like those in Example 13 asking for the target with a specific restriction on its
interpretation, Schumacher tracked participants’ event related potentials (ERP) through
an EEG experiment. Analyzing the grand-average ERPs, Schumacher found a more
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pronounced positive deflection between 550 and 750ms and between 900 and 1100ms in
the critical region of container-for-content than in their controls, but no statistically signif-
icant difference in the ERPs of content-for-container alternations and their controls. These
findings were also mirrored in a pre-test as well as in a post-EEG test asking participants
to rate the samples’ plausibility, which revealed no differences between content-for-
container samples and their controls, but reliably lower plausibility for container-for-
content items than their controls.

Example 13

container-for-content (lexically based)
Was hat Heinz hastig getrunken?
Er hat den Becher hastig getrunken.
(What did Heinz drink quickly? He quickly drank the cup.)
control
Was hat Rolf wie seinen Augapfel gehütet?
Er hat den Becher wie seinen Augapfel gehütet.
(What did Rolf guard jealously? He jealously guarded the cup.)

content-for-container (based on encyclopedic knowledge)
Was hat Asterix an seinem Gürtel festgeschnallt?
Er hat den Zaubertrank an seinem Gürtel festgeschnallt.
(What did Asterix fasten to his belt?
He fastened the magic potion to his belt)
control
Was hat Miraculix vor dem Eintreffen der Römer gebraut?
Er hat den Zaubertrank vor dem Eintreffen der Römer gebraut.
(What did Getafix brew before the Romans arrived?
He brewed the magic potion before the Romans arrived.)

Schumacher proposes that the observed differences between the two alternations’
acceptability scores as well as processing demands can be explained by stipulating an
asymmetry between content/container and container/content alternations. She suggests
that there is a close, “intrinsic” ontological relation between substances and their re-
spective container, in that liquid substances need to be contained in something to be
handled. This tighter relation manifests itself in container-for-content interpretation be-
coming encoded in the qualia structure of the content, so that a (prototypical) container
becomes available for reference free of processing costs after a liquid is introduced in
discourse. By contrast, the connection between a container and its content appears to be
less tight (not lexicalized), so that the availability of the content-for-container reading re-
lies instead on ‘the application of a general lexical derivation rule.’ A similar asymmetry
was observed in a second EEG experiment using sample sentences containing adjective-
noun pairs with matching or mismatching animacy. Here Schumacher observed an
enhanced positivity over posterior electrode sites for mismatched use (e.g., the wooden
turtle) over the literal use (e.g., the wooden trunk) between 550 and 750ms, while the
comparison involving animacy-neutral adjectives (e.g., grey dove vs. grey shirt) regis-
tered no differences. With an even more clear distinction between primary and derived
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interpretations, these findings were taken as additional support for the assumption that
late positivity effects are linked to re-conceptualization, and that therefore container-
for-content alternations require re-conceptualization, while content-for-container readings
do not.

4.3 Recap

Schumacher’s findings strikingly illustrate the heterogeneity of polysemic sense alter-
nations: If processing differences can be found even for different relations between
metonymic conceptualizations, both the investigation of these phenomena as well as its
modelling need to reflect their complex and multi-faceted appearance. Behavioral stud-
ies therefore aim to focus on very specific aspects, clearly defining the types of alterna-
tions under investigation, applying suitable methodology and compiling representative
materials in order to contribute insightful and robust evidence. When observing these
requirements, the gross of behavioral data seems to clash with seminal Sense Enumer-
ation and One Representation approaches, as it exhibits too many idiosyncrasies and
exceptions to generalized rules as to be explained by these principled approaches. And
while hybrid representation models with notions of both underspecification and some
form of sense hierarchy or sense distance can fit well with the accumulating evidence,
the nature of their interplay very much remains an open question that needs further
investigation to meaningfully advance the field.

5. Linguistic Tests vs. Large-Scale Annotation Studies

While in linguistics literature most of the initial motivation for distinguishing
homonymy from polysemy or classifying different types of polysemous alternations
comes from paradigmatic or anecdotal examples, we can also find in the literature a
number of linguistic tests for polysemy, starting from the so-called co-predication test.
These tests were originally devised to determine identity of interpretation in ambiguous
words (Zwicky and Sadock 1975); Norrick (1981) was among the first to propose that
co-ordination tests like in Example 14 could be used to test for complex polysemy, that
is, the activation of regular or possibly inherent polysemous sense extensions. Given
that the co-ordinated structure here is acceptable even though it evokes two different
senses of the target book, Norrick would consider this test to support a complex sense
representation for the target word.

Example 14

The book was interestingINFO and weighed a tonPHYS

5.1 Co-predication Tests

Co-predication is now usually defined as “a grammatical construction in which two
predicates jointly apply to the same argument” (Asher 2011; Gotham 2014) and used
to test for (types of) polysemy in nominals (starting with, e.g., Cruse 1986) and can be
considered as a test for conflict–in type selection or referential relations (Murphy 2021).
One of the most common approaches to create co-predication tests is by conjunction
reduction (Zwicky and Sadock 1975), where two sentences with different interpretations
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of an ambiguous expression are combined into a single sentence by reducing the second
one into a conjunctive clause of the first:8

Example 15

a. The city has 500,000 inhabitants.

b. The city outlawed smoking in bars last year.

c. The city has 500,000 inhabitants and outlawed smoking in bars last year.

Co-predication however is not limited to two senses only; if a word has multiple
polysemous extensions, one could in principle generate a co-predication structure con-
taining any or all of them as well (see Example 16, adapted from Ortega-Andrés and
Vicente 2019):

Example 16
Brazil is a largePHYS Portuguese-speakingCULT-LANG republicINST that scores low in in-
equality rankingsNATION but has won the football world cup five timesCULT-SPORT

While authors such as Asher (2011) distinguish between logical and accidental
polysemy by postulating that logical polysemy passes co-predication tests and acciden-
tal polysemy does not, and Ortega-Andrés and Vicente (2019) suggest the use of co-
predication tests to tell apart inherent from other types of regular polysemy, linguistic
tests in general are heavily context dependent, and can be made to yield inconsistent
results by carefully manipulating these contexts (Geeraerts 1993; Antunes and Chaves
2003; Schumacher 2013; Falkum 2015; Murphy 2021). Consider the following examples:9

Example 17

a. ? Judy’s dissertation is thought provoking though yellowed with age.

b. Judy’s dissertation is still thought provoking though yellowed with age.

a. # They took the door off its hinges and walked through it.

b. The door was smashed in so often that it had to be bricked up.

a. ? This book revolutionised the western world and is full of coffee stains.

b. That book is wrong about nearly everything it says about biology and
full of coffee stains.

a. # Mary fed and enjoyed the lamb.

b. Mary had fed the lamb herself and so she couldn’t possibly enjoy it very
much at dinner.

8 Example from Asher (2011).
9 Examples from Norrick (1981), Cruse (1995), and Antunes and Chaves (2003), respectively. We will use

question marks (?) to indicate questionable acceptability or sentence felicity, and hashes (#) to indicate
arguably unacceptable or infelicitous structures in our examples.
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In each pairing, a slight modification of the predications involved in the co-
predication structures, sometimes by simply adding a more descriptive context, can
make an infelicitous or at least questionable sentence more acceptable—and vice versa.
Dölling (2020) therefore note that “it is apparent that co-predication may not only
depend on the kind of pattern connecting word meanings but also on the discourse
context and the rhetorical connections between the two predications.”

In addition to this observation, evidence has been accumulating that acceptability
judgments are not as objective as often assumed in literature. Lau, Clark, and Lappin
(2014), for example, collecting crowd-sourced acceptability annotations for textbook
examples exhibiting grammatical inconsistencies, found that participants often rated
acceptability differently than assumed in the original materials. When given a graded
rating scale, grammaticality judgments also more resembled the results of a control
study rating a shown character to be “fat” or “thin” rather than a second control rating
them “male” or “female,” indicating that for many annotators grammatical acceptability
seem to lie on a spectrum rather than representing a binary signal10 (also see, e.g., Keller
2000; Sorace and Keller 2005).

5.2 Corpus Studies

In order to mitigate the effects of subjective judgments, some studies use corpus-based
approaches to investigating co-predication acceptability. Ježek and Vieu (2014), for ex-
ample, suggest that the variability of co-predication contexts is the key to distinguishing
inherent polysemy from context coercion. As an example, they argue that the event sense
of sandwich in a sentence like “Sam finished the sandwich in one minute” is not an
inherent sense interpretation, as the phrase “during the sandwich” has far fewer corpus
occurrences than a related expression like “during lunch.” In line with this thinking,
the authors extracted from an Italian text corpus all occurrences of [V [Det N Adj]
patterns that could exhibit a physical/information alternation like “He picked upPHYS the
interestingINFO book”11 for a number of selected target nouns. The estimated recall of
this procedure was reported at about 6%, and precision varied between 0% and 80%
depending on the target noun. Among the collected sentences, Ježek and Vieu (2014)
only found a marginal rate of matches where the type restrictions in the V and Adj
elements differed: target words lettera (letter), giornale (newspaper), and documento (doc-
ument) showed the highest ratio of co-predication vs. same sense matches, with about
2% of matches indicating co-predication, and targets pezzo (piece), prodotto (product),
and fenomeno (phenomenon) exhibited the lowest ratios (all below 0.3%). Based on
these results, the authors concluded that the first three lemmas are more likely to be
representatives of polysemy proper than the latter ones.

While this corpus-based approach presents a commendable endeavor towards
attempting a large-scale investigation of polysemy, the low recall and precision of
the pattern-matching setup prohibited any robust insights. There is potential in this
approach, however, as polysemy doesn’t require co-predication: collecting instances
eliciting one reading or the other can equally well provide evidence for polysemous
sense alternations and their relative frequency (see, e.g., Haber 2022), suggesting that
corpus-based approaches still might contribute to the understanding of the distribution
of polysemous sense in future work.

10 When assuming that gender is a binary construct, that is.
11 Note that word order is different in Italian.

376



Haber and Poesio Polysemy

5.3 Large-scale Annotation through Crowdsourcing

Instead of collecting corpus based insights, a growing number of studies have started
leveraging crowdsourcing to establish large-scale datasets of layperson judgments to
investigate the interpretation of ambiguous expressions beyond anecdotal evidence
and singular subjective ratings. Focusing on co-predication, Murphy (2019, 2021), for
example, collected annotator judgments on co-predication acceptability in a range of
experiments aimed at investigating effects of sense ordering, complexity, and coherence.
Among his results, Murphy observed significant effects of sense order and sentence type
on acceptability ratings, with for example stimuli invoking a concrete interpretation first
and co-predicating an abstract second interpretation rated to be more acceptable than
if these interpretations were presented in the inverse order. Based on these findings,
Murphy suggests a theory of Incremental Semantic Complexity, according to which the
language processor overall favors the presentation of input in ascending order of se-
mantic complexity—which becomes explicit in co-predication. The author however also
finds that co-predication acceptability depends on a wide range of other factors besides
complexity, with samples not normed for frequency or controlled for coherence often
failing to achieve significance. He therefore argues that co-predication acceptability
should not be interpreted as a surefire sign of identity of sense or inherent polysemy,
but instead be seen as a complex signal illuminating some of the underlying mechanics
of the language processor.

Large-scale datasets that capture nuanced word sense similarity judgments usually
did so for word pairs in isolation, as often these are intended to evaluate static word
sense embeddings (also see Taieb, Zesch, and Aouicha 2019). Until recently, the few
exceptions to this approach included the Word Similarity in Context dataset by Huang
et al. (2012), which contains 241 same-word pairs presented in different contexts, the
Word in Context (WiC) dataset by Pilehvar and Camacho-Collados (2019), which con-
tains over 7,000 sentence pairs with an overlapping English word that was annotated
based on a binary classification task, and CoSimLex (Armendariz et al. 2020), which con-
tains graded similarity judgments for related words (instead of different interpretations
of the same word). Increased interest in the matter then produced a number of similar
datasets in parallel: Nair, Srinivasan, and Meylan (2020) conducted an investigation of
32 polysemous and homonymic word types extracted from the Semcor corpus (Miller
et al. 1993). In their annotation study, participants arranged contextualized samples in
a 2D spatial arrangement task (Goldstone 1994) to produce a measure of interpretation
similarity. Their results indicated that different polysemous senses are perceived signif-
icantly more similar to one another than homonymic meanings.

A year later, Trott and Bergen (2021) presented RAW-C, a dataset of “Relatedness of
Ambiguous Words, in Context.” To create RAW-C, 77 participants annotated a total of
112 ambiguous words, each taken to invoke two different polysemous or homonymic
interpretations (38 homonyms and 74 polysemes). Using a 5-point Likert scale, anno-
tators here rated the relatedness of an ambiguous target highlighted in a displayed
pair of context sentences (see Example 18). The median relatedness for both same-sense
homonyms and polysemes was 4, whereas the median relatedness for different-sense
homonyms (0) was lower than that for different-sense polysemes (2), which was found
to exhibit a much higher variance (see Figure 3).

Example 18

1a. He saw a fruit bat.
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Figure 3
Mean relatedness of RAW-C judgments for sentence pairs containing lexically ambiguous
words, plotted by Same Sense (True vs. False) and Ambiguity Type (Homonymy vs. Polysemy).
Figure reprinted from Trott and Bergen (2021) with permission.

1b. He saw a furry bat.

2a. He saw a wooden bat.

2b. He saw a baseball bat.

Using a similar methodology, Haber and Poesio collected both explicit judgments of
word sense similarity as well as co-predication acceptability judgments for a selection of
seminal ambiguous target words, and assembled a large-scale dataset of close to 18,000
similarity and acceptability judgments for custom-made samples invoking different
interpretations of ambiguous word forms (Haber and Poesio 2020, 2021; Haber 2022).
Participants here were either shown (i) sentence pairs with the same or a different use of
an ambiguous target word and asked to rate the target words’ similarity on a continuous
scale, or (ii) were shown a single sentence produced by combining the same sentences
through conjunction reduction into a co-predication structure, and then asked to rate the
sentence’s acceptability (see Example 19 for an example of sentences used for collecting
explicit similarity ratings (a and b), and combined sentences used for assessing co-
predication acceptability (c)).

Example 19

a. The newspaper fired its editor in chief.

b. The newspaper got wet from the rain.

c. The newspaper fired its editor in chief and got wet from the rain.

Among his key findings, Haber reports that annotators made full use of the pro-
vided continuous rating scale in judging word sense similarity and co-predication
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Figure 4
Normalized distributions of explicit word sense similarity ratings (left) and co-predication
acceptability ratings (right) given to same-sense (blue) and cross-sense (orange) samples with
polysemous (top) and homonymic (bottom) alternations.

acceptability: homonymic cross-sense samples obtained a mean similarity rating of just
0.17, significantly lower than the overall same-sense mean of 0.89. Polysemous cross-
sense samples received a mean similarity score of 0.73, which is significantly lower
than the same-sense mean, but significantly higher than the homonymy cross-sense
mean (see Figure 4, left). The average acceptability rating for co-predication structures
invoking the same sense in both predications was calculated at 0.83. For homonymic
cross-sense samples, the mean acceptability was 0.41, while the mean acceptability for
polysemous alternations was rated at 0.64—significantly higher than the homonym
mean, but again significantly lower than the same-sense mean (see Figure 4, right).
These results indicate that there seems to be a wide difference in the interpretation of
polysemous senses, ranging from perceived identity in sense to an unrelatedness in
meaning that is similar to that observed in homonymic items—with intermediate cases
clearly present.

In addition to these overall distribution statistics, Haber also investigates potential
patterns in the collected sense similarity and co-predication acceptability ratings of
words with multiple sense interpretations. The left two columns in Figure 5 display
the overall similarity ratings (first column) and co-predication acceptabilities (second
column) of shared pairwise sense combinations for target words newspaper (top) and
magazine (physical, information, organization). While newspaper and magazine appear
to display a consistent pattern in their senses’ similarity, many other targets in Haber’s
study do not. This underlines the observation of heterogeneity within different phenom-
ena of polysemy, but also suggests that not every polysemous word allows for its own,
idiosyncratic set of sense extensions, but that there is some potential for a classification
or grouping of polysemous expressions.
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Figure 5
Similarity patterns in the sense similarity ratings for polysemes newspaper and magazine. Senses:
1-physical, 2-information, 3-organization. Color scales adjusted for computational measures.

At first glance, the distributions of polyseme cross-sense ratings produced by Haber
appear to be almost opposite to what Trott and Bergen report in their work: Where
in RAW-C the mean relatedness of polysemous cross-sense readings is low but has
a significant tail to the right, here the cross-sense similarity of polysemous senses is
rated relatively high with a substantial tail to the left. A key difference between these
two studies is the presentation of the ambiguous targets, which in RAW-C usually are
presented after their disambiguating context in compound noun phrases that might lead
to an immediate resolution of ambiguity even in the case of polysemes, whereas in
the Polyseme Sense Similarity dataset of Haber the targets are presented before their
disambiguating context, which can allow for under-specification. These differences
again highlight the subtleties in the interpretation of polysemous words and the dif-
ficulty of quantifying a phenomenon that has its assumed function in the subconscious
underspecification of ambiguous terms.

5.3.1 Semantic Change Detection. Besides distinguishing different concurrent meanings of
a word, a number of studies also have been investigating lexical semantic change over
time. Lexical semantic change is considered to be tightly interlinked with polysemy,
with Blank (1997) for example proposing polysemy to be the “synchronic, observable
result of lexical semantic change” (Schlechtweg, Schulte im Walde, and Eckmann 2018,
also see, e.g., Bamler and Mandt 2017; Hamilton, Leskovec, and Jurafsky 2016). The
computational modeling of lexical semantic change however has been limited by the
unavailability of diachronic sense references nuanced enough to track the development
of specific senses. To address this, Schlechtweg, Schulte im Walde, and Eckmann (2018)
recently presented the Diachronic Usage Relatedness (DURel) dataset, a resource con-
sisting of 1,320 pairings of diachronic word uses rated for similarity. Corpus samples
were selected manually based on target words either found to indicate signs of inno-
vation through sense narrowing (Paul 2002) or reduction due to homonymy (Osman
1971). Samples were then split into two periods, one with language use recorded from
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1750-1800 (EARLIER), and one with samples produced between 1850 and 1900 (LATER).
Comparing ratings given to EARLIER and LATER samples, the authors found three
types of words: those whose mean relatedness increased, those whose relatedness
decreased, and a majority of words for which the mean relatedness remained largely
unchanged. The authors however also found that their relatedness measure was prone
to confusing lexical semantic change with polysemy, and words with many interpreta-
tions could not reliably be investigated through their overall mean relatedness ratings
alone. So while these findings indicate a strong link between sense relatedness and
the historical origin of senses, methodological limitations again prevent any clear-cut
results.

5.4 Recap

The observations of similarity differences between different polysemous senses made in
this section are difficult to reconcile with a fully under-specified mental representation
of polysemous words: if all of the senses stored in an under-specified entry allow for
co-activation and cost-free sense switching, finding evidence of perceived differences
in meaning indicates that the mental representations of these senses are likely more
structured than assumed by semantically thin One Representation models. On the other
hand, some polysemous sense extensions are perceived as identical in meaning. This
observation suggests that in the processing of some polysemous senses, no distinction
is made between their different interpretations—even though the invoked senses are
not identical. While this is in line with the assumptions of One Representation models,
it is a challenging finding for Sense Enumeration approaches, which in these cases
will struggle to specify the necessary contrast and selection criteria to warrant separate
entries for the invoked senses.

The presented data seems to fit in well with recent proposals of a more structured
mental representation of polysemous sense, where word sense distance could be an
underlying factor in determining the similarity of sense interpretations and their co-
activation. But while the increased complexity of these models appears to be better
suited to capture the complexity of the phenomena, both the as of yet incomplete picture
of the mental processing of polysemy and the still relatively under-developed definition
of the hybrid models are central avenues of future research on the issue.

6. Computational Approaches to Lexical Ambiguity and Polysemy

If one examines the words in a book, one at a time as through an opaque mask with a
hole in it one word wide, then it is obviously impossible to determine, one at a time,
the meaning of the words [. . . ].
But if one lengthens the slit in the opaque mask, until one can see not only the central
word in question but also say N words on either side, then if N is large enough one can
unambiguously decide the meaning of the central word [. . . ].
The practical question is: “What minimum value of N will, at least in a tolerable
fraction of cases, lead to the correct choice of meaning for the central word?”
Weaver (1949), p. 20, cited in Ide and Véronis (1998)

Word-sense disambiguation—assigning to a word the most appropriate interpretation
in a context—has been identified as one of the main areas of research in NLP since
the very early days of research on machine translation and information retrieval (Lesk
1986; Voorhees 1993; Ide and Véronis 1998; Sanderson 2000; Kilgarriff 2001; Mihalcea,
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Chklovski, and Kilgarriff 2004; Navigli 2009; Bevilacqua et al. 2021). This section and the
next two survey computational research on lexical ambiguity and word sense disam-
biguation, highlighting in particular how, due especially to the dominance of WordNet
(Miller and Charles 1991; Fellbaum and Miller 1998) as a lexical resource, the distinc-
tion between homonymy and polysemy has not been as prominent in NLP research
as in the linguistic and psychological literature discussed in the previous sections. In
this section we briefly summarize early research centered around hand-coded lexical
resources, focusing in particular on the sense distinctions adopted in WordNet and the
other main lexical resources (for a more thorough review in particular of Word Sense
Disambiguation proper, see Navigli 2009 and Bevilacqua et al. 2021). In the next two
sections we cover work based on lexical representation of words learned from data—
the so-called distributional representations of meaning.

6.1 Senses in Hand-Coded Lexical Resources

Word sense disambiguation was identified as a key NLP task from the very beginning
of computational linguistics, motivated by applications such as Machine Translation
(MT) (Weaver 1949; Bar-Hillel 1960) and Information Retrieval (IR) (Sparck-Jones 1964).
Word sense disambiguation was recognized as one of the most important issues for
machine translation as early as Bar-Hillel (1960), and its use became common in MT
systems when the first large-scale lexical resources became available. In IR, Sparck-Jones
pioneered the use of lexical semantics through her research on IR search methods taking
into account synonymy (Sparck-Jones 1964). However, lexical ambiguity only became a
concern later. Early work relied on hand-annotated resources such as those discussed
in this section—for example, Lesk (1986) used LDOCE, whereas Voorhees (1993) used
WordNet (see, e.g., Sanderson 2000 for a survey). Eventually, the field also started to
investigate the usefulness of differentiating homonyms from polysemes (Stokoe 2005).

6.1.1 Machine Readable Dictionaries. The very early work on lexical semantics and lexical
disambiguation in NLP (Sparck-Jones 1964; Amsler 1980; Lesk 1986) was supported by
the creation of the first machine readable dictionaries (MRD), such as the Longman
Dictionary of Contemporary English (LDOCE) and the Collins COBUILD dictionary (see
Wilks, Slator, and Guthrie [1996] and Ide and Véronis [1998] for a discussion of such
resources and the early research they supported). The first machine readable dictio-
naries were just digital versions of the printed dictionaries, but soon publishers started
taking advantage of the possibilities offered by the new medium—for instance, senses in
the LDOCE were categorized according to subject codes providing a shallow hierarchical
organization that allows users to carry out topical search in addition to simple alpha-
betical search. The notion of sense adopted in a particular machine readable dictionary
is not uniform, but tends to follow the approach followed in the printed version, so
that in some MRDs all senses are listed separately, whereas in others we see a two-level
organization such that the first level encodes homonymic distinctions in interpretation,
whereas a second level encodes polysemous sense alternations within a single first-
level interpretation. Figure 6 illustrates the first type of organization, the lexical entries
for school in COBUILD; whereas Figure 7 shows an example of the second type of orga-
nization using the lexical entries for the wordform bass which is both homonymic and
polysemous in LDOCE, in which polysemous sense alternations for the same hyponymic
interpretation are grouped together.

While they did not introduce novel treatments of lexical ambiguity in general
and/or polysemy in particular, MRDs have proven useful tools for research in polysemy
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1. variable noun
A school is a place where children are educated. You usually refer to this
place as school when you are talking about the time that children spend
there and the activities that they do there.
...a boy who was in my class at school.

2. countable noun [with singular or plural verb]
A school is the pupils or staff at a school.
Deirdre, the whole school’s going to hate you.

3. countable noun
A privately-run place where a particular skill or subject is taught can be
referred to as a school.
...a riding school and equestrian centre near Chepstow.

4. variable noun & countable noun
A university, college, or university department specialising in a
particular type of subject can be referred to as a school.
...a lecturer in the School of Veterinary Medicine.

5. uncountable noun
School is used to refer to university or college. [US]
Moving rapidly through school, he graduated Phi Beta Kappa from the
University of Kentucky at age 18.

6. countable noun [with singular or plural verb]
A particular school of writers, artists, or thinkers is a group of them
whose work, opinions, or theories are similar.
...the Chicago school of economists. [+ of]

7. countable noun [with singular or plural verb]
A school of fish or dolphins is a large group of them moving through
water together.

Figure 6
Interpretations of school in COBUILD.

in corpus linguistics (see, e.g., Stammers 2008) and computational linguistics (e.g.
Kilgarriff 1992). And as we will see, the most widely used organization of sense dis-
tinctions in NLP, the WordNet organization, is based on the ‘flat’ approach of COBUILD.

6.1.2 WordNet. From the 1980s onwards, a number of research projects aimed at devel-
oping new types of lexical resources based on linguistic and psycholinguistic findings
about lexical representation and semantics such as those discussed in previous sec-
tions. Among these, the best-known project is WordNet12 (Miller et al. 1993; Miller
1995; Fellbaum and Miller 1998), a lexical resource whose organization is based on

12 https://wordnet.princeton.edu/.
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1. bass1 noun. Related topics: Music

(a) [countable] a very low male singing voice, or a man with a
voice like this

(b) [singular] the part of a musical work that is written for a
singer with a bass voice

(c) [uncountable] the lower half of the whole range of musical
notes

(d) [countable] a bass guitar The band features Johnson on
bass (=playing the bass guitar).

(e) [countable] a double bass

Examples from the corpus:
The electric bass had a punchy, dynamic range that would become identified
with rhythm & blues.
. . .

2. bass2 adjective (only before noun). Related topics: Music

(a) a bass instrument or voice produces low notes a bass drum

Examples from the corpus:
You need to play the bass notes slightly louder.
. . .

3. bass3 noun (plural bass) [countable]. Related topics: Fish, Food

(a) a fish that can be eaten and lives in both rivers and the sea

Examples from the corpus:
California, which has no native largemouth bass, imported fast-growing,
long-living Florida-strain bass in the 1950s.
. . .

Figure 7
Interpretations of bass in LDOCE.

psychological findings about the structure of the mental lexicon (Miller et al. 1990).
The two key characteristics of WordNet are that it consists of separate databases for
each type of word (nouns, verbs, adjectives, and adverbs) and that these databases
are organized “conceptually” rather than alphabetically (i.e., more like in a thesaurus
than in a traditional dictionary). Another innovation is that WordNet side-stepped the
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issue of how to define the concepts that are used as sense for the lexical items by
identifying a concept with the set of synonyms that express that concept, or synset.
Each synset is taken to represent a lexicalized concept, and different synsets are linked
through semantic relations such as hyponymy, antonymy, and meronymy. The original
English WordNet, now known as “Princeton” WordNet, grew continuously in number
of lexical items and number of synsets until very recently, and versions of WordNet
now exist for more than 200 languages, making the WordNet organization the de facto
standard approach to sense distinctions for WSD, and WordNet the standard lexical
resource at least until the recent development of BabelNet and of context-sensitive word
embeddings (see next sections).

The notion of sense in WordNet is, arguably, the best example of what a sense
enumeration lexicon would be like. It is very fine-grained, and no distinctions are
made between homonyms and polysemes, or between different types of polysemy, as
illustrated in Figure 8, where all senses of bass are considered at the same level, whether
encoding homonymic or polysemous distinctions (Peters and Peters 2000; Mihalcea,
Chklovski, and Kilgarriff 2004; Snow et al. 2007). These characteristics have been exten-
sively discussed since WordNet senses became the gold standard for annotation or word
sense disambiguation (Ide and Véronis 1998; Kilgarriff 2001; Mihalcea, Chklovski, and
Kilgarriff 2004; Navigli 2009). Inter-annotator agreement (IAA) for annotating corpora
with WordNet-derived senses ranges between only 67% and 78% (Fellbaum and Miller
1998; Mihalcea, Chklovski, and Kilgarriff 2004; Snyder and Palmer 2004) “depend-
ing on factors such as degree of polysemy and inter-relatedness of the senses” (Erk,
McCarthy, and Gaylord 2013), which indicates a number of disagreements on sense
classifications even among the expert annotators. Similar IAA levels have been found

1. bass1 (noun): bass (the lowest part of the musical range)

2. bass2 (noun): bass, bass part (the lowest part in polyphonic music)

3. bass3 (noun): bass, basso (an adult male singer with the lowest voice)

4. bass4 (noun): sea bass, bass (the lean flesh of a saltwater fish of the family
Serranidae)

5. bass5 (noun): freshwater bass, bass (any of various North American
freshwater fish with lean flesh (especially of the genus Micropterus))

6. bass6 (noun): bass, bass voice, basso (the lowest adult male singing voice)

7. bass7 (noun): bass, bass voice, basso (the lowest adult male singing voice)

8. bass8 (noun): bass (the member with the lowest range of a family of
musical instruments)

9. bass9 (noun): bass (nontechnical name for any of numerous edible marine
and freshwater spiny-finned fishes)

Figure 8
(Nominal) interpretations of bass in WordNet.
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both when using WordNet senses for the reference SemCor corpus providing the con-
texts used in the lexical resource (Fellbaum and Miller 1998) and creating resources for
shared tasks such as SensEval (Mihalcea, Chklovski, and Kilgarriff 2004; Navigli 2009).
As a result, extensive studies have been carried out to further investigate sense differ-
entiation in WordNet (Passonneau et al. 2012b; Passonneau and Carpenter 2014) and to
automatically cluster related senses into coarser grained senses, effectively creating a
two-level organization between homonymic interpretations and polysemous variation
within these (Snow et al. 2007; Agirre and Lopez de Lacalle 2003). A number of studies
also compared discrete and graded sense assignment for examining word usage in
context (Erk, McCarthy, and Gaylord 2009).

6.1.3 BabelNet. Several WordNet projects are still ongoing, both for English and for other
languages (Bevilacqua et al. 2021; Navigli et al. 2021). In addition, there is a large project
called BabelNet devoted to the creation of a multilingual lexical resource by organizing
the WordNets for several languages (Navigli and Ponzetto 2012; Navigli et al. 2021).
Being built out of existing WordNets, it adopts the basic organization of lexical entries
as WordNet. This means that it follows the same “flat” approach to senses discussed
above, and the same approach to senses based on synsets. The (crucial) difference is that
the synsets are multilingual, including all the words expressing a particular concept in
all languages. These multilingual synsets are created leveraging the second source of in-
formation integrated in BabelNet: Wikipedia. BabelNet treats each Wikipedia page as a
synset whose lexicalizations are the names of the Wikipedia pages in other languages—
for instance, one synset would be {schoolEN, scuolaIT, écoleFR, .. . .}. BabelNet currently
covers 520 languages.

The multilingual nature of BabelNet has enabled research on polysemy across
languages. For instance, Habibi, Hauer, and Kondrak (2021a) developed methods for
classifying the synsets in a BabelNet entry into homonyms or polysemes based on
the One homonym per translation hypothesis: Semantically unrelated senses of a word
do not share any translation. Such methods could be used to create an alternative to
CORELEX (see below) in research on polysemous senses identification. Rabinovich, Xu,
and Stevenson (2020) used BabelNet to investigate polysemy cross-linguistically.

6.1.4 Verbal Lexica: PropBank, VerbNet, and FrameNet. As discussed earlier, polysemy is
particularly common with verbs, so it is not surprising that much corpus based and
computational work on polysemy has been motivated by evidence about polysemy
in verbs (see, e.g., Schulte im Walde 2006; Rumshisky and Batiukova 2008; Peterson
and Palmer 2018). However, many properties of verbal behavior that tightly correlate
with verbal polysemy, such as argument structure, are not captured in WordNet, so
specialized verbal lexica have been developed in NLP to capture these properties. The
best known verbal lexica include the repertoire of verbal entries used for the PropBank
(Palmer, Gildea, and Kingsbury 2005), VerbNet (Schuler 2005), and FrameNet (Baker,
Fillmore, and Lowe 1998). The Proposition Bank,13 or PropBank (Palmer, Gildea, and
Kingsbury 2005) is a project whose original objective was to annotate the Penn Treebank
with semantic roles.14 As a byproduct, a verb lexicon was first defined. VerbNet (Schuler
2005) is a broad coverage verb lexicon designed to be compatible with WordNet, but

13 https://propbank.github.io/.
14 Since then the PropBank annotation scheme has been applied to several other corpora, in particular

ONTONOTES (Hovy et al. 2006).
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incorporating the missing information about the syntactic realization of argument struc-
ture. VerbNet defines verb classes based on an extension to the theory of alternations
developed by Levin (1993); recent work on the PropBank has been concerned with
mapping verb uses in PropBank to these classes. FrameNet (Baker, Fillmore, and Lowe
1998) is a lexical resource based on Fillmore’s theory of Frame Semantics (Fillmore 1985)
which also provides a repertory of verb senses, used in a number of corpora including,
for example, SALSA (Burchardt et al. 2006).

The creation of FrameNet, PropBank, and VerbNet spurred much research on
verbal polysemy (see, e.g., Ellsworth et al. 2004; Rumshisky and Batiukova 2008; Erk,
McCarthy, and Gaylord 2013; Peterson and Palmer 2018). As in the cases of nominal
senses, much research has been concerned with the development of coarser sense dis-
tinctions, corresponding to groupings of polysemous senses, in order to achieve better
inter-annotator agreement. Due to such coarser annotation scheme, annotator agree-
ment often ranges at and over 90%. Erk, McCarthy, and Gaylord (2013), on the other
hand, acknowledge that determining the right level of granularity for the annotation
of a WSD task is an important facet of improving model performance, but argue that
a theoretically more interesting approach is to explore “novel annotation tasks that
allow us to probe the relatedness between dictionary senses in a flexible fashion, and
to explore word meaning in context without presupposing hard boundaries between
usages.”

6.1.5 A Crowdsourced Lexical Resource: RezoJDM. The one substantial computational lexi-
cal resource following a more traditional distinction between homonymy and polysemy
we are aware of is RezoJDM, a lexical dataset for French created using the game-with-
a-purpose Jeux de Mots (Lafourcade 2007; Lafourcade and Le Brun 2020). Like WordNet,
RezoJDM has a semantic network organization, in which nodes representing senses are
related by a number of semantics relations. But unlike WordNet, the senses in WordNet
have a hierarchical organization whereby homonymic sense distinctions are represented
at the first level, and polysemous distinctions at a second layer. For instance, the lexically
ambiguous word frégate, which can refer either to a type of bird or a type of ship,
is associated with two first layer senses, as illustrated in Figure 9. The polysemous
distinction between two related but not identical types of ship both called frégate is
represented at the second level. RezoJDM is quite substantial—the latest version of
the network consists of 2.6 million terms and 180 million relations between them—
but we are not aware of research using RezoJDM to study polysemy or word sense
disambiguation.

• frégate refine frégate>oiseau

• frégate refine frégate>navire

– frégate>navire refine frégate>navire>ancient

– frégate>navire refine frégate>navire>modern

Figure 9
Hierarchical organization of the senses of frégate in RezoJDM.
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6.1.6 Lexica Based on Pustejovsky’s Generative Lexicon Theory. Pustejovsky’s Generative
Lexicon theory (Pustejovsky 1995) was the foundation for a number of projects devoted
to the creation of lexical resources based on the theory.

ACQUILEX was a large European project concerned with the development of a mul-
tilingual Lexical Knowledge Base, or LKB, formally modeling the Generative Lexicon as
a default inheritance network built on top of typed feature structures (Copestake et al.
1994). The ACQUILEX LKB eventually grew to a respectable size (about 15,000 lexical
entries), but, more importantly, the development of this lexicon led to a systematic in-
vestigation of the mechanisms proposed in generative lexicon, including the treatment
of polysemy (Copestake and Briscoe 1995). We are not, however, aware of its availability.

A second resource based on Generative Lexicon theory is CORELEX (Buitelaar 1998),
a (nominal) lexicon in which nouns are associated with their underspecified semantic
type—a type indicating a particular category of systematic polysemy. CORELEX was
derived from WordNet through a multi-step process in which

1. A set of 39 “basic types” are identified, including WordNet’s 11 top types
(e.g., entity, event) + 28 of their subtypes (e.g., artifact, communication);

2. Each synset (sense) of a noun is associated with one of these basic types;

3. A reduced set of basic types is obtained for the word by removing
duplicates (e.g., the seven WordNet senses for book all express two basic
types: artifact and communication);

4. The nouns with the same set of basic types are grouped into classes (1,648
such classes were found in the version of WordNet used by Buitelaar);

5. All classes with only one member are removed as not displaying
systematic polysemy (leaving in this example 529 classes);

6. All classes expressing not systematic polysemy, but homonymy are also
removed;

7. Each of the remaining classes is associated with an underspecified
semantic type created from the basic types using a type constructor such
as •. For instance, book is associated with the underspecified semantic
type artifact •communication.

We are not aware of any large dataset based on the CORELEX sense distinctions, but
it has been used as sense dictionary for smaller datasets used in work on polysemous
sense disambiguation such as Boleda, Padó, and Utt (2012).

6.2 Word Sense Disambiguation with Hand-Identified Senses

Historically, the objective of Word Sense Disambiguation models has been to select that
entry of a provided sense inventory such as the lexica discussed above which best repre-
sents the meaning of a word in a given context sentence (Ide and Véronis 1998; Navigli
2009). The most successful approaches to this type of WSD have been first knowledge-
based—exploiting the structure of the provided reference knowledge resource to derive
classification rules (cf. Lesk 1986; Banerjee and Pedersen 2002; Moro, Raganato, and
Navigli 2014) and then supervised, that is, utilizing sense-annotated corpora such as
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those discussed below for training a model (cf. Zhong and Ng 2010; Iacobacci, Pilehvar,
and Navigli 2016). Much of this research has been based on WordNet senses, without
therefore making a distinction between homonymic and polysemous sense disambigua-
tion, with some exceptions (Boleda, Padó, and Utt 2012; Habibi, Hauer, and Kondrak
2021a). But the creation of the datasets used in WSD inspired much empirical research
on these sense distinctions, also resulting in attempts to identify which of these senses
could be clustered (Erk and McCarthy 2009; Passonneau et al. 2012b). In the following
sections we will also discuss new tasks that have been introduced in recent years to
properly test the more recent approaches to lexical semantics based on the distributional
hypothesis, which do not assume discrete sense distinctions (Apidianaki 2023).

6.2.1 Word Sense Disambiguation Datasets. A number of datasets annotated with word
senses exist, covering a number of languages, the great majority of which annotated
using (some variety of) WordNet senses (Petrolito and Bond 2014; Bevilacqua et al.
2021). However, only a limited number of these are of a size that is sufficient to train
modern NLP models, and these tend to be for English although a few exceptions exist
(Petrolito and Bond 2014).

The best known and largest among these WordNet sense-annotated corpora is
SEMCOR (Miller et al. 1993), consisting of 352 texts from the English Brown corpus
(Kucera and Francis 1967) in which around 200,000 tokens were annotated with Word-
Net senses. SEMCOR is widely used, but has a number of limitations. For one thing,
it only covers about 20% of WordNet synsets. Also, the texts are a bit dated now, so
that many senses of words now common are not used. Another English dataset derived
from the WordNet project is the WordNet Gloss Corpus, extracted from the definitions
or glosses of WordNet’s synsets. WordNets exist for more than 60 languages (Petrolito
and Bond 2014); among these, those of a size suitable for training include datasets
annotated as part of tree banks (corpora annotated at multiple levels) such as ANCORA
and TÜBA/DZ (Petrolito and Bond 2014).

In one of these tree bank projects, ONTONOTES (Hovy et al. 2006), sense annotation
is done with reference to coarser-grained clusters of senses grouping polysemous sense
distinctions together. Special attention to the relatedness of WordNet senses was paid
in another project, the annotation of the MASC Word Sense Corpus (Passonneau et al.
2012a), a corpus providing sense annotations for 1,000 occurrences of 100 words. This
project is of particular relevance for the study of polysemy because Passonneau and
colleagues used multiple annotators so as to be able to carry out statistical analyzes
of the distance between these annotations (Passonneau et al. 2012b; Passonneau and
Carpenter 2014)

Although only a few of these datasets are suitable for training, the situation is much
better for testing, as a number of test sets in multiple languages were annotated in
connection with shared tasks such as SENSEVAL and SEMEVAL (Kilgarriff 2001; Mihalcea,
Chklovski, and Kilgarriff 2004). Being all based on WordNet, these datasets are not
directly usable to study polysemy, but test sets were created, for example, by Boleda,
Padó, and Utt (2012) and Habibi, Hauer, and Kondrak (2021a).

6.2.2 Graded Word Sense Assignment. Questioning the principled applicability of discrete
sense boundaries (e.g., Tuggy 1993; Kilgarriff 1997; Cruse 2000; Hanks 2000; Kilgarriff
2001), Erk, McCarthy, and Gaylord (2009) make a case for graded word sense assign-
ment. With graded annotations, if during annotation a word usage is assigned different
sense interpretations, instead of selecting a single sense label through some form of
aggregation, a graded sense assignment is established based on the distribution of
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annotations. In a pilot, Erk, McCarthy, and Gaylord collected two types of graded
annotations: WSsim (Word Sense Similarity) and Usim (Usage Similarity). In the first
experiment, three participants rated the applicability of different WordNet sense in-
terpretations to a given use of a target word in a context sentence. For each sense,
annotators were asked to select the degree to which that sense applied to the presented
use. Annotations were collected for a total of 11 lemmas presented in a grand total of 430
context sentences, most of which were randomly sampled from the SemCor (Fellbaum
and Miller 1998) and SenseEval-3 (Mihalcea, Chklovski, and Kilgarriff 2004) corpora.

In the second experiment, another three participants rated the similarity between
usages of the same target word displayed in two context sentences. This experiment
covered 34 lemmas selected from the LEXSUB data, including the three lemmas selected
from that corpus in the WSsim experiment. For each target word, 10 context sentences
were sampled from the LEXSUB data, and each possible combination of context sen-
tences was included in a list of sentence pairs (SPAIR) to be annotated. Annotators here
were given the following instructions: “Your task is to rate, for each pair of sentences,
how similar in meaning the two boldfaced words are on a five-point scale.”

Analyzing the resulting annotations, Erk, McCarthy, and Gaylord found that in the
WSsim judgments the extreme labels 1 and 5 were applied significantly more often
than the intermediate values, with label 1 (lowest degree of word sense applicability)
making up the lion’s share of these ratings. In the Usim annotations, the authors found
that annotators used intermediate labels more often than in the WSsim setting. Be-
sides confirming that—when given the option—annotators do use graded ratings when
judging word sense applicability and word use similarity, Erk, McCarthy, and Gaylord
(2013) also found that the collected Usim annotations obey the triangle inequality. In
Euclidean space, the “lengths of two sides of a triangle, taken together, must always
be greater than the length of the third side.” When checking the Usim annotations of
sentence triplets with the same target lemma against this principle, they found that over
99% of comparisons did comply with the triangle inequality, indicating that the space
spanned by USim annotations indeed is metric and allows for meaningful arithmetic
operations.15

6.2.3 Using Multi-Lingual Data for Homonymy Detection. Besides approaches like these
that leverage mono-lingual information to try and determine the similarity between
different sense interpretations, recent studies also investigate the use of multi-lingual
data to tell apart homonyms from polysemes. Based on a well-reported tendency for
distinct senses of a word to translate differently in other languages (see, e.g., Resnik and
Yarowsky 1999), Habibi, Hauer, and Kondrak (2021b), for example, conduct a range of
experiments to test their One Homonym Per Translation hypothesis (Hauer and Kondrak
2020), which states that semantically unrelated senses of a word do not share any
translations.16

In their experiments, senses are considered semantically related if their transla-
tion into Indonesian or Spanish results in the same word—two languages found to pro-
vide good coverage in BabelNet and thought to complement each other. This method
correctly identifies homonyms with an F1-score of 78.6 (accuracy = 77.4) compared to
an 66.7 F1-score baseline, and correctly identifies homonymic vs. polysemous senses

15 The authors also mention that this observation can be a useful filter criterion when collecting Usim
annotations through crowdsourcing, as all annotations violating the triangle principle could be safely
discarded.

16 With the exception of parallel homonymy.
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with an F1-score of 74.7 (accuracy = 68.8) compared to a baseline of 35.9 F1 (accuracy =
44.3).

6.3 Recap

In this section we have seen that most work on lexical resource creation and word sense
disambiguation in NLP is based on a theory of the lexicon that does not distinguish be-
tween homonymic and polysemous sense distinctions: While lexical resources making
such a distinction exist, they are not widely used or have not been used as sense repos-
itories for annotated datasets. We also saw, however, how this flat organization with
a number of possibly very fine distinctions all considered equally important proved
problematic both at resource creation time, resulting in disagreements between anno-
tators such as those analyzed in Passonneau et al. (2012b), and for system evaluation
(Bevilacqua et al. 2021). As a result, much research was carried out on how to use the
data to cluster some of these senses. The view of the lexicon with both fine-grained
distinctions between the senses grouped into clusters and coarse-grained distinctions
between such clusters emerging bottom-up from such research is clearly closely related
to the traditional view in which both polysemous and homonymous sense distinctions
are present. In the next section, we discuss approaches to lexical semantics in which
senses directly emerge from the data, without a manual specification step.

7. Distributional Semantics and Predictive Models

From the beginning of the 1990s, a new approach to sense representation became in-
creasingly dominant in NLP: Distributional semantics. Distributional semantics is based
on the Distributional Hypothesis, the assumption that “similarity in meaning results in
similarity of linguistic distribution” (Harris 1954; Firth 1957; Erk 2012; Clark 2015; Lenci
2018), and aims to approximate word senses by inferring the relationships between
words from large amounts of corpus data. This usually is done by abstracting words
and their contexts to vectors in semantic space and measuring the similarity between
the vectors of given target expressions.

7.1 Static Word Embeddings

In traditional approaches to distributional semantics, each word is assigned a single vec-
tor, resulting in an abstraction over all its contexts of use, and thus theoretically “encom-
passing all the word senses that are attested in the data” (Arora et al. 2018; Boleda 2020).
One way to represent and investigate polysemy under these traditional approaches is
by composition (Baroni, Bernardi, and Zamparelli 2014) and, in its simplest form, vector
addition. Experimental investigations of composition methods for example include
works like Baroni and Zamparelli (2010), Boleda et al. (2013), and Mitchell and Lapata
(2010), where phrase similarity predictions derived from the best composition methods
reach Spearman correlation scores with participant data of around 0.4.

In 2013, Mikolov et al. (2013a,b) presented a new approach to representing words
in vector space using their distributional information: Word Embeddings. Observing
that much of the complexity in traditional Feed-forward Neural Net Language Mod-
els (NNLM) and Recurrent Neural Net Language Models (RNNLM) stems from the
non-linearity in their hidden layers, they proposed two new, log-linear approaches to
processing large amounts of corpus data while deriving word representations: Con-
tinuous Bag-of-Words (CBOW) and Skip-grams. Using a sliding window determining

391



Computational Linguistics Volume 50, Number 1

a target word and a context, with these techniques word embeddings are learned as
input to a classifier predicting the probability of the target co-occurring within a given
(past and future) context (CBOW), or the probability of a target being surrounded
by the selection of context words (Skip-gram), and negative sampling was added to
prevent the model from returning perfect probabilities for all proposed combinations
(which would yield an initially impressive but ultimately meaningless 100% accuracy).
Originally trained on the 6B token Google News corpus with a vocabulary consisting
of the 1M most frequent tokens, their approach called Word2Vec displayed promising
arithmetic features, like a relatively stable relation between the embeddings of country
names and their capitals (e.g., vector(Madrid) - vector(Spain) + vector(France) is closer to
vector(Paris) than to any other word), and the famous observation that vector(King)
- vector(Man) + vector(Woman) results in a vector that is very similar to the vector
representation of the word Queen (Mikolov, Yih, and Zweig 2013).

A year later, Pennington, Socher, and Manning (2014) presented GloVe (Global
Vectors), trained on the “non-zero entries of a global word-word co-occurrence matrix,”
which, according to the authors, provides the “benefit of count data while simultane-
ously capturing the meaningful linear substructures prevalent in recent log-bilinear
prediction-based methods like Word2Vec.”17 Being competitive in embedding quality
and difficult to compare in terms of training efficiency,18 both models have been equal
contenders for a range of NLP applications in academia and industry in the following
years.

7.1.1 Word Sense Embeddings. A principal feature of any static word embedding ap-
proach is that words are represented by a single vector, capturing the context infor-
mation of all observed uses of that word. While some have suggested that this means
that this vector represents all possible meanings and senses a word can elicit, others
argue that this approach merely overloads the words’ representations and makes their
disambiguation impossible. Instead of generating word embeddings, it therefore has
been proposed to build sense embeddings, that is, deriving one vector for each possible
interpretation of a word (for a recent survey see Camacho-Collados and Pilehvar 2018).
Sense-specific representations can be generated by encoding only those contexts that
invoke a given interpretation of the ambiguous target word, based on the assumption
that different uses of a word are reflected by different contexts (see Pedersen and
Bruce [1997] and Schütze [1998] for some of the earliest investigations of this approach,
and McCarthy et al. [2004], Almuhareb and Poesio [2006], Erk and Padó [2010], and
Reisinger and Mooney [2010] for more recent contributions). Notable work in this area
for example includes the exploration of combining local and global contexts to produce
word representations better suitable to distinguishing different readings (Huang et al.
2012), investigations non-parametrically estimating the number of senses per word
type before creating word embeddings for each of these (Neelakantan et al. 2014), and
improving WSD by creating individual embeddings for all senses listed in a sense
inventory like BabelNet (Iacobacci, Pilehvar, and Navigli 2015).

As mentioned in Section 3.1, Kilgarriff (1997) had already voiced two principled
objections to any sense-based approach: the theoretical difficulty in “deciding when
two senses are different enough to warrant a new entry, and how to represent the

17 Also see https://nlp.stanford.edu/projects/glove/.
18 Training efficiency also is a relatively minor factor in this case as both models only need to be run once to

provide their static, pre-trained word embeddings that usually are made available online.
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information that is common to multiple different senses.” Likewise, Hanks (2000) ques-
tions whether different senses actually can be represented as disjoint classes defined by
necessary and sufficient conditions.

7.2 Polysemy in Contextualized Language Models

Static word representation approaches are limited by the fact that they might generally
capture (different) word meanings, but cannot represent a specific use within a given
context at test time. Static word (sense) embeddings therefore are unable to represent
specific speaker meaning or the unique communicative function of a word within a
given context (see, e.g., Brugman 1988; Hopper 1991; Pedersen and Bruce 1997; Schütze
1998; Paradis 2011; Frermann and Lapata 2016; Melamud, Goldberger, and Dagan
2016; Westera and Boleda 2019). To address this issue, for the past few years the NLP
community has been working on a new generation of neural networks to overcome the
limitation of static word embeddings, and presented a range of so-called contextualized
language models. Contextualized language models no longer provide a dictionary of
hand-coded or previously calculated word embeddings, but instead can be used to
derive a representation of a specific word in a specific context based on large-scale pre-
training.

7.2.1 Embeddings from Language Models (ELMo). One of the first (remarkably) successful
approaches to context-specific representations was presented by Peters et al. (2018)
in the form of ELMo, or Embeddings from Language Models. The underlying model
is an unsupervised, bi-directional language model (biLM) pre-trained on next word
prediction. Under the hood, it is made up of a character encoding layer, two LSTM (Long
Short-Term Memory) layers, and a simple feedforward neural network combined with
a softmax function as an output layer. After pre-training, the contextualized embedding
for a target word in a given sentence can be calculated by feeding the sample sentence
to the model (with parameters frozen) and extracting the different layers’ outputs.

For specific downstream tasks, ELMo embeddings can be derived by concatenating
hidden state representations from the forward and backward networks, multiplying the
concatenated vectors with task-specific weights, and summing the result into a single
output vector. Common approaches however also include simply selecting the model’s
top layer outputs (see, e.g., TagLM and CoVe, Peters et al. 2017; McCann et al. 2017)
or the hidden state outputs of one of the inner layers. Peters et al. test their ELMo em-
beddings on a wide range of NLP applications by replacing previously static inputs with
their contextualized encodings. Through this modification alone, they were able to re-
port state-of-the-art results for tasks like question answering on the Stanford Questions
Answering Dataset (SQuAD; Rajpurkar et al. 2016), textual entailment on the Stanford
Natural Language Inference corpus (SNLI; Bowman et al. 2015), semantic role labeling
on the OntoNotes benchmark (Pradhan et al. 2013), and coreference resolution on the
CoNLL 2012 shared task (Pradhan et al. 2012).

Investigating the representation of ambiguous words, Peters et al. found that ELMo
embeddings can be used to predict the sense of a target word using a simple 1-nearest
neighbor approach. Based on the SemCor 3.0 training corpus (Miller et al. 1994),
they calculated the average representation for each of the recorded senses and de-
termined the sense of a target word by determining the most similar of these sense
embeddings. Using representations from the second LSTM layer only, they reported
F1 scores just slightly below the then state-of-the-art approach by Iacobacci, Pilehvar,
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and Navigli (2016) on all-words fine-grained WSD (Raganato, Camacho-Collados, and
Navigli 2017).

7.2.2 BERT and the Dawn of the Transformers. Since their introduction in 2017, Trans-
former models (Vaswani et al. 2017) have become ubiquitous in NLP research and
application, effectively replacing (bi-)LM approaches due to their substantially better
performance on most tasks. Offering a revised model architecture that allows them to
efficiently consume immense amounts of unsupervised training data (see Figure 10 for
a schematic visualization) combined with a previously unthinkable amount of model
parameters, Transformer architectures especially showcase an improved capability of
modeling long-range dependencies relevant for downstream tasks that require a deeper
‘understanding’ of the input text.

One of the most famous Transformer models is BERT, or Bidirectional Encoder
Representations from Transformers (Devlin et al. 2019). Fundamentally, the BERT archi-
tecture is a stack of Transformer encoder modules consisting of multiple so-called self-
attention heads. Each layer of self-attention heads is wrapped with a skip connection,
and followed by layer normalization and a fully connected intermediate layer to com-
bine and weigh outputs, turning them into the next layer’s inputs. In the BASE model,

Figure 10
Schematic diagram of the Transformer architecture. Figure by Yuening Jia:
DOI:10.1088/1742-6596/1314/1/012186, CC BY-SA 3.
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BERT is made up of 12 layers each consisting of 12 self-attention heads, and creates
hidden states of 768 dimensions (for a total of 110 million parameters). BERT Large
contains 24 layers, each with 16 attention heads and hidden state representations of
size 1,024, boasting a total of 340 million parameters.

While technically bi-directional, BERT can in practice be considered non-directional,
as it no longer processes language input sequentially, but instead encodes entire input
sequences simultaneously. In order to allow for this kind of training paradigm, Devlin
et al. presented two novel pre-training strategies to replace the traditional next word
prediction: masked language modeling (MLM) and next sentence prediction (NSP). In
the MLM task (in linguistics literature often referred to as Cloze task [Taylor 1953]),
15% of tokens in an input sequence are replaced with [MASK]. In contrast to traditional
directional language models predicting next or preceding words, the masked tokens
allow the model to simultaneously consider preceding and succeeding contexts with-
out “seeing” the target. The NSP training task is especially relevant for tasks such as
question answering, where the relationship between different sentences is important.

Following an approach previously labeled Universal Language Model Fine-tuning
(or ULM-Fit, see Dai and Le 2015; Howard and Ruder 2018; Radford et al. 2018), once
pre-trained, BERT can be fine-tuned to a specific task relatively inexpensively by feeding
it sample pairs relevant to the task at hand, like for example question-answer pairs
or hypothesis-premise pairs. Fine-tuned on the GLUE (Wang et al. 2018) benchmark
suite, for example, the authors report that “BERT BASE and BERT LARGE outperform
all systems on all tasks by a substantial margin, obtaining 4.5% and 7.0% respective
average accuracy improvement over the prior state of the art.”

7.2.3 GPT, T5, and Other Variants. BERT’s main competitor in the race for meaningful
contextualized word embeddings is the GPT series developed by OpenAI (Radford
et al. 2018, 2019; Brown et al. 2020)—recently making headlines with the releases of
ChatGPT19 and GPT-4 (OpenAI 2023). While also based on a Transformer architecture,
GPT (Generative Pre-trained Transformer) models take a slightly different approach on
processing input text and as a result more closely resemble traditional language models:
Under the hood, GPT-2, for example, is an auto-regressive stack of Transformer decoders
with between 12 and 48 layers. Its auto-regression prevents the model from using the
masked word training objective applied in BERT models, but on the other hand again
allows it to process in- and outputs sequentially, which—contrary to BERT—enables GPT
models to also be used for text generation. GPT-2’s hidden state representations range
from 768 dimensions in GPT-2 Small, to 1,600 dimensions in GPT-2 Extra Large, giving
the latter a total of 1.5 billion parameters—an order of magnitude more than BERT. This
number however already has been put to shame by its successor GPT-3 (Brown et al.
2020), an auto-regressive language model with 175 billion parameters.20

Other notable mentions include Google AI’s T5 (Text-To-Text Transfer Transformer
Raffel et al. 2020), an 11 billion parameter model based on the novel Reformer archi-
tecture (a Transformer model designed to handle context windows of up to 1 million
words, see Kitaev, Kaiser, and Levskaya [2020]); XLNet, a “generalized auto-regressive

19 https://openai.com/blog/chatgpt.
20 And likely GPT-4, for which the parameter count is undisclosed at the time of writing.
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pre-training method that enables learning bi-directional contexts” and therefore “over-
comes the limitations of BERT thanks to its auto-regressive formulation” (Yang et al.
2019); as well as BERT variants like RoBERTa (Robustly Optimized BERT Pre-training
Approach, Zhuang et al. 2021) and ALBERT (A Lite BERT, Lan et al. 2019), and recent
spin-offs like BART (a denoising autoencoder for pretraining sequence-to-sequence
models, Lewis et al. 2020b) and MARGE (a Multilingual Autoencoder that Retrieves
and Generates, Lewis et al. 2020a).

7.2.4 Probing Contextualized Language Models. While contextualized language models
proved to be very successful in a range of downstream NLP tasks, they also provided
the community with a dilemma: Due to their black-box architecture, not much is
known about how these models achieve their remarkable performance levels. This lack
of knowledge both affects model accountability and explainability, as well as “limits
hypothesis-driven improvement of the architecture” (Rogers, Kovaleva, and Rumshisky
2020). The quest for insights into the inner workings of (among others) contextualized
language models therefore spawned a whole new sub-field of NLP research focused on
probing and explaining large neural network models.21 As one of the first such studies,
Ethayarajh (2019) investigated the vector spaces spanned by the word encodings pro-
duced by contextualized language models like ELMo, BERT, and GPT-2. He found that
the word vectors of all of the tested models only occupied a narrow cone within their
respective embedding spaces. Ethayarajh even found that GPT-2’s last layer was “so
extreme that two random words will on average have almost perfect cosine similarity.”

Ethayarajh also found that the similarity between vector representations of the same
word in different contexts decreased in upper layers, suggesting that “upper layers of
contextualized language models produce more context-specific representations.” Simi-
lar observations were made by Lin, Tan, and Frank (2019), who noticed that lower layers
have the most linear word order information. Syntactic information appears to be most
prominent in BERT’s middle layers (Hewitt and Manning 2019), and the upper layers
of BERT indicate the most task specific (Liu et al. 2019) embeddings—with semantic
information spread across the entire model (Tenney, Das, and Pavlick 2019).

One of the conclusions that Ethayarajh drew from his observations is that contextu-
alized language models do not seem to encode a fixed number of sense representations
derived from the corpus data, but instead create idiosyncratic representations for each
word occurrence that combine a range of different information derived from context.

Yenicelik, Schmidt, and Kilcher (2020) support this observation based on a rigorous
quantitative analysis of linear separability and cluster organization in embedding vec-
tors produced by BERT. They found that semantics here does not appear to surface as
isolated clusters, but that sense embeddings form seamless structures that are tightly
coupled with sentiment and syntax. Yenicelik, Schmidt, and Kilcher also found that
polysemous words had a high variance in their mean standard deviation (providing
support for a hypothesis initially put forward by Miller and Charles 1991) but note that
other, non-polysemous words, like stop words, can have equally high variance, and that
variance alone therefore is not a surefire sign of multiplicity of sense.

7.2.5 Contextualized Embeddings for Distributional Semantics. Investigating BERT as a dis-
tributional semantics model (DSM), Mickus et al. (2020) find that while BERT shows a
tendency towards coherence in its contextualized word representation, it does not fully

21 Also see the BlackboxNLP Workshop Series https://blackboxnlp.github.io/.
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live up to the expectations of a semantic vector space. In particular, they find that the
target word position within a context sentence has a noticeable impact on its embedding
and disturbs word sense similarity relationships. Treating BERT as a black-box model,
they deliberately only use the outputs of the last layer of a vanilla, pre-trained BERT
architecture, and analyze the distribution of silhouette scores (Rousseeuw 1987). Poly-
semous targets overall tend to have a lower cohesion score in this representation, and a
lower silhouette score than monosemes—both compatible with what would be expected
of a DSM.

Wilson and Marantz (2022) present a two-staged clustering approach to automati-
cally identify the number of senses and meanings associated with an ambiguous target.
They sampled 1,000 occurrences of each target word, averaged the BERT Base layer en-
codings of the target word within each of these samples, and subsequently reduced the
resulting target word embeddings to just two dimensions with t-SNE (van der Maaten
and Hinton 2008). These two-dimensional target word representations were then used
as an input to a first round of density-based clustering with HDBSCAN (Campello,
Moulavi, and Sander 2013) to identify sense clusters. Sampling exemplar points from
each sense cluster, Wilson and Marantz then applied a second round of clustering to
identify potential superstructures, which they suggest to represent different meanings
of the target word. They found only a weak correlation between the BERT-derived
number of senses and the number of senses reported in WordNet (p = 0.26), but report
that a qualitative analysis of the clustering presented promising results in distinguishing
polysemes from homonyms.

In addition to presenting an analysis of the collected human annotations, the stud-
ies by Nair, Srinivasan, and Meylan (2020), Trott and Bergen (2021), and Haber (2022)
presented in Section 5.2 also include an investigation of how the similarity of contextu-
alized encodings correlates with the similarity judgments assigned to ambiguous items
by the annotators. Nair, Srinivasan, and Meylan for example report a strong correlation
between the cosine distance of BERT sense centroids and aggregated relatedness judg-
ments. Trott and Bergen concluded that both ELMo and BERT could differentiate same-
sense and different-sense uses of an ambiguous word, but their ability to discriminate
between homonymy and polysemy was “marginal at best.”

In Haber’s (2022) study, a Word2Vec-based baseline approach was found to neither
distinguish between homonymic same-sense and cross-sense samples or homonymic
and polysemous items (see Figure 11, left). BERT models on the other hand produced
clearly distinct distributions for same-sense and cross-sense samples of homonymic
items, while for polysemous items the two distributions were largely overlapping
(Figure 11, right). This was also reflected in the strong correlation between BERT Large
sense similarity predictions and the collected human labels, which was 0.687 (Pearson’s
r, p = 1.22E-24) for BERT Large, but only 0.206 (p = 0.008) for the Word2Vec Baseline.22

So, while the representations for different word senses were found to be largely
overlapping, the embeddings for unrelated homonymic readings can be clearly told
apart. This finding not only holds on an aggregated level, but is often replicated on the
word level, where encodings of homonymic uses show significant similarity differences:
Figure 12 contains the full similarity map calculated for magazine, which—in distinction
from the previously shown Figure 5—now also includes the homonymic interpretation
as a type of storage that is not shared by related target newspaper. These plots clearly

22 For comparison, the correlation between the collected explicit sense similarity judgments and
co-predication acceptability judgments was 0.698 (p = 1.09E-25).
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Figure 11
Distributions of embedding similarity scores obtained for same-sense (blue) and cross-sense
(orange) samples with polysemous and homonymic alternations. Word2Vec Baseline on the left
and BERT Large on the right. BERT Large results for summing over the last four hidden states.

Figure 12
Similarity heat map for four different interpretations of magazine, including homonymic
alternation 4-storage type. Senses: 1-physical, 2-information, 3-organization. Color scale adjusted
for BERT.

show the low ratings given to its homonymic cross-sense samples in each of the different
measures, including BERT embeddings. Using Agglomerative Hierarchical Clustering
using Ward Linkage (Ward 1963) to cluster target word embeddings, Haber (2022) then
find that these significant distances mean that homonymic readings can be clearly iden-
tified from their embeddings, while telling apart polysemic senses is not consistently
possible.

7.2.6 Word Sense Disambiguation Revisited. Now having at their disposal a range of
models capable of creating contextualized embeddings, a number of scholars started
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investigating approaches to using contextualized language models and their outputs
to improve WSD performance (see, e.g., Hadiwinoto, Ng, and Gan 2019; Huang et al.
2019; Song et al. 2021).

After observing that ELMo embeddings of target words in similar contexts can form
clusters, and that the representations of words with multiple meanings can split into
different groups, roughly representing theses different interpretations (Schuster et al.
2019), Chang and Chen (2019) for example started exploring whether contextualized
embeddings are sense-informative enough to derive a sense definition given a (target,
context) pair. To this end, they encoded all 79,030 meaning definitions from the Oxford
dictionary, and trained a classifier to link contextualized embeddings to these definition
embeddings. In the seen condition (target word and definitions seen during training),
the retrieval precision using BERT Base embeddings ranged from 75 P@1 to 85 P@10, and
in the unseen, zero-shot condition (target word not seen during training) the retrieval
precision using BERT Large embeddings dropped to 3.5 P@1 and 15.5 P@10.

At around the same time, Wiedemann et al. (2019) introduced a simple but effec-
tive approach to WSD using a nearest neighbor classification of contextualized embed-
dings. Applying k-Nearest Neighbors (kNN) clustering with k set to 1, the authors
simply classified test set targets based on the nearest train set embedding. While this
appeared to work remarkably well for BERT embeddings of train and test samples of
the SensEval-2 (Kilgarriff 2001) and SensEval-3 (Mihalcea, Chklovski, and Kilgarriff
2004) WSD tasks, outperforming the last submissions to these tasks, classification per-
formance dropped notably when this approach was applied to the all-word tasks of
SemEval2007 Task 7 (Navigli, Litkowski, and Hargraves 2007) and 17 (Pradhan et al.
2007), which both are only composed of test data. Wiedemann et al. (2019) therefore
conclude that the nearest neighbor approach suffers specifically from data sparseness
and appears to require reference embeddings of practically each sense to work well.

Using a similar approach, Pasini, Scozzafava, and Scarlini (2020) utilize k Means
to cluster BERT’s contextualized embeddings, but use the number of senses registered
in BabelNet (Navigli and Ponzetto 2012) as parameter k for the clustering. While this
limits the clustering to detecting only previously recorded interpretations and there-
fore discretizes the problem, it allows the authors to use the BabelNet definitions to
automatically disambiguate the resulting clusters. Comparing with a human-annotated
gold standard developed by Bennett et al. (2016), their CluBERT approach out-performs
the then state-of-the art model based on the Jensen-Shannon Divergence between the
predicted distribution of word use definitions and the gold standard. In a very similar
vein, Levine et al. (2020) present SenseBERT, noting that they “focus on a coarse-grained
variant of a word’s sense, referred to as its WordNet supersense, in order to mitigate [. . . ]
brittleness of fine-grained word-sense systems caused by arbitrary sense granularity,
blurriness, and general subjectiveness (Kilgarriff 1997; Schneider 2014).” This approach
however limits them to identifying 45 different supersense categories, 26 of which for
nouns, 15 for verbs, 3 for adjectives, and 1 for adverbs. Instead of clustering, Levine
et al. opt for a self-supervised model to predict soft-label category assignments. This
approach out-performed a vanilla BERT baseline on a supersense-based variant of the
SemEval WSD test sets (standardized by Raganato, Camacho-Collados, and Navigli
2017) and on the WiC task (Pilehvar and Camacho-Collados 2019), but a qualitative
analysis of some of the classifications revealed that the model still made consistent
categorical mistakes.

Taking a different approach, Amrami and Goldberg (2019) experimented with us-
ing target substitutions in order to boost the representation of a given sense interpre-
tation. They however had to concede that their approach did not significantly improve
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performance on the word sense induction (WSI) task of SemEval 2013—as neither did
their attempt at clustering samples with a dynamic cluster count as opposed to the fixed
number in their previous work (Amrami and Goldberg 2018).

Blevins and Zettlemoyer (2020) finally highlight the effect of under-representation
in the pre-training of large contextualized language models like BERT, specifically on
their ability to perform word sense disambiguation on words that are either rare or
completely unseen during training. They present an end-to-end trained bi-encoder built
on top of BERT, designed to improve the performance on rare and zero-shot sentences
by jointly learning contextualized word embeddings and a gloss encoder from the WSD
objective alone. Applied on the English all-words WSD task introduced in Raganato,
Camacho-Collados, and Navigli (2017), this model led to an overall absolute improve-
ment of 15.6 F1 over the next-best previous system, with an 31% error reduction on less
frequent senses making up for the vast majority of the improvement gain. With vanilla
BERT models reaching over 94 F1 on samples labeled with the most frequent sense,
Blevins and Zettlemoyer however also question the usefulness of the benchmark and
stress the need for better resources to investigate performance on less frequent senses.

To us, this observation again underlines the importance of distinguishing between
the purposes of WSD as an applied NLP task and investigating polysemy as a (psycho-)
linguistics phenomenon: Although one could argue that the fine-grained senses re-
corded for example in WordNet can best be seen as polysemous sense extensions rather
than homonymic meaning alternations, the fundamental issue with a framework like
WordNet from a linguistics perspective is that it cannot account for a measure of dis-
tance between senses. According to growing evidence, a homonymic reading of “bank”
as a landscape feature should for example be considered to be further removed from
polysemous sense extensions such as “building” or “institution” related to the financial
reading. This distinguishes homonymic from polysemous readings—and some polyse-
mous sense extensions from each other—while other polysemous senses could be con-
sidered identical from a processing perspective. So while WSD is focusing on assigning
the “right” sense to a given occurrence of an ambiguous item, to better understand the
complexity of polysemy, linguistics research is more occupied with assessing whether
an interpretation can be left under-specified, how closely related two senses are, and,
as a result, how costly assuming an alternative reading will be with respect to the
processing cost involved in correcting it.

7.2.7 Semantic Change Revisited. Investigating contextualized language models as a
tool to analyze lexical semantic change, Giulianelli, Del Tredici, and Fernández (2020)
showed that predicted similarity shifts correlate well with human judgments. Noting
the limitations of a single word representation (Hopper 1991; Lau et al. 2012; Frermann
and Lapata 2016; Hu, Li, and Liang 2019) and those of fixed word sense representations
(Brugman 1988; Kilgarriff 1997; Paradis 2011) in capturing “word meaning, which is
continuous in nature and modulated by context to convey ad-hoc interpretations,”
they suggest the use of contextualized representations to utilize case-by-case context
information for a more fine-grained, seamless representation of ad-hoc sense.

As a first step of evaluation, Giulianelli, Del Tredici, and Fernández compare the
similarity between BERT’s embeddings with human judgments of word sense similarity.
Annotators were shown pairs of target word usages within their original context, and
asked to rate their similarity using a 4-point scale, ranging from unrelated to identical
(also see Brown 2008; Schlechtweg, Schulte im Walde, and Eckmann 2018). Judgments
from five annotators were then averaged to form a usage pair’s similarity score and
compared to the cosine similarities between the target’s BERT embeddings. For 10 out of
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the 16 tested targets, the authors determined a significant, positive correlation between
human similarity scores and BERT representation similarity.

Encouraged by these results, Giulianelli, Del Tredici, and Fernández then used
an unsupervised clustering of BERT embeddings23 to create a usage type partitioning
of contextualized representations. A qualitative analysis of the partitionings revealed
that “usage types can discriminate between underlying senses of polysemous (and
homonymous) words, between literal and figurative usages, and between usages that
fulfil different syntactic roles.”

7.3 Recap

Through their corpus-based approach to “learning” language, distributional models
inherently capture our use of ambiguous expressions, and static word and sense em-
beddings provided a new way of representing the meaning of a word. Contextualized
language models then resulted in a fundamental reshaping of the field with their ability
to encode a word within its context—allowing for built-in word sense disambiguation.
These models have not only led to significant improvements in a wide range of NLP
tasks, but they also present an interesting research tool for the linguistics community: If
contextualized language models re-produce the way we process and represent polyse-
mous words, much could be learned from investigating their encoding of specific types
and patterns of polysemous alternations. A first collection of studies has been focused
on researching the correlation between large language models like BERT and the human
language processor, but many open questions remain—and contextualized language
models themselves are still being actively developed, with frequent improvements to
their pre-training methods, word representation capabilities, or fine-tuning opportuni-
ties. We therefore expect that the next few years will yield a variety of new insights on
the processing of ambiguous expressions gained from investigating their computational
representations.

8. Conclusions

Lexical ambiguity has been extensively studied in lexicography, linguistics, psychology,
cognitive neuroscience, and computational linguistics for a number of decades now, and
the literature on the topic is vast. But particularly when investigating issues such as the
distinction between homonymy and polysemy, surveying the debate and summarizing
findings across disciplines is difficult: Each discipline approaches these phenomena
with a different focus and has developed its own terminology to discuss them. The
abundance of empirical evidence emerging in recent years however requires exactly a
survey bringing different areas together to allow for a more efficient, multi-disciplinary
approach to future research. In this survey, we have attempted to provide such a cross-
disciplinary perspective of the current thinking and evidence on the multi-faceted phe-
nomenon of polysemy. We concentrated in particular on a number of recent approaches
to explaining the mental representation of polysemes, which were driven by large-scale
empirical data and insights generated from the application of novel contextual language
models.

23 In this case k Means with k maximizing the silhouette score (Rousseeuw 1987).
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8.1 Recap

By providing a thorough introduction to the terminology and subtypes of ambiguity
in Section 2, we hope to give researchers a common language in discussing a com-
plex issue, making a principled distinction between word meanings and word senses,
highlighting concepts such as regular polysemy, metonymic and metaphoric polysemy,
under-specification and vagueness, and indicating how each of these contribute to the
complexity of the phenomenon and the difficulty in providing clear-cut results.

In Section 3, we surveyed the linguistic perspective on polysemy. We sketched the
development of two major (families of) approaches, namely, sense enumeration and
one representation models, and provided a detailed investigation of the experiments
conducted to test them in Section 4. The growing new evidence from these experiments
proved to be inconsistent with either of the two main families of approaches, result-
ing in a range of recent hybrid approaches to explaining the mental representation
of polysemes. These approaches hypothesize that some polysemous sense extensions
allow for co-activation and cost-free sense shifting, while others should be clearly dis-
tinguished. These theories erode the traditional strict dichotomy between polysemy and
homonymy, and introduce notions such as polysemous sense similarity or a gradedness
in the interpretation of polysemous sense to explain the diverse set of observations
made on the processing of polysemes. These new behavioral insights and ideology-
defying hybrid models also more and more suggest polysemy to occupy a continuous
scale between identity of sense and multiplicity of meaning.

Computational linguistics has been preoccupied with how lexical ambiguity affects
natural language processing, information retrieval, and automatic summarization and
translation at least since Weaver (1949). We surveyed seminal efforts in the creation
of computational resources such as WordNet, ACQUILEX, and BABELNET and their
use in applied word sense disambiguation and theoretical research, before moving to
approaches based on the distributional hypothesis in Section 7. These models try to
infer word meaning or word senses from the use of a given target word in corpus
data, usually by generating a vector representation to locate them and investigate the
relation between them within a semantic space. In recent years, this field has been
dominated by a new generation of contextualized language models capable of encoding
a given word within its context. We pointed out that besides resulting in much improved
performance for NLP applications, these models provide an interesting new tool for the
investigation of polysemy, as they might be used as a proxy for the human processing of
ambiguous expressions. Both the research on contextualized language models and their
correlation with the human language processor however are still relatively young and
are progressing quickly, making their investigation an ongoing hot topic without much
consolidated insight as of yet.

8.2 Some Key Take-Home Lessons

Comparing the different disciplines’ approaches to polysemy, we hope to have con-
veyed the difference between the traditional view of lexical interpretation adopted in
theoretical linguistics and (much of) psychology, where the representation of polyse-
mous sense is oftentimes assumed to be under-specified and homonymic meanings
are clearly separate entries; and the WordNet-inspired view most commonly found in
computational linguistics, where all word meanings and senses are represented equally,
at the same level of hierarchy, as in the sense enumeration view of the mental lexicon.
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We also discussed, however, proposals challenging these dominant views in each of
these communities, and pinpointed potential for cross-disciplinary investigations.

In Section 7.2 we discussed a recent series of large-scale, crowd-sourced experi-
ments focused on collecting annotations of (graded) polysemous sense driven by the
potential of using this data in combination with contextualized language models to
tap a wholly new resource in investigating. These studies—including our own work—
have indicated that contextualized language models like BERT manage to replicate to a
certain degree the complex patterns found in human annotations of word sense simi-
larity. When moving away in this way from anecdotal evidence and seminal examples,
the diverse facets of polysemous sense extension become much more apparent: Even
narrowly defined, regular metonymic polysemy presents an indeterminate number of
different alternation types—ranging from clearly defined sense alternations to context
coercion bordering on vagueness. The similarity patterns of a certain alternation can
range from identical across multiple targets to completely idiosyncratic for others.
Predication order, prototypicality, and frequency effects become visible.

Distilling the observations, experiments, insights, and hypotheses generated across
the different disciplines surveyed here, we suggest that most evidence is pointing at
a mental representation of polysemous senses that combines the capacity for under-
specification with enough structure to allow for possibly the accommodation of simi-
larity clusters, sense hierarchies, or other forms of co-activation patterns to address the
wide range of different behaviors observed through the past few decades of research.
These approaches combine the necessity to clearly tell apart some polysemous senses
with the ability to leverage under-specification advantages for others.

8.3 The Future

In recent years, the processing of lexically ambiguous expressions has become a focus
topic again. Semantic Change Detection, a nascent strand of research powered by the
capacity of contextualized language models to track sense similarity through historical
corpora, has started to provide a new way of explaining sense similarity through the
means of exploring semantic shifts, breathing a new life into decade-old theories. Brain
data on language processing becomes clearer and easier to obtain, allowing for more
direct insights than behavioral studies. Crowdsourcing provides an inexpensive tool
to collect hundreds or even thousands of layperson judgments for building empirical
corpora dedicated to complex phenomena, and possibly training contextualized lan-
guage models to detect new representatives for—or even new types of—polysemous
alternations beyond those in the focus of current research. And compared to the legacy
of the research surveyed in this paper, contextualized language models themselves—
while seemingly omnipresent at the moment—have only been around for the blink of
an eye. It is difficult to assess the potential where their development will take us—or
whether a completely new approach might be just around the corner again.

We hope that the inter-disciplinary literature, experiments, and insights collected in
this survey will help to identify next steps in the investigation of polysemy and provide
a solid starting point for future work on this intriguing and multi-faceted phenomenon.
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Matej Ulčar, Senja Pollak, Nikola Ljubešić,
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