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While conducting a coordinated set of repeat runs of human evaluation experiments in NLP, we
discovered flaws in every single experiment we selected for inclusion via a systematic process.
In this squib, we describe the types of flaws we discovered, which include coding errors (e.g.,
loading the wrong system outputs to evaluate), failure to follow standard scientific practice
(e.g., ad hoc exclusion of participants and responses), and mistakes in reported numerical results
(e.g., reported numbers not matching experimental data). If these problems are widespread, it
would have worrying implications for the rigor of NLP evaluation experiments as currently
conducted. We discuss what researchers can do to reduce the occurrence of such flaws, including
pre-registration, better code development practices, increased testing and piloting, and post-
publication addressing of errors.

1. Introduction

Natural language processing (NLP) as a field places great emphasis on human eval-
uation experiments. In order to be meaningful, experiments must be both designed
well and carried out well. Experimental design issues such as the choice of evaluation
metric (e.g., Kocmi et al. 2021) and human evaluation method (e.g., Freitag et al. 2021)
are often discussed in the NLP literature, as is, more recently, the question of how
these impact the reproducibility of results (e.g., Belz et al. 2021; Gundersen et al. 2023).
However, there has been little previous discussion of flaws in the running, or execution,
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of experiments, where an experiment is flawed not because the fundamental design is
wrong, but because it is poorly implemented or carried out. Part of the reason for this is
that reported results are normally taken at face value and the details of how they were
produced (such as code used for preparing and processing experimental data) are rarely
scrutinized, even if they are made available.

As part of the ReproHum Project1 on the reproducibility of human evaluations in
NLP, we are currently coordinating the efforts of 20 partner NLP labs in a multi-lab
multi-test (MLMT) study of the repeatability and reproducibility of human evaluation
results reported in NLP venues. For Phase 1 of the study, we selected original evaluation
experiments from recent papers published in ACL conference proceedings and in the
Transactions of the ACL (TACL) journal, following a systematic search and selection
procedure, as described in detail in Belz et al. (2023). Given that the experiments were
selected systematically, the flaws we report here are not from a cherry-picked set of
papers, which makes it all the more surprising that we found some form of flaw in every
single experiment, ranging from coding errors to reporting errors. Other reproduction
studies have also found similar flaws in individual experiments (see Section 2).

In this squib, we report a representative sample of flaws of the different types we
discovered in the ReproHum MLMT study papers, alongside examinations of how they
occurred and how they might have been avoided (Section 3). We conclude with a set of
recommendations for how to reduce the occurrence of such flaws (Section 4).

Terminology. We use the terms rerunning, repeating, repeatability, and reproducibility
in accordance with the International Vocabulary of Metrology (VIM) with the follow-
ing meanings (following Belz 2022). Rerunning, or repeating, an experiment means
running a given experiment again in exactly the same way except for clearly stated
differences that occurred not by design, but due to unavoidable circumstances, such as
the same evaluators not being available, a computational tool no longer being accessible,
and so forth. Repeatability and reproducibility are properties of measurements, in the
present context evaluations that produce numerical values. Measurement repeatability
(or repeatability, for short) is measurement precision under a set of repeatability condi-
tions of measurement, that is, in our case when an evaluation is rerun (2.21 in VIM).
Measurement reproducibility (reproducibility for short) is measurement precision
under reproducibility conditions of measurement (2.25 in VIM). Such conditions typ-
ically include differences between original and reproduction experiments introduced
by design.

Note on Anonymity. In this squib, we deliberately do not identify the papers in which
we found flaws. One important reason is that such flaws perhaps occur in every re-
searcher’s work at some point, and naming a small number of individual authors may
give the opposite impression. There is a lack of evidence to suggest that NLP experimen-
tal results in NLP experiments are reliable, with the evidence presented here showing
that in the papers where we thoroughly checked for flaws (by repeating experiments),
we found flaws in all papers. We checked with the authors and 3 were happy to be
cited, 2 were not, and 1 was indifferent. Therefore, we decided not to cite any authors
lest individual authors be identified by exclusion. Also, as described in Belz et al. (2023),
only 13% of the authors we contacted were willing and able to give us the information
we needed to repeat their experiments. It is unreasonable to assume that experiments

1 https://reprohum.github.io/.
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where the resources have not been made available have fewer flaws than those where
the resources are available. We are grateful to these authors for their help and support,
could not have done this research without their help, and are concerned that criticizing
their research by name is unfair and may make authors even less willing to collaborate
with future repetition or reproduction of experiments.

2. Related Work

Flaws in the running of experiments occur throughout science. Prominent examples
of such flaws include the apparent detection of faster-than-light neutrinos,2 which
was due to a wrongly attached cable and misbehaving clock oscillator; and a flawed
economic analysis (which encouraged austerity policies) caused by several rows of data
being ignored during analysis.3 In a medical context, Ioannidis (2005) and Pfeiffer and
Hoffmann (2009) argue that reliability of findings published in the scientific literature
decreases with the popularity of a research field, in part because competition leads to
corner-cutting and even cheating, and in part because if many people do the same type
of experiment, this increases the chances (from a statistical perspective) of getting an
experiment with misleading results. Carlisle (2021) identified flaws in 44% of medical
trials submitted to the Journal Anaesthesia between February 2017 to March 2020, where
individual patient data was made available; this is compared to 2% when it was not. In
other words, the more data they had within which to look for flaws, the more flaws they
found. Oransky (2022) believes that 2% of scientific papers should be retracted (i.e., they
are so flawed that they need to be withdrawn rather than revised).

In NLP, we are not aware of previous work specifically on flaws in running exper-
iments. However, reproduction studies regularly find software bugs in NLP systems
(Arvan, Pina, and Parde 2022b; Papi et al. 2023), which is worrying; see also Raff and
Farris (2023). Flaws are occasionally reported in errata to published papers such as
Warstadt et al. (2021), but published errata are unusual in the NLP literature. Indeed,
Warstadt et al. (2021) is the only errata for a flaw in running the experiment (in this case
a reporting error) which appeared in TACL from 2013 to 2022.4

Much more has been published on experimental design issues (Howcroft et al.
2020; Shimorina and Belz 2022; Gehrmann, Clark, and Sellam 2023). Sometimes the
distinction between design and execution is fuzzy. If there is no pre-registration, then it
can be difficult to determine what a researcher intended to do (by design), and therefore
whether what they actually did when conducting the experiment differed from the
design therefore resulting in an (unintentional) flaw.5

3. Flaws Encountered

In this section we describe the types of flaws we found in the six experiments we
selected for Phase 1 of the ReproHum MLMT study following a systematic search and
selection process (Belz et al. 2023). All experiments were from recent (2018–2022) papers

2 https://en.wikipedia.org/wiki/Faster-than-light_neutrino_anomaly.
3 https://www.bbc.co.uk/news/magazine-22223190.
4 Personal communication from Cindy Robinson, TACL editorial assistant. Incidentally, the ACL Anthology

just includes the uncorrected version of the paper, with no erratum or updated version.
5 As an example, we saw an experiment where items were not shuffled among participants (despite this

being good practice), and there being evidence in the resources shared with us that a shuffle was at least
considered.

797

https://en.wikipedia.org/wiki/Faster-than-light_neutrino_anomaly
https://www.bbc.co.uk/news/magazine-22223190


Computational Linguistics Volume 50, Number 2

Table 1
Number of flaws of each type per anonymized experiment. Paper F was not selected for Phase 1,
but is included as it makes for a good example (see MAD exclusion in Section 3.3).

Paper Experiment ReproHum Phase 1 Flaw Type(s)

A 1 Yes Response collection flaw, Inappropriate exclusion
B 2 Yes Reporting flaw
C 3 Yes Coding error
D 4 Yes Reporting errors (3), Ethical flaw
E 5 Yes Inappropriate exclusion
E 6 Yes Coding errors (2), Inappropriate exclusion
F 7 No Inappropriate exclusion

Game A text: The L.A. Lakers defeated the Miami Heat 109 - 106 on Friday .
Anthony Davis recorded 19 points and 23 rebounds .
Game B text: The Utah Jazz defeated the Orlando Magic 123 - 113 on Monday .

Figure 1
Example texts (partial basketball summaries) used to illustrate flaws in running experiments.

in ACL conference proceedings or the TACL journal. Table 1 shows which types of flaws
were seen in these experiments, as well as in an additional experiment (F) that we
include here because it serves as a useful example for data point exclusion in Section 3.3.

In keeping with our principle of anonymity (Section 1), most examples presented
are situated in the domain of evaluating textual summaries of basketball games, more
specifically in the partial summaries shown in Figure 1.

3.1 Errors in Code

We know that researchers make coding mistakes in other contexts (Arvan, Pina, and
Parde 2022b), and software engineering tells us to expect around 1–2 defects per 100
lines of code in software that has not gone through a rigorous quality assurance process
(McConnell 2004). Very few research systems go through any kind of code review, let
alone commercial-grade software testing and quality assurance, so it seems possible
that many experiments may suffer from coding errors.

Figure 2 shows a coding error (in anonymized and simplified form) that was found
in one of the experiments we have already repeated. Essentially, the code builds a
Python nested dictionary from a CSV file where each line represents a factual error
found in a text by a human annotator, including token position data (example shown in
Table 2). The bug is that the code builds a two-level nested dictionary (game, sentence),
with the effect that if a sentence contains more than one error, only the type of the last
error is recorded in the dictionary. This results in incorrect findings when the dictionary
is used to count errors and otherwise analyze the data. The code should instead (other
coding options exist) build a three-level dictionary, with the third level capable of
recording multiple error types (e.g., via a unique identifier for each error in a sentence).

We also found a coding error in a command line script in the GitHub repository for
a paper, which the authors informed us was not present when the actual experiment
was run, but was introduced when they documented their code after their experiment.
Errors in command-line arguments should be considered coding errors because they
can (and should) be recorded in shell scripts for experimental repeatability.
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from csv import DictReader
from collections import defaultdict
error_dict = defaultdict(dict)
# ***Incorrect code. Should be
# error_dict = defaultdict(lambda: defaultdict(dict))
with open("basketball.csv‘‘, ’’r", encoding="utf-8") as fh:

for r in DictReader(fh):
error_dict[r[‘‘game’’]][r[‘‘sent’’]] = r[‘‘type’’]
# ***Incorrect code. Should be
# error_dict[r[‘‘game’’]][r[‘‘sent’’]][r[‘‘tok_start’’]] = r[‘‘type’’]

Figure 2
Buggy code for recording error annotations. This code goes through the data in Table 2, building
a 2-level dictionary (game, sentence) from the annotation data. This is used for further analysis,
including counting errors. However, this fails when a sentence contains more than one error; in
such cases only the last error is recorded. The code should use a 3-level dictionary (game,
sentence, tok start). Corrected lines are included as code comments.

Table 2
Table showing error annotations produced by a human annotator on the texts in Figure 1; each
annotation shows a factual error in the text as per Thomson, Reiter, and Sundararajan (2023).
This file is stored as "basketball.csv".

game sent tok start tok end error text correction type

A 1 10 10 106 98 NUMBER
A 1 12 12 Friday Thursday NAME
A 2 20 20 23 21 NUMBER
B 1 6 7 Orlando Magic Boston Celtics NAME

An anonymized version of the flaw is shown in Figure 3. Essentially, this experi-
ment asks Amazon Mechanical Turk workers to compare the outputs of four different
NLG systems (baseline, sys1, sys2, sys3) as well as human-written gold texts. The
outputs of all of these systems are computed and stored in corresponding txt files, and
prepareMTurkFiles.py is then used to create a Mechanical Turk experiment from these
files. Because of the mistake in line 6 (-sys3 data/sys2.txt), this script produces an
experiment where Turkers are shown outputs from sys2 twice, and are never shown
outputs from sys3.

python prepareMTurkFiles.py \
-gold data/gold.txt \
-baseline data/baseline.txt \
-sys1 data/sys1.txt \
-sys2 data/sys2.txt \
-sys3 data/sys2.txt \ #Incorrect code; sys2.txt should be sys3.txt
-output_file outputs/mturk.csv

Figure 3
Item combinations created for an experiment by a flawed script. -sys3 data/sys2.txt should
be -sys3 data/sys3.txt.
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Game Fluency (0–2) Coherence (0–2) Informativeness
(0–2)

A 2,2 2,2 1,2
B 2 2 1

Figure 4
Bad interface design: The participant is asked to determine the number of sentences in Figure 1
and then input a comma-separated list of integer scores for Fluency, Coherence, and
Informativeness of each sentence in the text. The first number in the list is supposed to be for the
first sentence, the second number is supposed to be for the second sentence, etc.

3.2 Flaws in Response Collection

Responses collected from evaluators can end up flawed if the user interface (UI) is
confusing, or makes it hard to enter ratings correctly. Figure 4 shows an anonymized
version of a rating interface from one of our experiments. The participant is asked to
rate texts in terms of Fluency, Coherence, and Informativeness by entering sentence-
level judgments as a comma-separated list, in one cell per quality criterion and text. For
example, if the text has two sentences, the participant is expected to enter a comma-
separated list with two values for each quality criterion. This is an error-prone way to
enter responses; it would be safer to enter scores separately for each sentence (e.g., from
a pull-down menu).

This flaw was detected when participants were observed entering incorrect ratings
via the UI, for example, recording only two scores when there were three sentences. If
individuals struggle to use the experimental UI and/or rating instrument, then collected
responses are likely to contain errors such as misaligned or missing evaluation scores.
It certainly makes the evaluator’s task cognitively harder as they need to keep track
of sentence numbers and orders as well as rating them. A flawed UI is a design error
more than an execution flaw, but we include this error type, because it can lead to errors
during execution when evaluators struggle to use the UI.

3.3 Inappropriate Exclusion of Evaluators and/or Data Points

Researchers do sometimes need to exclude evaluators if they have not taken the exper-
imental task seriously, for example, by randomly clicking on ratings instead of actually
making judgments, or if they make too many data entry mistakes. However, exclusion
policies need to be established before the experiment is run and should follow best-
practice methods such as using predefined attention checks, or using the IQR6 rule to
identify outliers. Otherwise, there is a danger that data and results may be biased.

Table 3 shows an anonymized example of an inappropriate exclusion process. Here,
the researchers collected Fluency judgments from four annotators for each item, and
dropped as outliers all data points exceeding one median absolute deviation (MAD).
This is an inappropriate outlier policy that excludes far too many points. Standard
practice for MAD-based exclusion is to treat as outliers points that are >3*MAD from
the median (Leys et al. 2013); in the present example, no data points would be excluded
from Table 3 using this rule. Indeed, arguably it does not make sense to try to identify

6 https://en.wikipedia.org/wiki/Interquartile_range#Outliers.

800

https://en.wikipedia.org/wiki/Interquartile_range#Outliers


Thomson et al. Common Flaws in Running Human Evaluations in NLP

Table 3
Per-sentence annotations [0–2] for fluency for sentences in Figure 1 by four annotators (a1, a2, a3,
and a4). Intra-item (sentence) judgments are treated as outliers and excluded (struck through in
table) if they are more than one (1) median average deviation (MAD) from the median. This
exclusion leads to far higher inter-annotator agreement as measured by Krippendorff’s alpha.

game sent a1 a2 a3 a4 median median avg dev 1-MAD range 3-MAD range
A 1 2 2 0 1 1.5 0.75 0.75 to 2.25 −0.75 to 3.75

A 2 2 2 0 0 1 1.000 0 to 2 −2 to 4

B 1 1 1 2 0 1 0.5 0.5 to 1.5 −0.5 to 2.5

outliers at all in a set of four numbers. In the present example, >1*MAD outlier exclu-
sion resulted in much higher inter-annotator agreement than would have been the case
if >3*MAD had been used. We detected this error when trying to recreate the figures in
the paper from the raw annotation data; when our results did not match those reported
in the paper, we investigated and discovered the above outlier issue.

Other non-standard practices in the exclusion of participants found in Repro-
Hum papers included ad-hoc attention checks where participants were excluded if
researchers thought their answers were too far from expected values, with no clear
procedure recorded to explain which answers should trigger exclusion. In another case,
only the annotations by the participant who was considered the most experienced in
the researchers’ opinion were retained in their entirety when computing final results.

3.4 Reporting Flaws

Another type of flaw we found was incorrect reporting of results in publications, where
numbers reported in the paper do not match the numbers present in, or derivable from,
the experimental data and other resources. For example, one paper stated that 50 input
items were selected from the dataset for each of two modes when it was actually 50 total
input items (25 per mode). In another paper, the performance of a system (a percentage)
differed between the text and a figure. In a third case, the authors themselves found the
reporting flaw prompted by us contacting them about repeating their experiment.

3.5 Ethical Flaws

Some flaws relate to research ethics instead of the validity of experimental results, for
example, when non-anonymized data is made publicly available. This was the case in
one paper where the worker IDs for Amazon Mechanical Turk workers were included.
These 14-character unique worker identifiers are not anonymous (Lease et al. 2013) and
should always be anonymized before data is published. Indeed, if a project has been
approved by a research ethics board, then failure to anonymize WorkerID may violate
the conditions of such approval.

4. Reducing the Likelihood of Flaws When Running Experiments

With hindsight, it is straightforward to see fixes for the flaws discussed in Section 3.
However, it is more challenging to get everything right ahead of time, and there are
unfortunately no “magic bullets” that can prevent all possible flaws in future NLP
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experiments. Below we list some recommendations for what can be done at different
points in the development and running of a human evaluation experiment to prevent
some common flaws including those described in Section 3.

i. Check Evaluation Items. When preparing evaluation items (system outputs, usually),
simple tests can be written to confirm items exhibit the desired properties. In relative
evaluations, for example, such tests could ensure that outputs being compared are
distinct; this would have caught the code flaw discussed at the end of Section 3.1.

ii. Use Code Development Best Practices. Most researchers are not professional soft-
ware developers, but we still need to use good software engineering practices. While
academic coders cannot normally spend as much time testing and debugging code as
their commercial counterparts, basic good coding practices need not take a huge amount
of time. At a minimum, every piece of code should be seen by another researcher either
reviewing the code or writing a second version of it to compare results. Mineault and
Community (2021) provide a good resource aimed at researchers.

iii. Use Safe UIs for Response Collection. Participants should not be able to introduce
errors in their responses. User testing (e.g., during a pilot) can identify ways in which
participants might accidentally enter invalid responses as seen in Section 3.2. Auto-
mated form validation can also be used. However, it is safest to use mechanisms such
as menus of rating options that ensure that all responses entered are valid.

iv. Run a Pilot. A pilot version of the experiment should always be run first, and results
from it checked by both manual and automatic methods (Arvan, Pina, and Parde 2022a).
A pilot almost inevitably results in improvements in the experiment and can reveal
different types of flaws, such as the code flaws described in Section 3.1.

v. Use Pre-registration and Avoid Ad-hoc Changes. Ad-hoc decisions made as issues
arise during experiment development and execution are likely to lead to experimental
flaws; these could be avoided if the experimental process is recorded in advance, for
example with a pre-registration (van Miltenburg, van der Lee, and Krahmer 2021), and
then followed exactly by researchers. The very process of sitting down and document-
ing these steps, ideally with a discussion between authors, should help identify possible
flaws in the process, such as inappropriate outlier exclusion or attention check policies,
as discussed in Section 3.3.

vi. Double-check Reported Results and Experimental Resources. Human error is
hard to avoid when manually transcribing values. Reporting errors (Section 3.4) can
be reduced by using automatic processes for creating tables and figures. The results
processing script can directly output tables, for example, in LaTex format using tools
such as knitr, Sweave, PyLaTeX, and pandas.DataFrame.to latex. Having multiple authors
check data and resource files can also reduce the likelihood of ethical flaws such as the
failure to anonymize data discussed in Section 3.5.

vii. Share All Experimental Resources Including Raw Responses. Carlisle (2021)
found around 20 times as many flaws in trials where raw patient data (roughly equiv-
alent to raw evaluator responses in NLP) was available; we suggest that authors make
annotation data, and any code used to process it, available by default in anonymized
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form. This is especially important since our experience (Belz et al. 2023) has been that
authors struggle to produce such information when contacted after the paper has been
published. This would make it easier for other researchers to verify results.

viii. Engage in Post-publication Review and Discussion. NLP as a field does not have
mechanisms for discovering and addressing flaws and errors in papers after publica-
tion. Good medical journals associate discussion forums with papers, where readers
can ask questions and raise concerns about papers after they are published. Authors
are expected to take these seriously and respond. NLP conferences and journals do
not currently support this; ICLR allows post-publication discussion using OpenReview,
although this is not monitored after publication. At a minimum, NLP would benefit
from standard mechanisms for reporting and correcting errors post-publication.

5. Conclusion

Experimental rigor is essential in science, and this applies to NLP as it does to fields like
medicine and physics. We have discovered flaws in the running of some experiments in
every paper we selected for the ReproHum MLMT study, mostly of a type that cannot
be detected by current reviewing practices. We hope that our discussion of these flaws
will help researchers both do more rigorous experiments themselves and make them
aware of potential problems in papers by other authors.
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Dinkar, Ondrej Dušek, Steffen Eger,
Qixiang Fang, Mingqi Gao, Albert Gatt,
Dimitra Gkatzia, Javier González-Corbelle,
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