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Preface

The First Workshop on Patient-Oriented Language Processing (CL4Health) aims to establish
a general venue for presenting research and applications focused on patients’ needs. These
include summarizing health records for patients, answering consumer-health questions using
reliable resources, detecting misinformation or potentially harmful information, and providing
multi-modal information, such as video, if it better satisfies patients’ needs. Such a venue
is needed both to invigorate patient-oriented language processing research and to build a
community of researchers interested in this area. The growing interest in this topic is fueled
by several current trends, which include a proliferation of online services that target patients
but do not always act in their best interests; policy changes that allow patients to access their
health records written in the professional vernacular, which may confuse the patients or lead to
misinterpretation; replacement of customer services with chat bots; and the increasing tendency
of patients to consult online resources as a second or even first opinion on their health problems.

Broadly, CL4Health is concerned with the resources, computational approaches, and behavioral
and socio-economic aspects of the public interactions with digital resources in search of health-
related information that satisfies their information needs and guides their actions.

Invited Speakers

The invited speakers have devoted significant parts of their research to patient-centered
language processing. We are grateful and excited to present the following talks:

Barbara Di Eugenio, University of Illinois Chicago, USA

Engaging the Patient in Healthcare: Summarization and Interaction

Effective and compassionate communication with patients is becoming central to healthcare.
The talk discusses the results of and lessons learned from three ongoing projects in this space.
The first, MyPHA, aims to provide patients with a clear and understandable summary of their
hospital stay, which is informed by doctors’ and nurses’ perspectives, and by the strengths and
concerns of the patients themselves. The second, VIRTUAL-COACH, models health coaching
interactions via text exchanges that encourage patients to adopt specific and realistic physical
activity goals. The third, HFChat, envisions an always-on-call conversational assistant for heart
failure patients, that they can ask for information about lifestyle issues such as food and exercise.

Brief Biography

Dr. Di Eugenio’s work is characterized by: large interdisciplinary groups of investigators who
bring different perspectives to the research; grounding computational models in ecologically
valid data, which is small by its own nature; and the need for culturally valid interventions,
since the University of Illinois Health system predominantly serves underprivileged, minority
populations.
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Natalia Grabar, University of Lille, France

Linguistic Foundations of the Simplification and its Current State

The purpose of text simplification is to adapt the content of documents in order to make their
reading and understanding easier for a given type of population. If the simplification usually
aims specific language levels (lexical, morphological, syntactic, semantic...), the available data
cannot always provide precise indications required for this process. The talk discusses some
sources of such available data. Dr. Grabar also analyzes the current situation related to
the exploitation of linguistic indicators during the definition of language complexity and the
simplification.

Brief Biography

Dr. Grabar is a CNRS Researcher at the University of Lille. She studied philology at Lviv
University, Ukraine and obtained her PhD in Medical Informatics from the Université Paris 6,
France. She develops linguistic and statistical methods to access information and knowledge
within scientific and technical texts and terminologies. The results are used in information
retrieval, information extraction and text simplification. Dr. Grabar has co-authored over 200
publications.

Graciela Gonzalez-Hernandez, Cedars Sinai Medical Center, USA

Patients are speaking - are we listening? Incorporating patient perspectives posted
online into clinical trials

Research that aims to be equitable and effective at treating chronic diseases and improving
patient outcomes must incorporate a broad range of patient perspectives (health-related
uncertainties, beliefs, and experiences). Setting research priorities and designing trials is
complex since clinicians, researchers, and patients differ on what is considered important.
Patients often prioritize outcomes that directly impact their quality of life, such as symptom
relief, functional status, and treatment side effects, while clinicians prioritize outcomes related to
survival, disease progression, and biomarker endpoints. Methods commonly used for gaining
patient perspectives are often limited are subject to recall and other biases, are expensive and
time-consuming, are limited in recruitment number and diversity, and may not comprehensively
capture factors important for research design.

A vast amount of data from the patient’s perspective is already publicly available: patients
openly share useful perspectives on different social media platforms. Despite its potential,
approaches for the systematic integration of such data to inform the prioritization and design
of health research are still to be developed and validated.

In this talk, Prof. Gonzalez-Hernandez discusses her ongoing efforts to enable the extraction of
relevant patient perspectives posted online using state-of-the-art natural language processing
(NLP) methods, and the promise of their integration into clinical trial design.
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Brief Biography

Dr. Gonzalez-Hernandez has over 23 years of experience and more than 200 publications in
health AI and NLP, funded by multiple NIH grants. She is currently a Professor and Vice Chair for
Research and Education in the Cedars-Sinai Department of Computational Biomedicine. She
launched the #SMM4H (Social Media Mining for Health) Workshop and Shared Tasks, which
has run annually for the last 8 years.

Abeed Sarker, Emory School of Medicine, USA

Learning and Educating via NLP of Social Media: the Use Case for Substance Use and
Overdose in the United States

Substance use and overdose is an ongoing crisis in the United States and growing globally.
The sphere of substance-related overdose also evolves continuously as novel psychoactive
substances enter the supply. Nonmedical substance use surveillance via social media has
the potential to provide low-cost and more timely insights than traditional approaches. In our
research, we leverage natural language processing (NLP) and machine learning to obtain
insights from targeted cohorts of people who use substances about emerging patterns and
problems in substance use disorder and treatment. This talk outlines our NLP pipeline for
analyzing substance use-related chatter from Twitter (X) and Reddit, and how insights derived
from these sources may be used to educate medical practitioners at the forefront of the opioid
crisis in the United States, facilitating more patient-centered care.

Brief Biography

Dr. Sarker is an Associate Professor and the Vice Chair for Research at the Department of
Biomedical Informatics, School of Medicine, Emory University. He leads several large-scale
projects focusing on the application of NLP for health-related tasks, particularly those involving
vulnerable populations such as people with substance use disorders, victims of intimate partner
violence, and people at risk of self-harm and suicide. His research is primarily funded by the
National Institutes of Health (NIH) and Centers for Disease Control and Prevention (CDC). Dr.
Sarker’s research has been covered by various national and international media outlets such as
the Wall Street Journal, Forbes, and Scripps National News.

Submissions

CL4Health received 40 valid submissions, of which 8 were accepted as oral presentations and
25 as posters. The work covers a wide range of topics focusing on patients’ well-being and
proper care. The topics include retrieval augmented generation, communications (including
plain language, sign language, and dialog), mental health issues, and patients’ sentiment.

As always, we are deeply grateful to the authors of the submitted papers and to the reviewers
(listed elsewhere in this volume) who produced thorough and thoughtful reviews for each paper
in a fairly short review period. The Organizers are truly grateful to our amazing Program
Committee, whose members helped us determine which studies are ready to be presented
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and those which would benefit from additional experiments and analysis, as suggested by the
reviewers. We hope that this workshop will inspire new collaborations and research into patient-
centered language technologies, in order to continue the valuable contributions made by our
community towards public health and well-being.

Dina Demner-Fushman, Sophia Ananiadou, Paul Thompson and Brian Ondov (Organizers)
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Andrea Franchini, Sandra Mitrović, Oscar William Lithgow, Joseph Cornelius and Fabio
Rinaldi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Evaluating LLMs for Temporal Entity Extraction from Pediatric Clinical Text in Rare Diseases
Context

Judith Jeyafreeda Andrew, Marc Vincent, Anita Burgun and Nicolas Garcelon . . . . . . . . 145

Generating Distributable Surrogate Corpus for Medical Multi-label Classification
Seiji Shimizu, Shuntaro Yada, Shoko Wakamiya and Eiji Aramaki. . . . . . . . . . . . . . . . . . . . .153

CliniRes: Publicly Available Mapping of Clinical Lexical Resources
Elena Zotova, Montse Cuadros and German Rigau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

MedDialog-FR: A French Version of the MedDialog Corpus for Multi-label Classification and
Response Generation Related to Women’s Intimate Health

Xingyu Liu, Vincent Segonne, Aidan Mannion, Didier Schwab, Lorraine Goeuriot and
François Portet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Exploring the Suitability of Transformer Models to Analyse Mental Health Peer Support Forum
Data for a Realist Evaluation

Matthew Coole, Paul Rayson, Zoe Glossop, Fiona Lobban, Paul Marshall and John
Vidler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .184

Revisiting the MIMIC-IV Benchmark: Experiments Using Language Models for Electronic Health
Records

Jesus Lovon-Melgarejo, Thouria Ben-Haddi, Jules Di Scala, Jose G. Moreno and Lynda
Tamine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Unraveling Clinical Insights: A Lightweight and Interpretable Approach for Multimodal and Mul-
tilingual Knowledge Integration

Kanimozhi Uma and Marie-Francine Moens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .197

Automated Question-Answer Generation for Evaluating RAG-based Chatbots
Juan José González Torres, Mihai Bogdan Bîndilă, Sebastiaan Hofstee, Daniel Szondy,
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Improving Sign Language Production in the Healthcare Domain
Using UMLS and Multi-Task Learning

Jonathan Mutal, Raphael Rubino, Pierrette Bouillon,
Bastien David, Johanna Gerlach, Irene Strasly
TIM/FTI, University of Geneva, 1205 Geneva, Switzerland

{firstname.lastname}@unige.ch

Abstract
This paper presents a study on Swiss-French sign language production in the medical domain. In emergency
care settings, a lack of clear communication can interfere with accurate delivery of health related services. For
patients communicating with sign language, equal access to healthcare remains an issue. While previous
work has explored producing sign language gloss from a source text, we propose to extend this approach
to produce a multichannel sign language output given a written French input. Furthermore, we extend
our approach with a multi-task framework allowing us to include the Unified Medical Language System (UMLS)
in our model. Results show that the introduction of UMLS in the training data improves model accuracy by 13.64 points.

Keywords: sign language production, UMLS, multi-task learning, medical dialog

1. Introduction

In emergency care settings, there is a crucial need
for automated translation tools. Emergency ser-
vices often have to take care of patients who have
no language in common with staff, which nega-
tively impacts both healthcare quality and associ-
ated costs (Meischke et al., 2013). A lack of clear
communication can interfere with the prompt and
accurate delivery of care (Turner et al., 2019) in-
creasing the risk of erroneous diagnoses and se-
rious consequences (Flores et al., 2003). This is
particularly true for deaf people accessing health-
care services (Ji et al., 2023).

According to Kerremans et al. (2018), various
bridging solutions are currently used by medical
services. They mention the use of professional
or ad hoc interpreters, as well as plain language,
gestures, communication technologies, and visual
supports such as images or pictographs. In partic-
ular, in emergency settings where interpreters are
not always available, there is a growing interest in
the use of translation tools to improve accessibil-
ity (Turner et al., 2019).

In this paper, we aim at developing text to Sign
Language (SL) translation models, from French to
Swiss-French sign language (LSF-CH), for the med-
ical domain. The main goal of such systems is to
facilitate the communication with deaf and hard-of-
hearing patients in emergency settings. Due to the
lack of parallel resources to train such translation
models, we propose to leverage data in a relevant
domain based on the Unified Medical Language
System (UMLS) (Lindberg, 1990). We train trans-
lation models, combining UMLS-based data and
SL as targets and French written text as source, by
applying a multi-task learning approach introduced

Source
prenez-vous des traitements ?
are you taking any treatments ?

UMLS
You, Therapeutic procedure, Question

Sign Language

Glossary TRAITEMENT PLURIEL TOUCHER PT_PRO2SG QUESTION ATTENTE

Aperture Wide Wide Wide Wide Small Wide

Body Straight RotateLeft Straight Straight Straight Straight

Eyebrows Neutral Neutral Neutral Up Down Neutral

Gaze Neutral LeftDown Neutral Neutral Neutral Neutral

Head Neutral Neutral Neutral Neutral Neutral Neutral

Shoulder Neutral Neutral Neutral Neutral RaiseBoth Neutral

Mouthing trEtm9 C01_Puffed2 L06_o null null null

Figure 1: Example of proposed approach for multi-
task training of UMLS and SL Translation.

originally for multilingual Neural Machine Transla-
tion (NMT) (Johnson et al., 2017).

The main motivation behind applying multi-task
learning stems from the following research ques-
tion: does a multi-task system trained on both
UMLS and SL improve SL production in the medi-
cal domain compared to a mono-task system? Our
hypothesis is that UMLS-based data, which is easy
to create and expand due to its language indepen-
dence, can be seen as a semantic pivot and can im-
prove coverage for a low-resource target language
such as LSF-CH.

The remainder of this paper is organised as fol-
lows. In Section 2, we introduce the background
work and describe our approach for Sign Language
Production (SLP). The methodology employed in
our experiments is described in Section 3, followed
by the experiments and results in Section 4. Finally,
we provide an analysis of the results in Section 5
before presenting a few conclusions in Section 6.
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2. Sign Language Production

There are three main approaches to SLP: hand-
crafted animation, motion capturing and synthe-
sis from written notation (Esselink et al., 2024).
Our work focuses on synthesis from G-SiGML.
G-SiGML is an XML-based representation of the
physical form of signs based on Hamburg Notation
System for Sign Languages (HamNoSys, Hanke,
2002). It describes both the manual (hand) and
non-manual (body) features of the sign, named
channels. The SiGML format allows to animate
avatars. The production of animations from SiGML
was first presented by Kennaway (2003) and is used
in the JASigning platform (Elliott et al., 2010). Re-
cently, it has attracted new interests, with methods
to automatically convert video into SiGML (Skobov
and Lepage, 2020), conversion tools into BML (Be-
haviour Markup Language) and integration with the
new EVA avatar (Ubieto et al., 2024). Synthesis
from written notation has several advantages for
our context, in particular it allows fully-fledged an-
imation of any signed form that can be described
through the associated notation, without requiring
video corpora or expensive equipment. Several
experiments have been conducted on translating
corpora to SiGML using Statistical Machine Transla-
tion and more recently using NMT (Brour and Ben-
abbou, 2021). However, most of them were limited
to the gloss-based translation (Ebling, 2016).

In this work, we frame SLP as a machine trans-
lation task, where French serves as the source
language and generates a sign table as output, as
shown in Figure 1. The table represents the parallel
channels of the SL output (manual activities – de-
scribed as a sequence of “glosses” –, gaze, head
movements, mouth movements, etc.) (Rayner
et al., 2016). The table is used to generate SL in
the G-SiGML format which in turn allows to animate
the avatar. Creating this sign table requires both
human expertise and time. Experts must have a
comprehensive understanding of SL and be famil-
iar with the formal structure of SL tables and the
vocabulary. Our work aims at relieving the burden
of creating new sign tables by training a joint UMLS
and SL model.

3. Methodology

In this Section, we describe the mono and multi-
task approaches employed in this paper, as well as
the data used in our experiments.

3.1. Approaches
Two approaches were employed in our experiments,
a mono-task system (noted Mono), trained on SL
only as target, and a multi-task system (noted Multi),

combining UMLS and SL as targets. For the latter
approach, we added a special token at the begin-
ning of source sentences specifying which target to
produce, either UMLS or SL (Johnson et al., 2017).
Our rationale for this approach is to leverage pa-
rameter sharing in the decoder, aiming to enhance
SLP performances, while increasing the amount
of source data in French. As a comparison point,
we also trained mono-task and multi-task models
using the gloss channel only as target, instead of
the full sign table.

3.2. Data
Training data for UMLS and SL are synthetic data
generated from two different Synchronous Context-
Free Grammars (SCFG, Aho and Ullman, 1969)
which link French sentences to UMLS and sign
tables (Bouillon et al., 2021).
UMLS Data. The UMLS grammar (Mutal et al.,
2022) aims at generating parallel data which con-
sists in French sentences (medical questions and
instructions) aligned with their corresponding se-
mantic UMLS gloss. The semantic gloss con-
sists in an ordered sequence of concepts, com-
bining UMLS concepts such as findings, diagnostic
procedures, etc. with non-UMLS functional con-
cepts (“You” in the example in Figure 1) or utter-
ance modes (“Question”). The grammar has more
than 3, 000 rules, which expand into more than
15, 000 unique UMLS sequences. These UMLS
sequences are mapped to hundreds of French sen-
tences.
SL data. The SL grammar generates parallel data
that includes French sentences (medical questions
and instructions) aligned with the corresponding
SL table in LSF-CH. The sign tables were created
based on human SL videos (Strasly et al., 2023).
First, human video translations were created for a
selected subset of sentences to develop SL refer-
ence translations for the medical terms and struc-
tures. This first set of human videos was then used
as reference to productively create a larger cor-
pus of G-SiGML from the grammar. The parallel
corpus 1 with the human videos and their corre-
sponding G-SiGML was used to test the compre-
hensibility of avatar videos in the medical domain in
comparison with human videos (David et al., 2022).

4. Experiments and Results

This Section presents the experimental setup, in-
cluding the corpora used in our experiments, the
training procedure for the NMT models and the
results obtained.

1Available at https://
yareta.unige.ch/archives/
e93920a5-e5b8-47de-9979-d1fc594c068d
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Data #Sents #Vocab
FR UMLS SL Gloss

UMLS 586k 4.3k 1.6k - -
SL 1.7m 1.0k - 1.1k 678

Inter 5.2k 1.0k 809 1.5k 966

Table 1: Number of segments and vocabulary sizes
(in thousands, denoted as “k”, or millions, denoted
as “m”) for sign language (SL), UMLS-based data
(UMLS), and the intersection (Inter). The vocab-
ulary size is indicated for the source (FR) and for
each target, namely UMLS-based data (UMLS),
sign language tables (SL), and gloss from the sign
table (Gloss).

4.1. Experimental Setup
For our experiments, we used the grammars pre-
sented in Section 3.2 to generate two datasets,
namely a dataset for French-SL and a dataset for
French-UMLS. Prior to training the NMT models,
punctuation marks on the source side were re-
moved to be consistent between the two datasets.
We transformed the SL tables into flattened se-
quences of column items. For the UMLS-based
data, we added commas between the semantic
concepts. To evaluate our models, we extracted
5, 192 segments from the intersection of these two
datasets. This portion of the corpus accurately
represents the coverage we aim to enhance in SL
translation. Finally, we extracted 3, 000 segments
for the validation set. Table 1 provides the segment
and vocabulary counts for each dataset.

4.2. Training Procedure
All the models presented in this paper are encoder–
decoder models based on the Transformer architec-
ture (Vaswani et al., 2017). We trained models from
scratch with the Marian toolkit (Junczys-Dowmunt
et al., 2018) using default parameters, except for
the learning rate.2 Models were trained until con-
vergence monitored by the BLEU metric (Papineni
et al., 2002) calculated on the validation set, with a
patience value set to 10 (i.e. early stopping after 10
consecutive non improving validation steps). In the
case of the multi-task approach, the two validation
sets were used to keep the best performing models
on each task.3 The vocabulary size was equivalent
to that of the target vocabulary for the decoder and
4, 000 tokens for the encoder. The source side of
the data was tokenized using BPE (Sennrich, 2017)

2The learning rate was searched within the following
values: {5e−6, 2e−5,3e−5, 3.5e−5, 4e−5, 3e−4, 4.5e−4}

3The models converged with high BLEU scores on the
validation data, reaching 96pts BLEU for sign language.

Task Model BLEU ↑ chrF ↑ TER ↓ Acc ↑

SLP Mono 80.43 86.47 16.45 30.41
Multi 84.13* 88.61* 14.72* 44.05

Gloss Mono 73.53 79.83 22.37 41.56
Multi 87.09* 89.40* 13.35* 77.75

Table 2: BLEU, chrF, TER and SL table accuracy for
system outputs on the test sets. Scores with * are
significantly better than previous rows with p < 0.01,
calculated using paired approximate randomization
with 10, 000 trials.

implemented in the Sentencepiece toolkit (Kudo
and Richardson, 2018), while the target sequences
was divided based on spaces. We conducted all
experiments employing three random seeds and
averaging the results measured by the automatic
metrics. This approach is intended to reduce the
variability of results inherent to individual models
randomly initialized.

Due to the size difference between the parallel
SL and UMLS-based corpora, we over-sampled the
latter 3 times to reach the size of the former. The
final evaluation of our models was conducted using
the following metrics: BLEU, chrF (Popović, 2015)
and TER (Snover et al., 2006)4. We used paired
approximate randomization with 10, 000 trials to test
the statistical significance of results (Riezler and
Maxwell, 2005). We also measured SL table ac-
curacy, which was calculated by comparing the SL
table produced by our models to the gold reference,
in order to determine how many generated full SL
tables were identical to the reference.

4.3. Results
Table 2 presents the test data results for all chan-
nels (SLP) and for the gloss channel only. For all
channels, the model trained with UMLS (Multi) out-
performed the model trained solely with SL (Mono)
by 3.7pts BLEU and 13.64pts SL table accuracy. In
comparison to models trained solely with the gloss
channel, we observed a greater improvement with
Multi over Mono of 13.56pts BLEU and 36.19pts
accuracy. These results also show that generating
the gloss channel is an easier task compared to
producing the whole sign table.

Table 3 presents accuracy results by channel.
We observed that the Multi model consistently out-
performed the Mono model across all channels,
in particular for the gloss and head channels by

4BLEU, chrF and TER were computed us-
ing the SacreBLEU 2.3.1 version of the li-
brary (Post, 2018). The signatures are:
nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp
nrefs:1|case:mixed|eff:yes|nc:6|nw:0|space:no
nrefs:1|case:lc|tok:tercom|norm:no|punct:yes|asian:no
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Model Gloss/Manual Aperture Body Eyebrows Gaze Head Shoulder Mouthing
Mono 37.54 46.48 45.80 43.07 46.21 37.31 44.34 41.30
Multi 52.41 54.66 54.43 50.75 52.21 49.35 50.04 46.05

Gain 14.87 8.18 8.63 7.68 6.00 12.04 5.70 4.75

Table 3: Accuracy for each model on the different SL channels: Gloss, Aperture, Body, Eyebrows, Gaze,
Head, Shoulder and Mouthing.

14.87pts and 12.04pts increase respectively in terms
of accuracy.

These results suggest that introducing UMLS in
the training data is beneficial for the coverage of
SL. To understand the gains of the multi-task over
the mono-task on the SL task, we will delve into an
analysis in the next section.

5. Qualitative Analysis

In this section, we perform a lexical analysis, fol-
lowed by an analysis of semantic patterns, impor-
tant for the domain. Finally, we comment on the
non-manual channels.

5.1. Lexical Analysis
We compare the output of the Mono and Multi mod-
els focusing on gloss items, extracting differences
at the lexical level when Multi output is correct
while Mono output is incorrect. The main lexical
improvement brought by the addition of UMLS dur-
ing training is related to temporal markers such
as jour (day), aujourd’hui (today), etc. The mono-
task model fails at producing correct gloss items for
these temporal terms in 800+ segments of the test
set. Another large set of lexical elements correctly
produced by Multi is related to medical terms, such
as psychose (psychosis), diarrhée (diarrhea), etc.
Mistakes made by Mono for these terms are critical
as they may carry health or safety implications.

5.2. Pattern Analysis
The multi-task system systematically outperforms
the mono-task for important patterns related to med-
ical instructions, for example “I will prescribe you
[treatment]” or “I will do an exam [scanner, radio,
etc.] of [body part]”. In the mono-task version, all
the translations of the pattern “I will prescribe you
[...]” contain the extra gloss element PT_PRO2SG
(you, agent or patient), used for example in ques-
tions (“Do you have pain”) (see Figure 2).

5.3. Non-Manual Channel Analysis
The gain in BLEU for Multi at the level of non-
manual channels is related to important SL features

source: je vais vous prescrire de l'aspirine
Mono: PT_PRO2SG ASPIRINE POUR-TOI PT_POSS1SG PRESCRIRE ATTENTE
Multi: ASPIRINE POUR-TOI PT_POSS1SG PRESCRIRE ATTENTE
reference: ASPIRINE POUR-TOI PT_POSS1SG PRESCRIRE ATTENTE

Figure 2: Example of different translations in the
Mono and Multi MT.

in the medical domain, for example sentiment inten-
sification or emphasis on specific manual sign. The
mono-task system has the tendency to overproduce
a neutral position of the body, while the multi-task
produces more variation. For instance, in “depuis
combien d’années prenez-vous de l’aspirine cardio”
(For how many years have you been taking cardio
aspirin?), “Rotateleft” indicates that the emphasis is
put on the sign for the medication (Gloss: MEDICA-
MENT) which becomes more visible due to rotation
of the signer’s body (see Figure 3).

Gloss: MEDICAMENT   COEUR   PT_PRO2SG  TOUCHER    DEPUIS   ANNEE_PL COMBIEN     QUESTION ATTENTE
Body: RotateLeft TiltBack Straight         Straight TiltLeft Straight      TiltForward Straight     Straight

Figure 3: Example of translation in the Multi MT.

6. Conclusion

This paper presented a multi-task learning ap-
proach to translate text into sign language en-
hanced using domain relevant data. To the best
of our knowledge, this is the first work on NMT for
multi-channel sign language production in Swiss-
French. Empirical results show that the introduction
of UMLS-based data for training improves the gen-
eration of SL globally in terms of accuracy. In partic-
ular, the additional data improve lexical and syntac-
tic coverage, and also have a positive impact on the
non-manual channels. These results suggest that
the creation and incorporation of additional UMLS
data could further enhance the performance of sign
language production.

Further work will explore neural architectures with
dedicated decoders for SL channels, leveraging
large pre-trained models as well. As a direct ex-
tension of our work, we will apply our approach to
other languages, such as Simple English. Anima-
tions produced with the model outputs are currently
being evaluated by deaf people.
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Abstract

Sentiment analysis is an important tool for aggregating patient voices, in order to provide targeted improvements
in healthcare services. A prerequisite for this is the availability of in-domain data annotated for sentiment. This
article documents an effort to add sentiment annotations to free-text comments in patient surveys collected by the
Norwegian Institute of Public Health (NIPH). However, annotation can be a time-consuming and resource-intensive
process, particularly when it requires domain expertise. We therefore also evaluate a possible alternative to human
annotation, using large language models (LLMs) as annotators. We perform an extensive evaluation of the approach
for two openly available pretrained LLMs for Norwegian, experimenting with different configurations of prompts and
in-context learning, comparing their performance to human annotators. We find that even for zero-shot runs, models
perform well above the baseline for binary sentiment, but still cannot compete with human annotators on the full dataset.

Keywords: patient feedback, sentiment analysis, generative models, in-context learning, annotation

1. Introduction

The Norwegian government has a long tradition of
collecting data on patient experiences in the form of
surveys, and recently this has also included of un-
structured free-text comments. The application of
sentiment analysis (SA) to these texts is expected
to provide valuable information on patient experi-
ences, which can then be used to improve care at
both district and national levels.

This paper documents a large-scale annotation
effort to add comment- and sentence-level polarity
to patient feedback, representing a collaboration
between NLP researchers and health profession-
als. Specifically, we target patient comments on
experiences with General Practitioners and Spe-
cial Mental Healthcare. In addition to presenting
the annotation guidelines and an analysis of the
resulting dataset, we also include experimental re-
sults on augmenting the human annotations with
predictions by pretrained large language models
(LLMs). Using two recently released generative
LLMs for Norwegian based on the T5 and Mistral
architectures (Raffel et al., 2020; Jiang et al., 2023),
we present results for different prompts combined
with zero- and few-shot learning. We also compare
and discuss the differences in error types made by
human annotators and the models.

Due to privacy concerns and the sensitive nature
of patient feedback, the underlying text material
can unfortunately not be openly distributed, but we
publish the prompts, the class distributions and the
annotation guidelines.1

1https://github.com/ltgoslo/
Sentiment-Annotation-of-Patient-Comments/

2. Background and Motivation

Importance of patient feedback Systematic re-
views of the literature show that positive patient ex-
periences are associated with better patient safety,
better effectiveness, higher levels of adherence,
and lower healthcare utilization (Anhang Price et al.,
2014; Doyle et al., 2013).

An important patient-oriented tool at the national
level is the national system for measuring patient ex-
periences. The purpose of the system is to system-
atically measure patient experiences with health
services, as a basis for quality improvement, man-
agement of health services, free patient choice,
and public accountability. To underpin these goals,
quantitative results from surveys are produced and
presented at different health care levels, e.g., re-
sults for hospitals, for health regions, and results
at the national level.

NIPH Surveys The Norwegian Institute of Public
Health (NIPH) has conducted many national pa-
tient experience surveys. All surveys include one
or more open-ended questions in which patients
are encouraged to write about their experiences
with the health service, which is equivalent to tens
of thousands of comments each year. These com-
ments present a rich data source on health ser-
vice evaluation (Grob et al., 2019b; Rivas et al.,
2019), but are mostly unused due to the time and
resources needed to analyze them. NIPH’s current
approach is to conduct manual content analysis of
a random sample of 500 comments in each survey
and report main findings at the national level along-
side quantitative results. Furthermore, providers
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might get access to the data for their patients, but
most providers lack the competence, systems and
resources to analyze qualitative data. This means
thousands of free text comments from each sur-
vey are excluded from further analysis and con-
sequently also from provider-level reports. This
exclusion is problematic from an ethical point of
view, but also because these types of data at lower
levels are highly valued by providers (Riiskjær et al.,
2012) and are well-suited for use in quality improve-
ment (Grob et al., 2019b). Free-text comments from
surveys have the potential to nuance the quantita-
tive data. For instance, a substantial proportion
of patients with the highest quantitative scores de-
scribe negative experiences in free-text comments
(Iversen et al., 2014), indicating that these could be
used for differentiating patients at the higher end
of the scale. Thus, one can expect added value of
quantitative indicators at the provider-level based
on the qualitative feedback of text comments.

Therefore, there is a clear need for an innova-
tive and highly efficient method for analyzing large
amounts of patient comments. In this paper we
describe the first steps towards the automatic anal-
yses of Norwegian free-text comments from pa-
tients. Feedback reports with results of free text
analysis at the provider-level will make them more
relevant and actionable for clinicians and managers
who want to improve quality (Grob et al., 2019b;
Riiskjær et al., 2012), thus possibly also strength-
ening the patient’s voice in quality improvement.
Alleviating the workload and costs associated with
annotating data for these systems constitutes an
important step in this direction.

3. Previous work

NLP for Patient Feedback Khanbhai et al. (2021)
present a systematic review on the application of
NLP and machine learning techniques to patient
experience feedback. It shows that 80% of the
surveyed studies applied language analysis tech-
niques to patient feedback from social media sites
followed by structured surveys. These studies in-
clude work based on both supervised and unsu-
pervised learning for text and sentiment analysis
(SA). To provide data for supervised SA, previous
work relies heavily on manual classification of a
subset of data by themes and sentiment (Alemi
et al., 2012; Bahja and Lycett, 2016; Doing-Harris
et al., 2017; Greaves et al., 2013; Hawkins et al.,
2016; Huppertz and Otto, 2018; Wagland et al.,
2016; Jiménez Zafra et al., 2017). In previous work,
comments extracted from social media have also
been analyzed using an unsupervised approach;
however, free-text comments from surveys are typi-
cally analyzed using supervised machine learning
(Khanbhai et al., 2021). Khanbhai et al. (2021)

discusses that comprehensive reading of all com-
ments within the dataset remains the ‘gold stan-
dard’ method for analyzing free-text comments, and
that this is currently the only way to ensure that
all relevant comments are coded and analyzed,
demonstrating that language analysis using an ML
approach is only as good as the dataset used to
inform it. Other studies recently published in this
area are all examples of how NLP and SA can be
used to make the information more accessible and
usable in various quality improvement initiatives,
for example, using dashboards, pipelines, and vi-
sualization (Alexander et al., 2022; Khanbhai et al.,
2022; Rohde et al., 2022; van Buchem et al., 2022).

Norwegian Sentiment Analysis To our best
knowledge, there has been no previous work on
sentiment analysis (SA) for free-text patient feed-
back, or for any user-generated text in Norwegian.
The bulk of previous work on Norwegian SA in gen-
eral relies on the NoReC dataset of multi-domain
reviews collected from various news sources (Vell-
dal et al., 2018). Based on an annotated subset,
Øvrelid et al. (2020) have published a fine-grained
SA corpus (NoReCfine) along with annotation guide-
lines, on which we partly base our manual annota-
tion effort, further described in Section 4. NoReCfine
contains annotations for fine-grained sentiment: an-
notating the opinion holder, target and polarity. In
addition to this, previous work has focused on entity-
level aggregation of SA annotation (Rønningstad
et al., 2022), and also on improving existing mod-
els using data augmentation based on a masked
language model (Kolesnichenko et al., 2023). It’s
worth noting that, being written by professionals
reviewers, the documents in NoReC do not con-
tain many of the features that are typical of user-
generated data, as in our patient comments, apart
from the obvious differences in domain.

Zero/Few-Shot Evaluation In this work, the main
focus will be on decoder-based, or generative, lan-
guage models and the evaluation of their capa-
bilities as sentiment annotators. These types of
models have been shown to perform well in zero-
shot or few-shot settings (Brown et al., 2020; Wei
et al., 2022) with limited annotated data. Given the
possibility of accessing these models via natural
language prompts, they are arguably also easier
to use than traditional models, especially in consid-
eration of health professionals who may not have
programming experience. We further focus exclu-
sively on openly available models that can be run
locally and do not risk leaking of sensitive data
via an API to a proprietary service. This is crucial
in our data setting, where surveys are considered
sensitive data.
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4. Annotation

Scope and Sources Our data comes from free-
text comments from the NIPH patient experience
surveys described above. The surveys cover vari-
ous different domains, but we focus on two subsets
of data: experiences with General Practitioners
(GPs) and evaluation of Special Mental Healthcare
(SMH). The data from these surveys has been the
focus of earlier research (Kjøllesdal et al., 2020;
Iversen et al., 2022), but the use of machine learn-
ing methods on the free-text comments is new.
While the domain (health-related) and the genre
(user-generated text) in these surveys are quite dif-
ferent from the professional reviews found in the
existing NoReC corpus, we adopt a similar anno-
tation setup as that used in the NoReCfine (Øvrelid
et al., 2020) annotation effort. The original annota-
tions were done at both comment- and sentence-
level, with a three-way intensity scale, together with
positive and negative sentiment, as well as explicit
mention of neutral sentences, indicating that there
is no expression of sentiment. Rather than using
the full space of distinct labels allowed by this anno-
tation scheme, in the experiments reported later we
will only use four, corresponding to positive, nega-
tive, mixed, and neutral, ignoring the intensities.

Annotators Annotation was performed by seven
researchers in the health service. A set of annota-
tion guidelines was devised based on NoReCfine,
with some adaptations to the active domain. Cer-
tain aspects of NoReCfine, such as the distinction
between various types of sentiment, and the pre-
cise delimitation of holders, targets and polar ex-
pressions were not carried over. The seven re-
searchers annotated in rounds of 50 comments
each. In addition to this, annotators received small
sets of 20 comments for quality control and Inter-
Annotator Agreement (IAA) calculations. These
datasets were annotated without discussions, but
the results were discussed in order to resolve any
ambiguity or potential issues.

4.1. Annotation Procedure
The sentiment annotation was performed at both
the comment-level and the sentence-level. The an-
notators marked polarity (positive, negative) and
intensity (slight, standard, strong). The original
texts were sentence-segmented and tokenized us-
ing Stanza (Qi et al., 2020). Manual inspection
of the resulting data shows that the tool provides
accurate segmentation; however, cases such as
emoticons (‘:-D’, etc.) are sometimes split erro-
neously. Sentences containing both positive and
negative sentiment were annotated separately for
both polarities. Sentences containing no polarity
were marked as neutral.

Type Total SMH GP
Comments 2 250 1 050 1 200
Sentences per comment 3.4 3.5 3.3
Words per sentence 14.8 16.0 13.8

Table 1: Number of comments, and average num-
ber of sentences per comment and words per sen-
tence. We see that feedback in psychiatric care
tends to be longer in both measures.

Comments were generally annotated using the
same set of guidelines as for sentences, but
comment-level polarity was scored based on a gen-
eral impression of the comment as a whole, not
just an aggregate of the sentiment of the sentences
it contains. Annotators placed special weight on
how the actual service (GP, SMH) was evaluated
when assigning labels at the comment-level. Basic
comment statistics are reported in Table 1.

Examples The comments in the dataset vary in
terms of how sentiment is expressed, and senti-
ment expressions can contain direct evaluations,
as we see in Example (1), where we find the strong
positive adjective fantastisk ‘fantastic’ describing
hospital employees, as well as the adjective fin
‘nice’ describing the patient’s stay.
(1) Fantastiske

fantastic
ansatte
employees

som
who

har
have

gjort
made

oppholdet
stay.the

så
so

fint
nice

.

.
‘Wonderful employees that have made my stay so
nice.’

In Example (2) on the other hand, we see a more
indirect evaluation of the treatment. The suggestion
that a video consultation is useful is interpreted as
a slightly negative evaluation of the health service
in question.
(2) Kanskje

Maybe
kunne
could

videokonsultasjon
video.consultation

være
be

til
to

nytte
use

ved
by

en
a

slik
such

livssituasjon
life.situation

?
?

‘Perhaps a video consultation could be of use in
this kind of life situation?’

The data also contain several neutral examples –
typically patients reporting on their own health situ-
ation, as in Example (3), or general descriptions.
(3) I

In
tillegg
addition

bruker
use

jeg
I

øyedråper
eye.drops

mot
against

høyt
high

trykk
pressure

(
(

grønn stær
glaucoma

)
)

.

.
‘In addition, I use eye drops for high pressure
(glaucoma).’
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Further Discussions The annotators had weekly
meetings both with each other, and with re-
searchers working on sentiment analysis, to dis-
cuss problematic cases and to update the guide-
lines so that they better reflect the choices taken.
Some of the issues discussed include to what ex-
tent descriptive sentences can indicate the patients’
opinion, and to what extent context should be taken
into account. In cases where sentiment would be
ambiguous without context, annotators were asked
to use the full context of the comment, and also their
knowledge of the field. In some cases, apparently
negative words could indicate positive sentiment,
as in cases where patients note that they get di-
agnosed with a serious illness, perhaps indicating
that it was good that it was actually diagnosed, or
that it reflects well on the GP who diagnosed them
correctly, and not focusing on the negative aspect
of having a disease in itself.

4.2. Style and Variation
The data is notably different from the existing re-
sources for Norwegian sentiment analysis. Being
user-generated language, without editing, it con-
tains some variation, both grammatical and stylistic.
Certain terms pertaining to the domains, such as
fastlege ‘general practitioner’, and opphold ‘stay’
are naturally very frequent. We also observe a
tendency for certain polar expressions to be very
frequent, with examples including fornøyd ‘pleased’
being among the top 20 most frequent words in the
training set. A similar tendency is not observed in
the NoReCfine data, where there is more variation
and a weaker tendency for certain polar expres-
sions to dominate. However, the texts notably do
not contain much medical jargon, although some
terms related to diseases and treatments. We be-
lieve the texts to be different from typical medical
domain writing. The texts further reflect the soci-
ety to some degree: both official Norwegian writ-
ten norms are represented, Bokmål and Nynorsk.
There is also some English in the dataset. Finally,
some comments show indications of lexical and
syntactic patterns associated with learner language,
and with spoken language in general. For example,
subjectless sentences are relatively common, as
in Example (4), where the subject of the verbs har
and kan has been elided.
(4) Har

Have
vert
been

innlagt
admitted

før
before

og
and

kan
can

trygt
safely

si
say

at
that

her
here

burde
should

noen
some

gripe
grab

tak
hold

.

.
‘[I] have been admitted before and can safely say
that someone should address the problems here.’

pos neg neut mix
Train 1 396 1 753 476 220
Test 1 396 1 755 477 220
Total 2 792 3 508 953 440

Table 2: Class distribution in the dataset for Posi-
tive, Negative, Neutral and Mixed sentences. The
high similarity in counts is due to all classes be-
ing weighted when creating the splits, making sure
both splits were as similar as possible.

4.3. Data Preparation and Splits
Although the full dataset is annotated with infor-
mation about intensity, we decided not to include
these attributes for the experiments in the current
study due to the added complexity. Sentences con-
taining slight, standard or strong polarity are thus
labeled as only belonging to one of the two polarity
classes, pos or neg. Sentences containing both of
these, in any polarity constellation, are labeled as
mix, while sentences with no polarity are labeled
neut. The distribution of these four classes in the
dataset is reported in Table 2. As we can see,
the class distribution is well balanced across the
training and test data, which were split 50–50, mo-
tivated by the need to ensure the test set is large
enough and the fact that we do not perform any
training. The split was done making sure that both
datasets contained a similar number of labels for
each class. The sentences were randomly sampled
for each class. We mainly focus our experiments
on this four-class setup, because we consider this
to correspond most closely to a realistic use-case
and because distinguishing sentiment-containing
data from neutral sentences is an important part of
naturally occurring data. However, we also report
results for a reduced 2-class version, discarding
the mix and neut examples.

4.4. Human Inter-Annotator Agreement
First Round Initially, two test rounds of annota-
tion were performed, in order to evaluate the guide-
lines, the experience of the annotator, and their
agreement. Following an initial set of test anno-
tations, smaller sets of 20 comments were anno-
tated with regular intervals to judge the annotators’
progress. Although the results from the first of these
sets showed a large variance between annotators,
with kappa agreement scores for annotations in-
cluding intensity varying from very low at 0.21 to as
high as 0.76. We note that much of the disagree-
ments stem from the annotations of intensity. How-
ever, when considering to what extent annotators
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A1 A2 A3 A4 A5 A6
A1 1.0 0.96 0.95 0.95 0.96 0.95
A2 0.96 1.0 0.95 0.92 0.95 0.92
A3 0.95 0.95 1.0 0.95 0.95 0.93
A4 0.95 0.92 0.95 1.0 0.92 0.93
A5 0.96 0.95 0.95 0.92 1.0 0.92
A6 0.95 0.92 0.93 0.93 0.92 1.0

Table 3: Inter annotator agreement scores for posi-
tive, negative and neutral sentiment from the sec-
ond round of IAA-annotations. One annotator who
annotated for the project did not partake in these
specific rounds.

agree on the two polarity classes and neutral sen-
tences, ignoring intensity, the lowest kappa score
was 0.62, and the highest 0.93.

Second Round Following the results from the
first of the 20-comment annotations, the annotators
discussed various specific cases of disagreement.
Topics of discussion included to what extent cer-
tain expressions exhibit sentiment, and annotators
were asked to give justification for their annotations,
which were then discussed before consensus was
made, if possible. After a series of discussions, a
new IAA dataset was annotated to show to what
extent these discussions affected the agreement
among annotators, giving the results in Table 3, not
including intensity, where we see that scores have
improved markedly, showing that humans agree
on which sentences are positive, negative and neu-
tral. There is notably more disagreement for the
negative polarity than for the positive. We also ob-
serve that there are often more than one annotator
disagreeing for negative polarity, indicating greater
variation and uncertainty for negative labels. One
annotator annotated for the project, but did not par-
take in these two IAA-rounds.

5. LLM-Based Annotation

For free-text comment analysis, finding human an-
notators can be difficult. Not only are there few to
choose from who have the necessary background
knowledge to interpret the context correctly, anno-
tation work can be expensive and time-consuming,
placing additional economic strain on health ser-
vices researchers or other personnel annotating
data. We want to explore whether newer models
could aid in this effort. Therefore, we compare the
zero-shot and few-shot performance of two Norwe-
gian LLMs with the annotations of six healthcare
professionals.

5.1. Language Models
In particular, we evaluate predictions of one rela-
tively small but instruction-finetuned model, Chat-
NorT5, and of a larger model that has not been
finetuned on any downstream tasks, NorMistral.

ChatNorT5 This model is an instruction-
finetuned version of nort5-large, an 808-
million-parameter Norwegian encoder-decoder
language model (Samuel et al., 2023).2 By itself,
NorT5 is pretrained on masked language modeling
(Raffel et al., 2020), therefore, we further finetune
it on instructions (via causal language modeling),
to turn it into a generative model capable of
predicting sentiment labels in zero-shot or few-shot
settings. To make the evaluation more realistic,
we train on a general set of instructions, not
specifically focusing on sentiment analysis. We
use a collection of Alpaca-like datasets (Taori
et al., 2023) and translate them from English to
Norwegian Bokmål with OPUS-MT (Tiedemann
and Thottingal, 2020).3 In total, we have translated
287k conversations and then finetuned the model
for one epoch. One conversation consists of
multiple query-response turns, and the model
is trained to produce a gold response (using its
decoder part) given all previous turns (provided to
the encoder part).

NorMistral In addition to the instruction-tuned
model, we also test an openly available Norwegian
language model called normistral-7b-warm.4
This model has been continually pretrained from
the Mistral 7B model (Jiang et al., 2023) and has
been shown to perform well in zero-shot and few-
shot evaluations, even without instruction-tuning.

5.2. Likelihood Scores
As using the generated output from a causal LLM
can lead to difficulties in mapping to the gold
classes, we only consider a fixed set of possible
responses for each prompt. We follow Brown et al.
(2020) and formulate sentiment analysis as a task
of choosing one prompt completion out of a limited
number of other possible completions, based on

2https://huggingface.co/ltg/
nort5-large

3UltraChat (Ding et al., 2023): https:
//huggingface.co/datasets/stingning/
ultrachat, ShareGPT: https://huggingface.
co/datasets/philschmid/sharegpt-raw, Wiz-
ardLM: https://huggingface.co/datasets/
WizardLM/WizardLM_evol_instruct_V2_196k
and SODA (Kim et al., 2022): https://huggingface.
co/datasets/allenai/soda.

4https://huggingface.co/norallm/
normistral-7b-warm
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their likelihood scores. Both evaluated language
models can output P (si | s0 : i), the estimated prob-
ability of producing a subword si given the previous
subwords s0 : i = s0 . . . si−1. We use this ability to
test three ways of calculating a likelihood score of
a completion c = (c0 . . . cn) given a query q:

1. L1(c | q) =
∑

ci∈c logP (ci | q, c0 : i),

2. L2(c | q) = 1/n ·∑ci∈c logP (ci | q, c0 : i),

3. L3(c | q) = 1/nchar ·
∑

ci∈c logP (ci | q, c0 : i).

The first formula calculates the actual estimated
log-probability of c given q; however, in practice,
this formulation tends to overestimate the likelihood
of short sequences. Therefore, we try to normalize
the likelihood by the length of completion c – the
second formula normalizes by its number of sub-
words, n, and the third formula by its number of
characters, nchar.

5.3. Prompting
As there is little earlier work on prompts for senti-
ment analysis for Norwegian, we based our initial
prompts on the existing sentiment-related prompts
in the FLAN dataset (Wei et al., 2022). The FLAN
dataset contains four datasets: IMDB (Maas et al.,
2011), Sent140 (Go et al., 2009), SST-2 Socher
et al. (2013) and Yelp.5 FLAN includes several sets
of English SA prompts for each of these, and they
were manually translated into Norwegian.

Prompt Variation The prompts from FLAN con-
tain variation in terms of multiple choice variation,
differences in formality, as well as different near
synonyms, and the words used to refer to the text
itself (the preceding, this). We aimed at keeping
some variation, but discarded multiple choice ques-
tions and informal variants, and did not experiment
with synonyms.

Prompt Filtering Among all Norwegian transla-
tions of prompts, only natural-sounding sentences
were considered. As we calculate likelihoods based
on a certain reply given a prompt, we also wanted
to keep the number of possible replies low. Some
sentences were discarded due to requiring very
different replies. We also wanted to be able to com-
pare the prompts with each other, and therefore ex-
cluded sentences that would force us to expand our
number of prompts drastically. FLAN-prompts not
related to sentiment classification were excluded.
The resulting base prompts are shown in Table 4.

5https://course20.fast.ai/datasets.
html

Prompt Expansion These base prompts were
then expanded to create 48 prompts. Each result-
ing prompt is given a 4-number code based on the
kind of modification it received. The first number
(1-9) indicates the base prompt from Table 4. The
second number indicates whether the test set sen-
tence comes after (1) or before (2) the prompt. The
third number indicates whether the question has
no mentions of any of the four classes (0), mention
of positive and negative (2), or all four (4). The final
number indicates whether the word positiv comes
before (2) or after (1) the word negative. We give
an example of prompt 8-2-4-2 in Example (5).
The id means that it is based on prompt 8, has the
target sentence before the prompt, has 4 classes,
and has negativ before positiv.
(5) Oppfatter

Consider
du
you

denne
this

setningen
sentence.the

som
as

positiv,
positive,

negativ,
negative,

blandet
mixed

eller
or

nøytral?"
neutral?

‘Do you consider this sentence positive, negative,
mixed or neutral?’

Possible Replies to Prompts Each prompt is
combined with a limited set of possible answers.
Much of the variation in these replies comes from
the two main classes of answers, one with the word
setningen ‘the sentence’ and one containing sen-
timentet ‘the sentiment’, which require masculine
(setningen) and neuter (sentimentet) agreement,
respectively. We introduce versions of replies that
have a pronoun (den, ‘it’) instead, and finally ver-
sions where only the class is mentioned in the re-
ply. In total, there are 16 alternatives per prompt,
of which two have no difference depending on
grammatical gender, giving 30 different replies.
Each possible reply was associated with its suitable
prompt data. A prompt file containing all possible
prompts with all possible replies for each prompt
was the basis of our experiments.

Examples6, 7 and 8 show how the answers to a
prompt vary in syntactic structure and content. Ex-
ample 6 shows a full sentence referring back to the
sentence (or sentiment), while in 7 it is substituted
by a pronoun, and finally in 8 both the pronoun and
the verb is elided to provide a minimal answer.

(6) Setningen
the.sentence

er
is

positiv
positive

.

.
‘The sentence is positive.’

(7) Den
it

er
is

positiv
positive

.

.
‘It is positive.’

(8) Positiv
positive

.

.
‘Positive.’
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ID Norwegian English
1 Hvordan er sentimentet til denne setn.? How is the sentiment of this sent.?
2 Hva er sentimentet til denne setn.? What is the sentiment of this sent.?
3 Hvordan vil du beskrive sentimentet til denne setn.? How would you describe the sentiment of this sent.?
4 Beskriv sentimentet i denne setn.. Describe the sentiment in this sent..
5 Ville du sagt at denne setn. er positiv eller negativ? Would you say that this sent. is positive or negative?
6 Vil du si at denne setn. er positiv eller negativ? Would you say that this sent. is positive or negative?
7 Er sentimentet i denne setn. positivt eller negativt? Is the sentiment in this sent. positive or negative?
8 Oppfatter du denne setn. som positiv eller negativ? Do you see this sent. as positive or negative?
9 Er denne setn. positiv eller negativ? Is this sent. positive or negative?

Table 4: The 9 base prompts, and their English translations. Note that the translations here are back-
translations. sent.=sentence, setn. =setningen.

6. LLM Experiments and Results

We performed experiments for both zero-shot and
few-shot set-ups for both ChatNorT5 and NorMis-
tral. We look at both a 4-class representation
and a reduced binary representation, which corre-
sponds roughly to cases where we would expect
low and high agreement, respectively. To evalu-
ate the binary dataset, we simply do not evaluate
the model output on the neutral and mixed labels,
and we limit the evaluation by only investigating
the predicted likelihoods for the replies mapping
to the classes pos and neg. The results are com-
pared to a simple bag-of-words Naive Bayes model
baseline.

Naive Bayes Baseline We set up a simple Naive
Bayes model using the Natural Language ToolKit
(NLTK) Python library (Bird et al., 2009), using the
entire vocabulary of the train set, removing the
20 most common words. With this baseline, we
achieve a macro F1 score of 41.0 for the four-class
problem, higher than the random baseline of F1

22.0 For the binary setup we achieve a quite high
F1 score of 79.0 compared to the baseline of 50.0

Experimental Setup Given the document with
all 48 prompts and 16 alternatives per prompt, we
estimated the likelihoods for each sentence in the
test set. For a given sentence in the test set, there
are 16×3 likelihood measures. For each of the
three different likelihood scores, we selected the
maximum across these 16, mapped the reply alter-
natives to one of the four classes, and treated that
as the predicted value of that sentence.

In the 2-class setup, only responses that map
to the binary classes were iterated through. We
could then calculate the macro F1 score across the
dataset for each likelihood, for each prompt. We
use the likelihood method that gives the overall best
F1 score for all prompts in the test set to evaluate
which prompts we use for the few shot setup. We
then select the best-performing prompts from each
model.

L ChatNorT5 NorMistral

4-
cl

as
s L1 39.9 9.4

L2 40.6 2.8
L3 42.4 2.7

2-
cl

as
s L1 88.7 84.8

L2 89.2 89.0
L3 89.3 89.1

Table 5: Zero-shot results. The highest F1 scores
(among different prompts) for the 4-class and
2-class evaluation using the ChatNorT5 and
NorMistral models, and the three formulations of
likelihood scores.

6.1. Zero-Shot Runs
In the zero-shot setup, we provide the model with
a prompt, and calculate the likelihood for the 16
possible answers, using the likelihood estimates
described above. Results for zero-shot runs with
the two models, for both the 4-class and 2-class re-
sults, are reported in Table 5. We observe notable
differences both between the two models, and be-
tween the binary and 4-classes. The ChatNorT5
model performs much better in the 4-class setting,
but this is mainly due to high scores for the nega-
tive and positive classes. We find that neutral and
mixed are difficult for both models.

ChatNorT5 We see that for ChatNorT5, it is
the third likelihood that gives the best results, both
in the 4-class and 2-class setup. The differences
between the three values are not large, and we
observe that the difference between the various
prompts are far more marked. The two best overall
prompts were 7-2-2 and 7-1-2, and the best 4-
class prompts were 7-2-4-2 and 8-2-4. 7-2-2
was also the best binary prompt, along with 5-1-2.
We see that three of these are based on prompt 7,
which is originally binary but expanded to 4-class in
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7-2-4-2. Regarding placement of the input sen-
tence, in 19 of 24 pairs of sentences, having the
sentence in front gives a higher macro F1. In gen-
eral, there is a problem that many prompts lead to
few predictions of the neutral and mixed classes.
We also see that, in terms of difference between the
likelihoods, invariably, if a prompt predicts overall
more positive sentiment for one likelihood, it does
so for all likelihoods. It seems that prompts that
work well for the positive and negative classes out-
perform other prompts even if they predict more
neutral and mixed classes.

NorMistral For NorMistral we see that all
prompts almost exclusively predict the mixed class.
Here, the difference is larger between the three like-
lihood scores. While the likelihood score L1 gives
the best 4-class score, the best binary score is ob-
tained again by L3. While L3 has no predictions
outside the mixed class, L2 has a single prediction
outside, but L1 has 201 positive, 416 negative, and
5612 neutral predictions. The weak 4-class results
are somewhat surprising, and can indicate either
that the current prompts are largely inadequate for
this model or that the model does not understand
more nuanced sentiment. However, in the binary
setup, the opposite is true. We approach very high
F1 scores, suggesting that weak 4-class scores are
a result of inadequate prompting. Interestingly, the
best-performing sentences are four-class prompts:
9-1-4 and 6-1-4.

Due to low and largely similar results for the
4-class setup, we select only four prompts for
NorMistral, exclusively from the binary setup,
and also include prompts 2-1-0 and 6-1-2-2.

6.2. Few-Shot Runs
Having run zero-shot runs for both models, we use
the best performing prompts in a four-shot setting.
This setup consists of four pairs of query–response
examples, one from each class, given to the model
as context, before the test sentence we want to
make a prediction for. Each example was randomly
sampled from the training set, and selected sep-
arately for each sentence in the dataset. These
examples are all taken from the training set. The
best scores for the three likelihoods are reported in
Table 6.

Few-Shot with ChatNorT5 The results from the
few-shot runs with ChatNorT5 are reported in Ta-
ble 7. We observe that the F1 score drops due to
the 7-based prompts almost exclusively predicting
the mixed class, while the 8-based prompt favors
the neutral class, but is more balanced. In the
binary setup, however, we see very high scores,
almost beating the zero-shot results.

L ChatNorT5 NorMistral

4-
cl

as
s L1 28.6 12.2

L2 28.6 2.7
L3 28.6 2.7

2-
cl

as
s L1 89.1 84.9

L2 89.3 83.9
L3 83.6 83.9

Table 6: Few-shot results. The highest F1 scores
for the 4-class and 2-class, as for the zero-shot
results.

Prompt ID 4-class 2-class
7-2-2 3.8 (0.2) 89.0 (0.3)
7-1-2 3.2 (0.1) 85.2 (0.3)
7-2-4-2 7.2 (0.2) 87.8 (0.4)
8-2-4 26.1 (0.3) 83.0 (0.3)
5-1-2 28.3 (0.2) 62.0 (0.4)

Table 7: Mean F1 and standard deviation for the
few-shot experiments using ChatNorT5.

Few-Shot with NorMistral The results of the
four prompts from the NorMistral zero-shot run
are reported in Table 8. We see that NorMistral
also struggles with making reliable predictions in
the 4-class setup, but performs well on pos and
neg, albeit not as well as ChatNorT5.

Comparison with Baseline We observe that for
the 4-class setup, ChatNorT5 achieves similar
scores to the baseline model in the zero-shot runs,
while NorMistral achieves notably lower scores
for all runs using the 4-class setup. However, for
binary sentiment, both generative models achieve
higher scores than the baseline in most cases, both
for zero-shot and few-shot. The low scores in the
4-class setup are surprising for both models, and
we hope to investigate this in later experiments.

Prompt ID 4-class 2-class
2-1-0 6.5 (0.4) 84.4 (0.1)
6-1-4 11.8 (0.2) 76.4 (0.5)
6-1-2-2 11.8 (0.2) 72.3 (0.3)
9-1-4 11.0 (0.1) 69.5 (0.5)

Table 8: Mean F1 and standard deviations for the
few-shot runs using NorMistral.
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Prompt ID A1 A2 A4 A6 A7
2-1-0 (2) 0.69 0.00 0.70 0.62 0.70
7-2-2 (4) 0.46 0.32 0.52 0.49 0.55
7-2-2 (2) 0.79 0.00 0.81 0.76 0.83
9-1-4 (2) 0.81 0.00 0.77 0.75 0.83

Table 9: Annotation agreement between the best
predictions and the human annotators. Annotators
A3 and A5 are not represented due to lack of ap-
plicable data in the test set. Prompt 7-2-2 is tested
both in the 2-class and the 4-class setup. Annotator
A7 did not partake in the previous IAA rounds.

6.3. Comparison with Human Annotators
Due to the inability of any prompt to reliably predict
the neut and mix classes, we selected prompts
based on the best 2-class results, along with the
best four-class and binary for zero shot Chat-
NorT5. This gives us three prompts: 7-2-2, 2-1-
0 and 9-1-4.

Model-annotator IAA We compared these three
combinations of prompts with models, comparing
them individually with each annotator, which have
the results presented in Table 9. We treat all docu-
ments annotated by an annotator as representing
that annotator, and calculate kappa scores between
the model and the human annotators, like we did
with the human annotators. For the full 4-class
problem, we see that agreement is low, but still not
as low as some of the project-initial disagreements.

Human versus Model While we found the F1

scores to much higher for the 2-class setup, treating
the model outputs as annotations still gives us lower
scores than that expected from humans familiar
with the task. The obvious issue is that we struggle
to get our models to reliably distinguish between
neutral and polar sentences. Inspection shows that
a prevalent error for both prompt 2-1-0 and 7-2-2
is to mistake positive sentences for negative, while
prompt 9-1-4 has more cases where the model
treats positive as negative. The most common
mistake in the 4-class setup for 7-2-2 is that non-
mixed sentences are classified as mixed.

7. Conclusion

This paper has described how free-text comments
in patient surveys collected by the Norwegian In-
stitute of Public Health have been annotated with
information about sentiment. Specifically, our data
comprise patient comments in Norwegian on ex-

periences with General Practitioners and Special
Mental Healthcare, which we have annotated with
positive/negative polarity (including intensity) on
both the comment- and sentence-level. In addi-
tion to describing the annotation guidelines and
presenting an analysis of the resulting dataset, we
also include experimental results on augmenting
the human annotations with predictions by two dif-
ferent open-source pretrained large language mod-
els (LLMs); ChatNorT5 and NorMistral. We
report results for both zero- and few-shot settings
for several different prompting configurations. We
find that the predictions of the LLMs are sensitive to
the particular prompt used, and that the best config-
uration depends on the specific model. Moreover,
while we find that both models perform well for the
simple binary cases where sentences are either
positive or negative, they both struggle with neutral
and mixed-polarity examples. Our error analysis
shows that the predictions of the LMMs used in
this study are still inferior in quality to the human
annotations for our dataset.

8. Limitations

Annotator representations Due to work load
limitations, we were not able to provide an even
distribution of data across human annotators. This
makes the claims on some of the annotators hold
less than for others.

Intensity While we would have liked to include
intensity scores, this will have to be the subject for
later research. While interesting due to being a
source of disagreement in humans, and we believe
that differences in the treatment of intensity might
reveal further differences between humans and
models, it requires more space than what we could
dedicate in this paper.

Variation We note that there is linguistic varia-
tion in the dataset, but addressing this is outside
the scope of our paper. We hope to be able to
return to this to be able to better assess how user
language might affect how patients’ voices are an-
alyzed using systems often trained and evaluated
on normative and edited language.

9. Ethical Considerations

While it might be possible to get similar or even bet-
ter results with certain commercial models, there
are several reasons why we opt for open-source
Norwegian models. First of all, these models can
be run locally, also without using APIs that would
require sending data to servers not cleared for stor-
age of our data, and do not pose any conflict in
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terms of privacy or potential data leakage. Sec-
ondly, models trained on data from the same area
as the patients might lead to less likelihood of cul-
tural bias affecting judgements. Finally, the models’
training data are open, and it is therefore possible
to investigate biases and potential problems should
they arise.
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Abstract

Ensuring equitable access to digital therapeutics (DTx) is essential to avoid healthcare inequalities in an era of

increasing digitization. This requires DTx to be tested with users from diverse populations, which is often not realistic

due to time and resource constraints. In this paper, we propose the use of large language models (LLMs) to simulate

diverse patients. Specifically, we manually create a patient vignette that characterizes a specific population group.

Variations of this vignette are used for role-prompting a commercial LLM, GPT-4, instructing the LLM to take on the

role described in the patient vignette and act accordingly. We investigate if the LLM stays in its given role. To do this,

we simulate a medical anamnesis interview with the role-prompted LLM and analyze its responses for compliance,

coherence, correctness, containment, and clarification. Our results show that GPT-4 generates compliant, co-

herent and clinically valid responses, including information that is not explicitly stated in the provided patient vignette.

Keywords:Large Language Models, Inclusive Design, Accessibility, Patient Vignettes, Simulation

1. Introduction

Digital therapeutics (DTx) promise to transform

patient care and outcomes (Dang et al., 2020).

As these digital interventions become more

widespread, it is important to ensure that their de-

sign is inclusive and accessible to diverse user

groups (Rivera-Romero et al., 2022). The princi-

ple of inclusivity not only enhances the usability of

DTx across different demographic groups, but also

underpins the effectiveness and equity of DTx.

However, testing a DTx with a broad spectrum of

patients is not only time consuming, but also re-

quires significant financial resources, limiting the

scope and frequency of these essential evalua-

tions. Furthermore, the recruitment process is in-

herently susceptible to selection bias, skewing the

sample and potentially missing critical user needs

and preferences which undermines the goal of in-

clusive design. Beyond, the participation of vul-

nerable groups often requires adaptations in the

testing procedure (Peute et al., 2022).

Given these limitations, there is a need for inno-

vative methods that can simulate a wide range of

patient populations. Specifically, this article aims

to explore the potential of Large Language Models

(LLMs) as a tool for simulating various user groups

based on patient vignettes. If LLMs are a reliable

method to simulate patient populations, they could

contribute to the development of more inclusive

and effective DTx relying on verbal communica-

tion, such as chatbots or conversational agents.

A vignette is a short, carefully written description

of a person or situation (Schoenberg and Ravdal,

2000). They are a useful tool for health educa-

tion, evaluating health professionals, conducting

health research (Evans et al., 2015), and evaluat-

ing symptom checkers (Ben-Shabat et al., 2022).

Benoit already investigated the ability of LLMs to

generate and rewrite vignettes (Benoit, 2023). In

contrast to their work, we are not interested in de-

veloping a text vignette using an LLM, but in us-

ing an LLM to simulate the patient characterized

by a vignette. Campillos-Llanos et al. already

created a system that simulates patients, but it

is based on terminology-rich resources instead of

LLMs (Campillos-Llanos et al., 2020). We assume

that LLMs might have the potential to simplify the

development of such a system, having recently

demonstrated human-level performance on vari-

ous tasks, e.g. for medical question answering

(Singhal et al., 2023) or for provision of medical

information (Cocci et al., 2024). LLMs can be in-

structed to follow a certain role (Kong et al., 2023)

such as the role of a teacher, physician etc. This

approach to role-prompting will be used in this pa-

per. Specifically, we will consider the following re-

search questions:

• Which aspects are needed to accurately sim-

ulate a patient?

• Do LLMs stay in the role defined by a vignette

and answer accordingly? Do LLMs instructed

to follow a role providemeaningful information

that is not explicitly contained in the patient

vignette?

This paper reports on the methodology and valida-

tion results based on a single patient vignette.
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2. Methods

In order to answer the above-mentioned research

questions, we follow a 5-step process, see Fig-

ure 1. First, relevant aspects needed for creat-

ing patient vignettes are collected based on a se-

lective literature review. These aspects comprise,

e.g., demographic data, past medical history and

current symptoms or medical problems. Second,

an example for each aspect of a patient vignette is

drafted.

1) Identify aspects of patient characteristics

2) Create example for each aspect

3) Develop prompt

4) Simulate medical history gathering

5) Validate and analyse generated answers

Figure 1: Methodology

Next, a prompt template is developed that instructs

the LLM used for validation to impersonate the per-

sonality described within the patient vignette. The

prompt development process is based on the work

of Wang et al. (Wang et al., 2024) and the recom-

mendations of OpenAI (OpenAI, 2024).

For the validation process, GPT-4 by OpenAI is

used due to its accessibility and unprecedented

performance. Reproducibility is ensured by im-

plementing a Python application that executes the

validation. Using the patient vignette and the

prompt template from the previous steps, we will

simulate a medical anamnesis interview between

a physician and a patient: For this simulation, the

patient is impersonated by the LLMwhile themedi-

cal history questions are manually entered into the

system. For each interaction, the previous interac-

tions are appended to a conversation history and

included in the model input. For conducting the

medical interview, we define a script based on the

recommendations to conduct a medical history in-

terview suggested by Füeßl et Middeke (Füeßl and

Middeke, 2022).

We carry out two ablation studies, removing spe-

cific parts of the patient vignette (e.g. secondary

information), in order to investigate whether the

LLM is able to infer information which is not explic-

itly stated in the vignette. After completion of the

interview, each turn of conversation is assessed

according to the following assessment categories.

The assessment is performed by both authors.

Additionally, a qualitative analysis of generated re-

sponses is carried out.

• Compliance: The model output complies with

the defined patient vignette.

• Coherence: The model output coheres with

previous outputs.

• Correctness: The model output is clinically

meaningful and realistic.

• Containment: The model output is explicitly

contained in the patient vignette.

• Clarification: The model output contains a

question asking for clarification.

3. Results

We make all results as well as the source code

publicly available as a Git repository via Zenodo

(doi:10.5281/zenodo.10889465). The total costs

for prompt template development and the valida-

tion of three variants amounted to USD 3,58.

3.1. Patient Vignette Development

Based on six sources, we identified 16 dimen-

sions to be included in a patient vignette, see Ta-

ble 1. We distinguish two categories of informa-

tion: Primary information is directly asked by the

health professional. Secondary information is usu-

ally not asked directly, but might have a major im-

pact on communication: For example, Clack et al.

investigate personality differences between clini-

cians and patients and their implications on the

patient-clinician relationship. Their findings indi-

cate that different types of personality can cause

miscommunication during the consultation pro-

cess (Clack et al., 2004). Redelmeier et al. review

the OCEAN taxonomy, an evidence-based model

to understand personalities, and state that spon-

taneous impressions formed by clinicians could

induce incorrect clinical judgements (Redelmeier

et al., 2021). Pérez-Stalbe and El-Toukhy identify

factors associated with poor patient-clinician com-

munication (Pérez-Stable and El-Toukhy, 2018).

Bartz et al. review the role of factors related to

sex and gender in healthcare (Bartz et al., 2020).

Chipidza et al. give recommendations on how to

evaluate and treat angry patients (Chipidza et al.,

2016).
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Dimension Source

Primary information

Current symptoms

Past medical history

Current medication

Triggering factors

Psychosocial aspects

Family anamnesis

Occupational anam-

nesis

(Füeßl and Middeke,

2022)

Secondary informa-

tion

Personality traits (Redelmeier et al.,

2021; Clack et al.,

2004)

Communication style (Clack et al., 2004)

Health literacy (Pérez-Stable and El-

Toukhy, 2018)

Race, geographic lo-

cation and country of

origin

(Pérez-Stable and El-

Toukhy, 2018)

Sex and gender (Bartz et al., 2020)

Emotion (Chipidza et al., 2016)

Language proficiency (Pérez-Stable and El-

Toukhy, 2018)

Digital literacy (Pérez-Stable and El-

Toukhy, 2018)

Socioeconomic status (Pérez-Stable and El-

Toukhy, 2018)

Table 1: Dimensions of information contained in a

patient vignette

Below, we show excerpts from the developed pa-

tient vignette for the dimensions current symp-

toms, past medical history, health literacy and

emotional state. For the complete vignette, we re-

fer to the Git repository.

• Current symptoms: You have a headache

and a fever

• Past medical history: You have a history of

migraines

• Health literacy: You are very knowledgeable

about your condition

• Emotional state: You are feeling anxious and

depressed

The following task prompt was developed iter-

atively and additionally self-improved by asking

GPT-4 for optimisation: Imagine that you are in

the shoes of a patient during a medical consulta-

tion. You are about to engage in a detailed con-

versation with a healthcare provider who is tak-

ing your medical history, also known as an anam-

nesis. Below, you will find specific information

about your health, lifestyle, and medical back-

ground. Use this information to respond accu-

rately and thoughtfully to the healthcare provider’s

inquiries. Remember, your role is to embody the

patient’s experience, drawing from the details pro-

vided. Your responses should reflect the depth

and nuances of the concerns, experiences, and

medical history of a real patient. <Dimensions

are inserted here>. As the consultation wraps

up, remember to stay true to the character and in-

formation you have been given. If the healthcare

provider asks for details not explicitly mentioned,

use your imagination to provide realistic and con-

siderate answers that align with the character’s

background and current health scenario. Should

any question seem unclear or unfamiliar based

on your role as the patient, don’t hesitate to ask

for further clarification, just as a real patient might

seek to understand their healthcare provider’s in-

quiries fully.

3.2. Anamnesis Simulation and
Validation of Role-prompted LLM

The anamnesis simulation consisted of eleven

questions posed to the LLM in total, see below:

1. Tell me more about your symptoms.

2. Can you give me more details regarding your

headache?

3. Tell me more regarding its localization and

spread.

4. Tell me more about its quality.

5. Tell me more about its severity.

6. Are you currently taking any medication?

7. Have you noticed any factors that trigger your

symptoms?

8. Do you currently face difficult situations in

your life?

9. Are there any diseases that run in your family?

10. What is your occupation?

11. Are you taking the pill?

In total, three variations of the patient vignette

were investigated: As baseline, the complete pa-

tient vignette was used. For the first ablation

study, we only kept primary information according

to Table 1 and removed all secondary information.

For the second ablation study, only current symp-

toms were retained as primary information and all

secondary information was retained. The results

of all three variants are summarised in Table 2.

Across all three simulation variants, GPT-4 gen-

erated answers that complied with each vignette,

22



Variant Compliance Coherence Correctness Contain-

ment

Clarification Average

word count

of model

answers

Baseline 100 % 100 % 100 % 64 %

(n=7/11)

0 % 53

Ablation 1 100 % 100 % 100 % 45 %

(n=5/11)

0 % 41

Ablation 2 100 % 100 % 100 % 9 %

(n=1/11)

0 % 78

Table 2: Validation results: For each variant, the same eleven questions were posed to the role-prompted

model.

that cohered with previous answers given and that

were clinically meaningful and realistic. It be-

comes apparent that the model makes up large

proportions of its output, realistically adding in-

formation to the provided vignette. This effect is

strongest in ablation 2; ten of the eleven gener-

ated responses contained information that was not

included in the patient vignette. The model did

not ask for clarification. Interestingly, the model

used a scale from one to ten to answer the ques-

tion about the intensity of symptoms. We can also

see that the model tends to negate specific ques-

tions, e.g. regarding the use of oral contracep-

tion, instead of making up an answer. For exam-

ple, in ablation 1 the model gave the following an-

swer: No, I am not currently taking any form of

contraceptive pill. Other than the Tylenol for my

headaches, I’m not on any other medication. How-

ever, in case the model adds information to the

provided vignette, it shows coherence when doing

so: For example, the model mentioned the use of

ibuprofen twice during the anamnesis simulation

(ablation 2). On average, GPT-4 generates the

longest answers with only minimal primary infor-

mation (ablation 2) and the shortest answers when

omitting secondary information (ablation 1).

4. Discussion and Outlook

In this paper, we show a first approach to simulat-

ing various patient populations based on manually

drafted patient vignettes. We identified 16 dimen-

sions to be included in a patient vignette. GPT-4

generates compliant, coherent and clinically valid

responses and succeeds in adding additional in-

formation not contained in the patient vignette.

The role-prompted LLM comprehensively de-

scribed the headache that was mentioned as

symptom in the vignette. While the vignette only

contained the term ”headache” and, in case the

medical history was included, the term ”migraine”,

the description of pain was very detailed, even

including a rating of the pain on a scale. In

this sense, we can conclude that the LLM acted

well in its defined role. However, it remains

open to study whether these extensions and elab-

orations of the symptoms are biased or follow

certain stereotypes. Furthermore, it is still un-

known whether more complicated vignettes re-

flecting complex clinical cases can still be accu-

rately simulated.

Furthermore, it is interesting that the generated

answers are longer when less primary informa-

tion is provided in the vignette. Thus, when the

LLM lacks a clear guidance, it fills the gaps as re-

quested in our prompt, but with a higher risk of los-

ing its role and adding information that does not fit

accordingly. In none of the three variants, the LLM

asked for clarification, although the prompt sug-

gested this. A reason might be that the questions

for medical history taking were pretty simple. How-

ever, other researchers have already found that

LLMs are unable to ask for clarification and, there-

fore, to play a proactive role (Deng et al., 2023).

This paper reports work in progress and thus

has some limitations: We conducted this study

with only one patient vignette that was created

by a medical informatician without clinical valida-

tion. Similarly, the assessment of generated an-

swers was carried out by both authors who have

a background in medical informatics, but no med-

ical training. The literature considered for identi-

fying the aspects considered in the vignette was

collected in a selective non-systematic literature

research and did not use a consensus-based ap-

proach. In future work, when developing more vi-

gnettes, we will follow the recommendations for vi-

gnette content provided by Evans et al. (Evans

et al., 2015). Instead of inventing patient histo-

ries, synthetic patient data could be used (Guil-

laudeux et al., 2023). Furthermore, our approach

is based on GPT-4, a commercial LLM. Future re-

search might focus on investigating whether simi-

lar results can be achieved with open source LLMs

such as BioMistral, a set of LLMs based on Mis-

tral being further pre-trained on texts from PubMed

Central (Labrak et al., 2024).
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We highlight additional open research topics:

LLMs might deny impersonating specific patient

vignettes due to the practice of model alignment,

where undesired or harmful behaviour is reduced

during the training process. Also, mimicking cer-

tain personality features might be impossible (e.g.

becoming aggressive). In this way, the approach

will fail to properly simulate a patient. Furthermore,

the patient vignette used for the three variants was

rather short. It must be noted that the length of

the vignette as well as the simulated conversation

are directly proportional to model cost. This is be-

cause the costs of the commercial model are cal-

culated on the basis of the input and output length.

For each request, the entire conversation history is

attached as model input, accumulating over time.

We envision two use cases for the application

of the methodology tested in this paper, includ-

ing educational purposes and evaluation of DTx.

Simulations are used to train health professionals

to act appropriately in critical situations or, gen-

erally, in patient interactions. A frequently cho-

sen approach is to hire actors who simulate pa-

tients. With our approach, patients could be sim-

ulated by a role-prompted LLM, augmented by

text-to-speech generation. The interaction could

take place between the LLM and the health pro-

fessional in training. For such a use case, it is

less important that all the information provided is

correct in a clinical sense (patients might also be

inconsistent in their statements). It is more im-

portant that the main characteristics of the role

are maintained, i.e. the health literacy level or

cognitive abilities. Our evaluation corresponds to

the general principles of simulation-based learn-

ing (Herold-Majumdar et al., 2023). In these set-

tings, the simulated interaction takes place and is

analysed afterwards. It still has to be assessed

whether our approach is effective for such educa-

tional purposes.

Another potential application area is using the role-

prompting-based simulation to evaluate DTx that

are centred on communication. For example, con-

versational agents could be tested with such sim-

ulated patients. This would allow challenging the

DTx with a diversity of user inputs, in different lan-

guage capabilities, health literacy levels, etc. For

this scenario, it still has to be clarified how role-

prompted LLMs react to ambiguous or unclear in-

put. To support this, we plan to develop a patient

vignette generator where the different characteris-

tics can be selected from a predefined list and the

clinical validity of the generated patient vignette

can be ensured. This vignette can then directly be

used for role-prompting in an LLM. We conclude

that there is potential in using LLMs together with

patient vignettes to simulate interactions with pa-

tients. A more in-depth analysis is required to sys-

tematically identify potentials and limitations.
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Abstract 

In this article, we aim to measure the patients’ progress in recognizing and naming emotions by capturing a variety 
of phenomena that express emotion in discourse. To do so, we introduce an emotion annotation scheme adapted 
for Acquired Brain Injury (ABI) patients’ narratives. We draw on recent research outcomes in line with linguistic and 
psychological theories of emotion in the development of French resources for Natural Language Processing (NLP). 
From this perspective and following Battistelli et al. (2022) guidelines, our protocol considers several means of 
expressing emotions, including prototypical expressions as well as implicit means. Its originality lies on the 
methodology adopted for its creation, as we combined, adapted, and tested several previous annotation schemes 
to create a tool tailored to our spoken clinical French corpus and its unique characteristics and challenges.  
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1. Introduction 
Corpora enriched with emotional information 
become increasingly important, especially in 
clinical linguistics. In the field of Natural Language 
Processing (NLP), finding a consensus on 
emotional categories and their expression as well 
as developing an automatic emotion annotation 
system is a widely recognized challenge (see for 
instance EmotionX challenge in Hsu and Ku, 2018 
or, for French, the DEFT challenges 2015; 2018). 
In automatic emotion detection, most of the 
existing corpora are written. Spoken French and 
particularly patients’ narratives have been little 
explored, due to the lack of available data 
(Amblard et al., 2020). Patients’ narratives 
represent valuable data for doctors, linguists and 
NLP researchers, as they can be used for 
diagnosis purposes, to evaluate the effectiveness 
of a therapy or to detect imminent signs of a crisis. 
These corpora represent real challenges for NLP 
systems due to phenomena related to the oral 
channel such as disfluencies, repetitions, 
hesitations. Various expressions of the emotions 
can be found in these narratives and NLP 
systems fail to identify them, because of the large 
variability of their expressions: simple words, 
multi-word expressions, entire sentences. 

Our corpus is composed of patients’ narratives 
suffering from Acquired Brain Injury (ABI), who 
present difficulties naming their emotions. In this 
article, we aim to measure the patients’ progress 
in recognizing and naming emotions by capturing 
a variety of phenomena that express emotions in 
discourse. To do so, we introduce an emotion 
annotation scheme to improve understanding of 
ABI patients’ narratives. We exploit recent 
research outcomes in the development of French 
NLP resources for emotion annotation  (Etienne 

et al., 2022; Troiano et al., 2022; Cortal et al., 
2023; Etienne, 2023), in line with linguistic and 
psychological theories of emotions. Following 
Battistelli’s et al. (2022) guidelines, our protocol 
(§ 4) considers several means of expressing 
emotions, including prototypical expressions (e.g. 
‘I’m angry’) and implicit means. Its originality lies 
on the methodology adopted for its creation. We 
combined, adapted, and tested several previous 
annotation schemes (§ 3.2) to create a new one 
adapted to our spoken clinical French corpus and 
its unique characteristics and challenges. The 
narrative corpus shows the patients’ difficulties, 
and the need to encode the subtle and non-
standard ways they use to convey them. Our 
scheme enables a lightweight and flexible 
annotation that codes the specific features of 
emotional expressions in spoken language, such 
as lexical repetitions, hesitations, non-standard 
idioms, and emotion expressions diluted over 
several sentences.  

The paper is organized as follows. First, we 
present the context of our research (§ 2), followed 
by the psycholinguistic and NLP research projects 
used to create our annotation scheme (§ 3). We 
then describe our corpus, our annotation scheme, 
and our methodology (§ 4). Finally, we discuss the 
annotation campaign, the results obtained, and 
the drawbacks of our method (§ 5). We conclude 
with the future perspectives, including some 
solutions to the obstacles encountered (§ 6). 

2. Context of the Study 
Our study takes place within the participatory 
research project GRoupeRegulationEMOtion for 
people with acquired brain injury (GREMO; NCT 
05 39 34 92 Regulating Emotions and Behaviors 
After Brain Injury) involving clinical psychology, 
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linguistics and NLP. GREMO is an intensive 
emotion regulation intervention comprising group 
sessions and individual psychotherapy based on 
Dialectical Behavior Therapy (DBT) developed by 
Linehan (2015). Patients with an ABI may suffer 
from emotional dysregulation for which evidence 
lacks to establish adapted treatments. Moreover, 
patients’ alexithymia (affect disorder) and lack of 
insight biases the usual measures of patient-
reported outcomes. One of the aims of the 
GREMO group is to help patients (re)learn 
emotional regulation skills and to associate 
physiological and behavioral changes, such as 
increased heart rate, screaming, and sweating, 
with specific emotional states like anger and fear. 
They also learn to link these changes with 
stereotypical situations, such as being lied to, 
yelled at, or abandoned. 

The overall goal of the project is to explore a new 
objective measure of emotional regulation 
through linguistic and pragmatic markers, that 
could be used to test the effectiveness of DBT  in 
ABI (Kuppelin and Krasny-Pacini, 2023). In 
addition to the other standard outcome measures, 
45 patients with chronic ABI were voice-recorded 
for 40-90 minutes semi-directive interviews. The 
interviewer asks the patient to recount 
emotionally-charged memories or to describe the 
emotions they feel when shown an emotionally-
inducing or a neutral image, at 3 time points 5-
month apart: at the beginning of the baseline (T0, 
5 months before the therapy), immediately before 
therapy (T1, to explore retest effects and stability 
of response) and immediately after therapy (T2, to 
explore for gains due to a 5-month intensive 
DBT). All patients are fluent but have pathological 
scores on the clinical evaluation scales: they have 
impaired cognitive functions and suffer from 
emotional regulation difficulties. 

3. Emotion in Psycholinguistics and 
in NLP: A Brief Overview 

We do not aim to provide an exhaustive overview 
of the literature on emotions and the distinctions 
between emotion, feeling, affect or sensation and 
opinion that vary greatly from one author to 
another. In the psychiatric field, Sifneos (1996: 
138) recommends “for clarifications purposes, 
that in future studies ‘affect’ should be used as a 
general term to include ‘emotion’ with its somatic 
components and ‘feeling’ with its subjective 
experiential aspects.” Some linguists suggest, on 
the contrary, to avoid this too conventional and 
technical term which does not reflect the 
difference between inner feelings (i.e. 
contingents) and behaviors or attitudes that are 
subject to external judgement (Polguère, 2013). In 
NLP, the label of emotion seems to prevail and is 
used as a generic term including opinions and 
attitudes (Suttles and Ide, 2013; Bostan and 
Klinger, 2018). 

It is crucial to consider these theoretical aspects 
which inevitably influence annotators’ decisions. 
Speaker’s intuition regarding the difference 
between an attitude and an emotion strictly 
speaking highlights the difficulty of defining 
semantically vague concepts in everyday words. 
While we aspire obtaining a fine-grained robust 
description model of emotions applicable to 
various corpora, the paradox is that the greater 
the number of categories added, the lower the 
inter-annotator agreement (see Öhman, 2020).  

3.1 Emotion in Psycholinguistics 
It is well known that there is no widely accepted 
and satisfactorily used classification of emotions. 
The psychologist Ekman (1992) considers that 
emotions are discrete, categorizable units which 
can be reduced to a finite number of primary or 
primitive emotions (fear, sadness, disgust, joy, 
surprise and anger). Other classifications reckon 
with the dimensional viewpoints, advocated by 
Wund (1903) and Russel (1980) in particular, who 
see emotions as belonging to positive/negative 
axes, and of high or low intensity (see Galati and 
Sini, 1998). This also ties in with the Appraisal 
Theory (Lazarus, 1991;  Frijda, 2007; Ellsworth, 
2013) where emotions involve an evaluation that 
has caused a given reaction.  

Linguistically speaking, emotions have been 
studied in terms of their explicit expression, using 
idioms and terms that directly describe emotional 
states (e.g. ‘I feel bad’, ‘I’m happy’; Anscombre, 
1995 ; Flaux and Van de Velde, 2000). Emotion is 
understood in the sense of a physio-psychological 
manifestation in an affected ‘place’. Nonetheless, 
statements conveying emotional information are 
not limited to those that explicitly name an affect. 
Micheli (2014) for instance distinguishes between 
explicit and implicit modes of expressing 
emotions. Wharton and de Saussure (2022: 670) 
also insist on considering “expressions that are 
irreducible to purely conceptual or propositional 
meanings” such as interjections. In the same vein, 
Etienne and Battistelli (2021) note two modes of 
expressions which do not rely on emotional 
labels: those arising from situations typically 
associated with a particular emotion, such as a 
funeral, a party or get slapped, and those being 
cues or consequences of the emotion expressed 
in the discourse, such as interjections, 
exclamatory statements and descriptions of 
behaviors associated with emotions. To sum up, 
emotions can be expressed explicitly through 
emotion labels, while implicit modes of 
expressions are inferential. 

In our study, we consider that emotions stand out 
from other affective phenomena such as 
sensations, feelings, moods because of their 
praxis which underlies their categorization in 
language (see also the primitive “WANT to do” in 
Wierzbicka, 1992 or “the urge to act” in the 
GREMO program). The concept of emotion in the 
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repertoire of everyday language is defined by 
typical situations to which we react with certain 
affective manifestations that may be followed by 
typical behaviors: emotions are in a sense a type 
of behavior, or at least are strongly linked to 
behaviors/attitudes that they motivate in response 
to practical scenarios.  

3.2 Emotion Annotation in NLP: 
Important Findings 

Due to the difficulties of classifying emotions, 
authors of automatic emotion detection systems 
were from the very beginning aware of the fact 
that emotion annotation is not a simple emotion 
tag assignment. In other words, it seems 
impossible to just apply any annotation guidelines 
randomly. Existing annotation schemes consider 
different categories (private states, beliefs, 
thoughts, opinions, emotions), different emotion 
taxonomies, and procedures in one or two steps 
(word level and/or sentence level annotations) 
that may include or not intensity and polarity. And, 
most importantly, they may consider or not 
negation and modality. Finally, it is not always 
clear if context elements play a role in annotators’ 
decisions nor if implicit means are processed. 

Dimensional viewpoints and primary emotions are 
the most common for the modeling of lexical 
resources such as “Affects Lexicon” (Augustyn 
and Tutin, 2009), “Polarimots” (Gala and Brun, 
2012) or “Diko” (Lafourcade et al., 2015).  These 
resources generally use the Ekman’s 
classification, the most widely accepted in NLP, 
which requires clear and simple categories as 
stated above. The use of a categorial 
classification is here the easiest way to implement 
a model for automatic emotion detection tools 
(Bhaumik et al., 2023; Cortal et al., 2023). Other 
systems create corpora taking into account the 
dimensional issues of the emotions proposed by 
the appraisal theory (Troiano et al., 2023). 
Besides Ekman’s primary emotions, some 
annotation schemes add “complex emotions” 
(combinations of primary ones) following Turner’s 
sociological taxonomy (2007): e.g. ‘pride’ as the 
combination of ‘happiness’ and ‘fear’ (Aman and 
Szpakowicz, 2007; Chen et al., 2009; Etienne and 
Battistelli, 2021). Plutchik’s (1980) taxonomy 
identifies eight basic emotions: joy, fear, disgust, 
anger, sadness, surprise, confidence, and 
anticipation. This taxonomy is included in some 
annotation guidelines, such as in Giouli et al. 
(2014). But it is important to note that the use of 
Ekman’s six primary emotions or Plutchik’s 
taxonomy does not limit annotations to six or eight 
labels. Most annotation schemes associate each 
of them with relevant keywords (e.g. ‘anger’ can 
be associated with words such as hate, dislike, 
and disgust). Other models include several tags 
from the outset: Vidrascu (2007), based on 
Kappas et al. (1991) work, considers 20 labels of 
discrete emotions, Augustyn (2015) opts for 41 

preestablished emotional categories, Abdul-
Mageed and Ungar (2017) or Demszky et al. 
(2020) built a large dataset for the 24 labels of the 
Plutchik’s wheel.  

Another crucial point in emotion annotation tasks 
is polarity and intensity. Most of annotation 
schemes distinguish between positive, negative, 
none for polarity and low, medium, high 
(sometimes extreme) intensity or measured on a 
scale from 1 (low) to 5 (extreme).   

Emotion annotation might sometimes be divided 
into 2 subtasks: a) emotion detection, which 
distinguishes between emotional and neutral 
content, generally at the utterance level and b) 
emotion classification, which assigns an emotion 
tag to a word (Aman and Szpakowicz, 2007; Chen 
et al., 2009; Giouli et al., 2014). Most projects opt 
though for a word-level, chunk or clause-level 
annotation (Vidrascu, 2007; Wiebe et al., 2005; 
Augustyn, 2015; Roman et al., 2015). Finally, 
sentences containing negation or modality are 
usually filtered out. As far as the distinction 
implicit/explicit is concerned, explicit mentions are 
preferred, pragmatic considerations being context 
dependent and thus difficult to apply by the NLP 
systems. 

To sum up, there is no unified emotion 
classification in the existing NLP annotation 
projects, resources, or tools. Units’ delimitation is 
also variable: word-, chunk- or sentence-level are 
used to annotate emotions and the adjacent 
properties. Some of them consider intensity or 
polarity, but usually negation, modality or 
pragmatic aspects are neglected (except for 
Grabar and Dumonet, 2015). 

4. Annotation Scheme 
We opted for creating our own guidelines by 
combining and adapting existing ones (§ 3.2 and 
5.2) to focus on specific aspects of our study. The 
aim is not to annotate the emotions felt by the 
patient, nor the interviewer’s discourse. Our goal 
is to capture the variety of ways in which a patient 
expresses emotions, including when they are 
attributed to others, denied, or modalized. The 
annotation is made, beyond the sentence, by 
trying to limit the influence of the general context 
and has two layers. The first is an utterance-level 
annotation, which allows annotators to distinguish 
between sentences that convey emotion from 
those that do not (Yes/no answers). This level 
also encodes information on polarity, intensity, 
and emotional categories, which are detailed 
below: 

Figure 1: Sentence Layer (yellow) in INCePTION 
(Klie et al., 2018) 
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The last sentence in Figure 1 is annotated for 
emotion (i.e., as conveying an emotion or not, 
‘Oui/Yes’), intensity (‘non-intense’), and polarity 
(‘Negative’). The emotion category (‘Peur’/‘Fear’) 
is also tagged. 

The second layer identifies the salient emotional 
expression in the labeled sentences (see Fig. 1 
‘être stressé’ ‘to be nervous’). Emotions are 
encoded as either explicit or implicit, depending 
on whether they are directly mentioned or 
suggested by cues in the discourse. Implicit 
marks of emotional expression can be further 
specified as either ‘suggested’ or ‘manifested’ 
(see below). The diagram in Figure 2 illustrates 
the different levels and types of annotation: 

Figure 2: Annotation scheme 

When a sentence expresses an emotion, it is then 
tagged with more specific modalities: polarity 
(positive, negative, mixed, uncertain), intensity 
(intense or non-intense), and emotional category. 
Sentence-level annotation of polarity considers 
the overall evaluation of the sentence and 
negation markers invert it. This layer also includes 
intensity, which can be intrinsic to the linguistic 
expression used (e.g. ‘terrified’ signals a high 
level of fear, ‘enraged’ a high level of anger), 
conveyed with modifiers (‘very angry’) or syntactic 
phenomena such as repetition and accumulation. 
The polarity and intensity features are encoded at 
the sentence-level to capture a range of 
intensifying phenomena without annotating them 
explicitly, thus reducing the cognitive cost for the 
annotator. 

The properties of emotional category correspond 
to a fine-grained annotation of the emotion 
expressed by the tagged sentence. Eight 
emotional categories were chosen based on the 
DBT therapeutic manual given to patients: anger, 
sadness, joy, fear, disgust, guilt, jealousy, love. 
These emotions, their characteristics, triggers, 
and consequences are discussed in detail during 
therapy sessions. Five of them (the first listed) 
correspond to Ekman’s primary emotions. 
Surprise was not kept because it is considered too 
fleeting. The remaining three are complex, social 
emotions (§ 3.2). An ‘Other’ choice was also 
included, permitting the annotator to add new 

categories, bringing the total number of 
categories to nine. 

Moreover, the second layer distinguishes 
between the explicit and implicit way of 
expressing emotion. Explicit expressions directly 
designate the psychological states involved using 
nouns, verbs, adjectives, locutions, and multi-
word expressions that refer directly to an emotion. 
The annotator can use a list of keywords 
corresponding to the emotional category based 
on EMOTAIX lexicon (Piolat and Bannour, 2009). 
To determine whether an expression falls under 
the explicit category of a designated emotion, we 
apply the lexicographical criteria cited in Etienne 
and Battistelli (2021): the expression should be 
found into a list of keywords associated with an 
emotion. 

Although annotators were encouraged to choose 
from the list of emotion labels, an open-ended 
field was also available in case they felt it 
necessary to add a label (Devillers et al., 2002). 
We knew that there was a risk of irrelevant 
answers, but we thought that it was worth trying to 
account for the possible diversity of emotions 
based on speakers’ intuition. We will briefly 
discuss this point in section 6.2. 

If the emotional triggers do not meet the above 
conditions, they are annotated as implicit 
expressions. There are two types of implicit 
expressions. First, ‘suggested emotions’ (Etienne 
and Battistelli, 2021; see also Micheli’s 2014 
‘supported’ emotions) refer to a situation, an 
event, or a detail which is a socio-culturally 
accepted reason for the source of an emotion (for 
example, a funeral is seen as a situation 
generating sadness). Then, as discussed in 
Etienne and Battistelli (2021), ‘displayed’ and 
‘behavioral’ emotions, are expressed implicitly 
through actions or descriptions of actions 
resulting from an emotion. This kind of emotion is 
called in our scheme ‘manifested’ (Fig. 2). In this 
case, the inference is made in the opposite 
direction from the suggested emotion. This allows 
for the annotation of phenomena such as 
laughing, crying, or clenching one’s teeth in 
response to an emotional state. If a fine-grained 
inferential label of the implied emotion cannot be 
attached to either category, the annotator can tag 
the expression as ‘Uncertain’, allowing for the 
identification of more borderline expressions.  

To avoid contextual influences, annotated 
sentences were taken out of context. Annotators 
were asked to start annotating transcripts from the 
end of the transcription to the beginning to limit 
subjective biases. Additionally, the number of 
labels for all properties has been reduced to 
facilitate annotators’ decisions and homogenize 
annotations. Decision trees were also provided: 

29



Figure 3: Decision tree for the sentence-level annotation 

Figure 4: Decision tree for the expression-level annotation 

5. Application of the Annotation 
Guidelines 

The corpus was annotated by nine expert 
linguists. All annotators were trained to use the 
tool INCePTION (Klie et al., 2018) with which the 
campaign was conducted. Nine of the ten 
transcripts were annotated by three different 
annotators, making it easier to resolve any 
discrepancies in the annotations. The remaining 
transcript was annotated by all nine annotators 
and served as a control annotation to assess 
more accurately inter-annotators’ variability, their 
understanding and proper application of the 
guidelines. The corpus was annotated in a blind 
manner, without knowledge of the patient or the 
recording time. The annotation campaign lasted 3 
weeks. In general, the Emotionality task (Yes/no) 
was easier to perform than deciding on the 
categories of emotions (§ 5.2).  

5.1 Corpus Description 
The corpus contains transcriptions of interview 
recordings conducted with patients at the three 
stages of the protocol (§ 2). The recordings were 
transcribed following specific XML transcription 
guidelines that included tags for turns of speech 

and disfluency phenomena such as hesitation and 
repetition. The corpus was then segmented into 
sentence units using the Whisper automatic voice 
recognition tool developed by OpenAI (Radford et 
al., 2022). This tool segments recognized 
sentences based on prosodic and syntactic 
parameters. Whisper was solely used for the 
segmentation step, as it did not perform well on 
the transcription task due to the unique features 
related to ABI patients’ speech, such as stuttering, 
long pauses, and non-standard speech rate. The 
corpus was segmented into sentences by 
comparing Whisper’s output with our manual 
transcriptions and by incorporating them where 
the tool added full stops. It was manually 
corrected when necessary. 

To begin the annotation test phase, we first 
trained the annotators on a transcript extract. We 
then selected 10 transcripts, totaling 7 hours, 41 
minutes and 1 second of recording time. The 
patients’ speech consists of 58,625 tokens. The 
interviewers’ speech is not meant to be annotated 
as already mentioned. The 10 transcriptions 
include 5 pairs of recordings produced at two 
different times by the same person. Of these 5 
pairs, 2 are control pairs, allowing us to compare 

30



speeches at T0 and T1. The remaining 3 pairs are 
GREMO pairs of T1 and T2 recordings, i.e., pre- 
and post-therapy.  

Figure 5: Corpus composition 

This distribution of the transcriptions enables us 
to compare the annotations before and after 
therapy (§ 2). 

5.2 Annotation Results 
Cohen’s Kappa inter-annotator agreement 
(Cohen, 1960) for the ‘Emotionality’ (Yes/No) 
property, which indicates whether a sentence 
includes emotional information or not, is ranged 
from 0.4 to 0.74 among all the pairs of annotators, 
with an average of 0.60. Thus, most annotators 
agreed on the emotional expression of a segment. 
At this stage of the study, our primary focus was 
to compare the ability to consistently recognize an 
‘emotional’ sentence. Nevertheless, we can 
mention the following scores for the other 
properties annotated. The ‘Polarity’ feature 
ranges from 0.38 to 0.68 among annotator pairs, 
while the ‘Emotional Category’ ranges from 0.22 
to 0.62. By way of comparison, we can mention 
Kim and Klingers’s (2018) findings who reported 
agreement ranging from 0.06 to 0.40 for the 
annotation of 8 emotions out of 1115 sentences. 

Emotionality. 

Figure 6: Overall results for the Emotionality 
feature 

More than 33% of sentences uttered by the 
patient were annotated as containing an 
emotional expression. This was expected as the 
narration of emotional memories naturally leads to 
emotion expressions. Variability in the proportion 
of emotional sentence (ranging from 18,9% to 
48,8%) reflects differences in narrative strategies 
among individuals. We hypothesize that this could 
also serve as a reliable marker for alexithymia, 
which will be explored in future work. 

Polarity. Out of the 1489 annotated sentences, 
445 (29.9%) were positive, 938 (62.9%) were 
negative, 65 (4.4%) were of mixed polarity, and 
41 (2.8%) uncertain. The sentences marked as 
‘Uncertain’ were mostly related to contexts of 
incomprehension (e.g. ‘I may have felt a lot of 
emotions, but I can’t remember them now’) or 
general discussions about emotions. 

Intensity. A total of 332 sentences (22%) of the 
1489 annotated sentences in the corpus were 
considered as intense. It is worth noting that, for 4 
out of the 5 patients, the number of sentences 
judged as carrying intense emotional information 
increased between the 1st and 2nd corpus 
recordings (T0-T1 or T1-T2; see section 2). 

Emotion categories. The emotional categories 
assigned to the sentences in our corpus 
expressing emotions are distributed as follows: 

Figure 7: Distribution of the emotional categories 

 

The categories of disgust and jealousy were 
rarely used for annotation, while the ‘Other’ 
category accounts for more than one sentence 
out of every 20. This indicates an imbalance 
between the emotional categories taught to 
patients during therapy and the concepts 
expressed during narration, which will be 
discussed in section 6.2. 

Emotion expression. Regarding the second level 
of annotation for the trigger expression of 
emotional interpretation, we annotated 2054 
expressions within the 1489 emotional sentences 
in our corpus. On average, there were 1.36 
emotional expressions per sentence. Four out of 
five patients showed an increase in the proportion 
of emotional expressions per sentence between 
the first and second recording. This might suggest 
a higher concentration of emotional terms in their 
narrative, indicating an improvement in the 
structuring and delivery of the emotional message 
after the therapy. 

Expression modes. Out of the 2054 annotations, 
804 were explicit expressions of emotions, which 
accounts for approximately 40%. The remaining 
1250 expressions were categorized as 70% 
suggested (886) and 30% manifested (364). 

patient 
code

recording 
time

sentence 
number

emotional 
sentence 

proportion of 
emotional 

A T1 670 260 38,81%
A T2 477 141 29,56%
B T1 406 179 44,09%
B T2 324 158 48,77%
C T1 291 131 45,02%
C T2 396 150 37,88%
D T0 120 27 22,50%
D T1 291 55 18,90%
E T0 434 180 41,47%
E T1 473 208 43,97%

Total 3882 1489
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Although they learn to articulate their emotions 
more, as their speech is not artificial, it is 
governed by general pragmatic principles: for 
instance, it is redundant to say that a funeral is 
sad.  

5.3 Related Work: Comparison with 
other Emotion Annotation 
Guidelines 

Etienne’s and Battistelli’s guidelines (2021) 
suggest annotating several elements such as the 
experiencer, the cause and the consequence of 
the emotion, the affect relationship or emotional 
passage schema. Additionally, the guidelines 
offer to annotate explicit and implicit emotions 
(and their subtypes). 

These guidelines have been selected as the basis 
of our annotation scheme due to the distinction 
explicit/implicit emotions and the variety of 
subtypes of implicit emotions. However, unlike 
Etienne et Battistelli (2021), we do not annotate 
the experiencer, the cause, the consequence or 
the affect relations, due to the spoken clinical 
nature of our corpus and the specific purpose of 
our annotation scheme. Besides, contrary to 
Etienne and Battistelli (2021), polarity and 
intensity were added at the sentence level to 
make it easier to take into account the negation 
and the intensifiers at a higher-level annotation.  

Thus, three labels were added for polarity: 
positive, negative and uncertain. The latter was 
used to identify contexts in which emotion is 
mentioned but the narrative is not axiologically 
marked. Polarity tagging was based on the results 
reported by Wiebe et al. (2005), who include 
positive, negative, other and none, and by 
Vidrascu (2007) who tags polarity as positive, 
negative and unknown (see Bostan and Klinger, 
2018 for an overview). Valence (“the 
pleasantness of the stimulus”; Warriner et al., 
2013) is important when we deal with more 
complex emotional expressions (e.g. 
‘conforter’/‘to comfort’ suggests sadness but a 
positive polarity). Additionally, annotating polarity 
helped us capture all cases of denied or 
modalized emotion. By doing so, we proceeded in 
the opposite way to Etienne and Battistelli (2021): 
for a sentence like “Paul n’est pas heureux/Paul 
is not happy”, the authors annotate ‘happy’ in the 
‘joy’ category, whilst we tag the whole sentence in 
negative polarity (negation of a positive emotion) 
and annotate it as ‘sadness’. Along with polarity, 
the intensity of the emotion was tagged in a 
simpler way than other guides, that is intense or 
not intense (Augustyn, 2015 and Roman et al., 
2015 distinguish two levels of intensity:  
medium/high and low/non-low). This approach, 
which does not just rely on the lexicon, allowed for 
strong charged expressions to be retrieved: e.g. 
‘Je n’y arrive pas’/I can’t manage it’, ‘ce n’est pas 
facile’/‘it’s not easy’, ‘c’est trop pour moi’/‘it’s too 
much for me’, ‘Je ne peux plus le faire’/‘I can’t do 

it anymore’, ‘ce n’est pas la peine’/‘there is no 
point (in doing…)’.  

Our two-step annotation is inspired by Giouli et al. 
(2014). The authors annotate in emotion both at 
the utterance-level (for an entire sentence, 
emotion: yes/no) and at the word or the multi-word 
expression-level (emotion tags). The aim is to 
obtain a corpus annotated in several levels, with 
the wider context of what we called the 
‘sentence_emo’, and the finer context of the 
expression (word or multi-word) conveying an 
emotion (Aman and Szpakowicz, 2007). The 
double level makes it possible to create a corpus 
of negative examples, with sentences containing 
no expression of emotion. In the context of an 
spoken corpus, automatic segmentation is based 
on pauses. Annotation at the utterance-level 
allowed us thus to remove truncated and 
incomplete segments from the annotation. 

Finally, contrary to Etienne and Battistelli (2021), 
our annotation is intended to be context-free. A 
major contribution of our work relies on the 
guidelines given to annotators: as mentioned 
before, annotators were asked to consider each 
sentence separately, preferably in disorder, 
without taking the context into account for the 
analysis. As the patients’ transcripts narrate 
memories of their lives at the first person, which 
are sometimes difficult and emotionally charged, 
it is easy for the annotator to fall into empathy and 
annotate contexts that are too broad because of a 
possible identification with the patient.  

Our approach can also increase our knowledge of 
many lexicalized turns of phrase specific to oral 
expression. 

6. Discussion 
6.1 Results 
This pilot annotation was conducted on a reduced 
corpus and will undergo further iterations to 
measure the effects of the therapy. Despite the 
small size of the corpus, many overall trends can 
be discussed.  

Emotion categories. Joy, sadness, and anger are 
the dominant emotional categories (70% of the 
annotations). The categories of anger, sadness, 
fear, disgust, guilt, and jealousy represent 63.6% 
of the emotional labels used, which is consistent 
with the negative polarity distribution of our corpus 
at 62.9%. The remaining discrepancy is due to 
words like ‘conforter/to comfort’ or phrases like ‘Je 
ne me suis pas fâché/I didn’t get angry’, in which 
the polarity is reversed whilst the emotional tag is 
not. This distribution of categories was expected, 
given the nature of our corpus. The themes of 
accident, disability, and difficulty are central in 
patients’ discourse and usually generate negative 
emotions. 
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Expression modes. Approximately 60% of the 
emotional triggers are implicit. More than two-
thirds represent suggested emotions, which are 
prototypical situations associated with the feeling 
of an emotion.  Unlike Etienne et al. (2022), our 
categories are not equally distributed. The 
‘Manifested’ label combines Etienne and 
Battistelli’s ‘Displayed’ and ‘Behavioral’ 
categories, but it is our lowest frequent mode of 
expression (17%). Patients mainly use narration 
of situations to justify an emotion (suggested 
emotions at 43%) and explicitly express their 
feelings (40%). This may be an attempt to gain 
empathy from the listener. The patient may tend 
to focus on emotional triggers and feelings rather 
than actions taken in response to those emotions, 
such as yelling, kicking, or storming out of a room.  
These manifested emotions may cause the 
patient to feel exposed, guilty, and out of control. 

6.2 Difficulties and Adjustments 
This first annotation campaign was discussed 
during a feedback meeting intended to talk about 
the difficulties encountered by the annotators and 
to improve the scheme. 

One of the main problems was the segmentation 
of units expressing emotions, especially due to 
the properties of spoken data, where an emotional 
expression can be interrupted by hesitations, 
repetitions, and revisions. Stricter criteria were 
therefore introduced, including the annotation of 
the light verb together with the noun of the 
emotion (‘avoir peur’/’be afraid’, ‘me faire 
peur/’scare me’), the non-annotation of verb 
auxiliaries and of specifiers (determiners). 

The issue of annotating pragmatic markers like 
phatic elements has also arisen as a specific 
problem in our spoken speech corpora. The 
question is whether conversation rituals, such as 
‘pardon/sorry’ or ‘pas de problème/no problem’ 
produced in dialogue contexts should be 
annotated or not as emotion expressions. We 
decided that if the segment is explicitly a phatic 
marker and not in a sentence containing an 
emotional expression, it should not be annotated. 
Indeed, words with positive or negative 
connotations, such as ‘problem’, can be found in 
non-emotional sentences. In the sentence ‘moi 
qui aime bien le vélo j’ai été faire un tour’ (‘I like 
cycling, so I went for a ride’), ‘aime bien’ (‘to like’) 
is a positive subjective predicate, but the 
sentence expresses an opinion rather than an 
emotion and therefore it is not annotated. 

One of the issues we anticipated (§ 4) was the 
presence of a free field for adding emotional 
expressions. The annotators added 32 labels, 
some of which had interesting aspects, but many 
of them were also redundant. The categories 
jealousy and disgust were largely underused due 
to misunderstanding of the labels. We changed 
them to ‘covetousness’ and ‘lassitude’ to make 

their specificities more comprehensible to 
annotators. The inter-annotator agreement on 
Emotion Categories is quite low, due to the large 
number of emotions and the difficulty of choosing 
only one label for the segment. One annotator 
also used the ‘Other’ category to make double 
emotion annotations. This modification allows for 
the specification of ‘Mixed’ polarities, and it was 
decided to keep the possibility of double 
annotation, as in Etienne and Battistelli (2021). 
This will enable the coding of more complex and 
nuanced emotions, such as ‘dismay’, and 
‘anguish’. The average inter-coder agreement 
shows that the polarity is a demanding task, 
mainly because of the difficulty to capture it when 
negation appears. 

Finally, annotators frequently encountered 
difficulties extracting annotations from the context 
due to their empathy overtaking them and despite 
following the instructions to annotate backwards 
from the text. To address this issue, a unique 
identifier will be added to each sentence, allowing 
them to be presented in a random order and 
limiting the contextual effect.  

7. Conclusion and Further Work 
The annotation scheme presented in this paper is 
a valuable resource for annotating emotions in 
French patient narratives, which are currently 
scarce. It aims at annotating emotion at sentence-
level and expression-level. We provide a 
lightweight and flexible scheme suited for 
annotating non-standard language constructions. 
Our approach synthesizes concepts from various 
previous works, in line with Etienne and Battistelli 
(2021) and Troiano et al. (2022), creating a 
cohesive scheme. It is theoretically motivated, as 
it considers both the linguistic studies of 
pragmatic and semantic expression of emotion 
(Plantin, 2011; Micheli, 2014; Wharton and de 
Saussure, 2022) and the psycholinguistic aspects 
of it, in the context of the DBT applied to ABI 
patients.  

Since manual annotation is a tedious and time-
consuming task, we intend to use the final 
annotated corpora to fine-tune a pre-trained 
language model for automatic annotation of our 
corpus. These annotations will be tested as 
linguistic markers of the success of the DBT 
therapy among the recorded patients, hopefully 
contributing to the relevance of linguistics in the 
clinical context. To the best of our knowledge, this 
work is one of the first of its kind in annotating 
transcripts of patients’ narratives, and as such is 
a pilot contribution to annotating emotion 
expression in spoken French.  

Finally, our corpus will be used in future work for 
deep learning approaches or distant supervision 
tasks as training and validation data.  
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Abstract

In recent years, it has become common for patients to get full access to their Electronic Health Records (EHRs),
thanks to the advancements in the EHRs systems of many healthcare providers. While this access empowers
patients and doctors with comprehensive and real-time health information, it also introduces new challenges, in
particular due to the unstructured nature of much of the information within EHRs. To address this, we propose
a pipeline to structure anamneses, providing patients with a clear and concise overview of their health data
and its longitudinal evolution, also allowing clinicians to focus more on patient care during consultations. In this
paper, we present preliminary results on extracting structured information from EHRs of patients diagnosed with
ST-Elevation Myocardial Infarction from an Italian hospital. Our pipeline exploits text classification models to
extract relevant clinical variables, comparing rule-based, recurrent neural network and BERT-based models. While
various approaches utilized ontologies or knowledge graphs for Italian data, our work represents the first attempt to
develop this type of pipeline. The results for the extraction of most variables are satisfactory (f1-score > 0.80), with
the exception of the most rare values of certain variables, for which we propose future research directions to investigate.

Keywords: Natural Language Processing, Clinical Notes, EHR Summarization, ST-elevation myocardial in-
farction

1. Introduction

In the past decades, the adoption of Electronic
Health Records (EHRs) has become widespread
among healthcare providers. In recent years EHRs
have also granted direct access to patients, bypass-
ing the need for a physician’s mediation (Klein et al.,
2016). This advancement offers patients numer-
ous benefits, including immediate access to their
latest exam results and allows them to review their
medical history at their convenience, ultimately en-
hancing the relational aspect of care (Blease et al.,
2020). However, a significant portion of EHRs is still
in the format of unstructured documents, with only
a fraction of their data available in structured for-
mats (Rosenbloom et al., 2011; Tayefi et al., 2021).
This lack of structure complicates the work of physi-
cians since, despite their familiarity with such doc-
uments, they still require substantial time to extract
pertinent information, consequently impacting their
interactions with patients (Friedberg et al., 2014).

A potential solution lies in leveraging Natural Lan-

guage Processing (NLP), a field that has witnessed
remarkable advancements in recent years. How-
ever, applying NLP models in the medical domain
presents challenges due to the unique formats and
terminology inherent in medical documents. De-
spite the attempts of the most recent models to
achieve a certain level of multilingualism, the high-
est performances in NLP models predominantly
continue to occur with English documents, which
also serve as the primary focus for most bench-
marks (Hedderich et al., 2021; Lai et al., 2023).
The intersection of these two areas of complexity
poses significant hurdles (Névéol et al., 2018).

In this study, we present preliminary findings on
developing a pipeline to extract structured data from
EHRs of patients diagnosed with ST-Elevation My-
ocardial Infarction (STEMI) at Fondazione Toscana
Gabriele Monasterio (FTGM), an Italian hospital
specialized in cardiology. Specifically, we analyze
a dataset comprising 9275 clinical notes pertaining
to 1730 patients, manually annotated by clinicians
to identify the most relevant risk factors, comor-
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bidities, and clinical characteristics associated with
STEMI.

To the best of our knowledge, this represents
the first attempt to extract such granular clinical
details, as the site of STEMI or the presence and lo-
cation of stenosis, from Italian EHRs. Since all
these features are categorical, we develop and
compare different approaches for their extraction,
ranging from rule-based to recurrent neural net-
works and transformer-based models, showing that
different types of features necessitate distinct mod-
els based on their complexity levels. Current re-
sults are promising and we believe that this pipeline
will enhance patients’ experiences, both directly as
they access their EHRs and indirectly during con-
sultations with physicians.

2. Related Works

The sole study that has undertaken a similar ap-
proach with Italian documents is (Viani et al., 2019)
but notable distinctions exist between their work
and ours. They analyzed 75 cardiology reports,
focusing on event extraction and specific attributes
associated with these events. Consequently, their
task is modelled as entity extraction, followed by
event classification into four categories (problem,
test, treatment, and occurrence) and with respect
to some attributes (DocTimeRel, Polarity, Modality,
and Experiencer). While their work is significant,
we note that our task delves into extracting more
detailed structured information, thus presenting a
higher level of complexity. Additionally, the sub-
stantially larger dataset in our possession provides
greater confidence in the generalizability of our re-
sults. In (Viani et al., 2018) a similar task was
attempted with an ontology-based approach, re-
quiring an elevated effort in the development of the
ontology. Similarly, out of the cardiology domain,
(Agnello et al., 2021) and (D’Auria et al., 2023) used
ontologies and knowledge graphs to extract and
link entities from Italian clinical notes.

Out of the Italian domain, as far as our knowl-
edge extends, there exist no specific applications of
NLP dedicated to extracting structured information
from documents of STEMI patients. Expanding our
scope to the wider cardiology domain, we find a
few studies on data extraction from EHRs. Some
rely solely on rule-based systems (e.g., Patterson
et al., 2017, Berman et al., 2021), while others lever-
age BERT-based models (e.g., Silva et al., 2020,
Richter-Pechanski et al., 2021, Singh et al., 2022)
or the MedCat tool (Shek et al., 2021). However,
these studies only focus on comorbidities or numer-
ical measurements. Alternatively, there are works
related to utilizing NLP for cardiology patient clas-
sification (e.g., Afzal et al., 2017, Ambrosy et al.,
2021, Zaman et al., 2021, Berman et al., 2023). Yet,

none of them align with our objective of identifying
more granular clinical details, such as the site of
STEMI or the presence and location of stenosis.

3. Material and Methods

3.1. Dataset
The dataset consists of 9275 EHRs obtained from
STEMI patients at FTGM, a specialized cardiology
hospital situated in Pisa, Italy. It covers a large
period of time from May 2006 to April 2023, and
encompasses records from 1730 patients. The ex-
perimental protocol was approved by the FTGM
ethical committee. Informed consent was obtained
from all participants according to the declaration of
Helsinki. Each EHR corresponds to a note written
by a physician after a specialized patient exami-
nation. On average, each patient has 4 records
(with a first quartile of 2 and a third quartile of 7).
The length of the notes ranges from 1040 to 2047
characters, with a median length of 1677 charac-
ters. Clinicians manually annotated these notes
with a set of structured or semi-structured variables
using Excel software, so the dataset serves as both
training and test data for our pipeline.

Table 1 provides a summary of the variables
extracted, delineating their types and values. It
is worth mentioning that Coronary Artery Bypass
Graft surgery history (CABG) and Percutaneous
Transluminal Coronary Angioplasty history (PTCA)
variables, along with the boolean indicator of non-
culprit stenosis, exhibit a large number of missing
values. This is primarily because it is not always
feasible to assess the positive or negative values
of these variables from the textual content of the
note since in clinical documentation the primary
focus is often on acute medical concerns rather
than historical procedures like CABG or PTCA.

The location of the non-culprit stenosis is con-
sidered a semi-structured variable because it is re-
ported as free text in the annotations, yielding 272
unique values. We manually consolidated these
values into 12 distinct locations, acknowledging
that each value might encompass multiple loca-
tions. These locations were further condensed into
the same five groups used for the culprit vessel.

3.2. Methods
Our objective is to develop a pipeline able to extract
these variables from clinical notes as they are fre-
quently solely reported within free-form text within
clinical practice. Due to the categorical nature of the
clinical variables of interest and the semi-structured
variable can be mapped to categories, we approach
the problem of their extraction from the text of the
clinical notes as a text classification problem. The
workflow is reported in Figure 1. Consequently, our
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Variable Description Type Struct. Values (distribution) % NA
SK Smoker S Yes (41.8%) / No (58.2%) 1.6%
DB Diabetes S Yes (19.5%) / No (80.5%) 1.8%
HC Hypercholesterolemia S Yes (46.0%) / No (54.0%) 1.9%
HT Hypertension S Yes (57.8%) / No (42.2%) 1.6%
CAD Coronary Artery Disease Family

history
S Yes (33.6%) / No (66.4%) 1.6%

MI Myocardial Infarction history S Yes (9.2%) / No (90.8%) 1.6%
CABG Coronary Artery Bypass Graft

surgery history
S Yes (6.1%) / No (93.9%) 82.9%

PTCA Percutaneous Transluminal Coro-
nary Angioplasty history

S Yes (22.3%) / No (77.7%) 79.3%

ECG STEMI location from Diagnostic
ECG

S Front (42.0%) / DX (39.1%) /
Lat (17.1%) / Post (0.8%) / Negative
(1.1%)

1.8%

CV Culprit vessel S DX (36.0%) / IVA-DA (42.4%) / CX
(11.9%) / TC (1.0%) / Other (8.7%)

2.1%

SNC Presence of a non-culprit stenosis S Yes (55.0%) / No (45.0%) 46.4%
LS Non-culprit stenosis location* SS DX (26.7%) / IVA (39.9%) / CX

(30.1%) / TC (4.7%) / Other (19.4%)
8.8%

Table 1: Summary information for the variables to be extracted from the notes. S = Structured, SS = Semi-
structured.*LS numbers are only applicable to records with a positive value for SNC; their percentages
may exceed 100% due to possible multiple locations. For coronary arteries the corresponding English
terms are: DX = RCA, IVA = LDA, CX = LCx, TC = LMCA

Figure 1: Schema of the proposed pipeline

pipeline consists of a series of text classification
models, some of which also require an additional
pre-processing of the text: (i) Keyword-based (KW),
(ii) Recurrent Neural Network (RNN), (iii) Bidirec-
tional Encoder Representations from Transformers-
based (BERT).

The KW model examines the presence of pre-
defined keywords and their synonyms within the
text associated with each variable. To facilitate
this analysis, the text undergoes lowercase con-
version and lemmatization. We employ the Spacy
it_core_news_sm model for lemmatization 1.

The RNN model architecture is composed of an
embedding layer, followed by an Long Short-Term
Memory layer and a fully connected layer, each inte-
grated with dropout. Training the network involves
utilizing the Adam optimizer with early stopping
and cross-entropy as loss function. The hyper-

1https://spacy.io/models/it#it_core_
news_sm

parameters, including layer sizes, dropout rates,
and learning rates, are selected via grid search.
Preprocessing for this model involves lowercasing,
lemmatization, and the removal of words with very
low frequencies (< 0.5%), in addition to eliminat-
ing Italian stopwords defined in the nltk Python
library (Bird et al., 2009) and punctuation.

The BERT-based model is a fine-tuned adap-
tation of the latest Italian version of BERT, Um-
berto (Tamburini et al., 2020). We further pre-
trained the Umberto model on a publicly available
corpus of clinical documents (Bernardo Magnini
et al, 2020). Since this corpus includes docu-
ments in five languages, we automatically trans-
lated into Italian, using Google Translate, all docu-
ments that were in other languages. This additional
pre-training allows the model to acquire knowledge
of Italian medical terms. In our classification tasks,
fine-tuning occurs solely in the last two layers of
the transformer model, while the previous ones are
kept frozen during training. The final layer consist of
a fully connected layer with sigmoid activation func-
tion for binary variables and softmax for multiclass
variables. For the location of the non-culprit steno-
sis, the final layer has multiple binary outputs, one
for each potential location. The model is trained
with the AdamW optimizer with early stopping and
using cross-entropy as loss function. No prepro-
cessing steps are needed since the BERT base
model is pre-trained on data without any specific
preprocessing.
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Figure 2: F1-score for the non-binary clinical vari-
ables over their possible values. Dashed lines cor-
respond to weighted average.

The models are evaluated with 10-fold stratified
cross-validation. Evaluation metrics include preci-
sion, recall, f1-score, and area under the receiver
operating characteristic curve (AUC).

4. Results

In Table 2, we report the results for each binary
variable, comparing the metrics among the three
models. In Figure 2, we outline the results for non-
binary variables. We report boxplots of the f1-score
distribution over the different values that can be as-
sumed by these variables, and we highlight the
weighted average. This is relevant as these vari-
ables exhibit highly unbalanced value distributions,
resulting in outstanding performance for common
values but potentially poor outcomes for rare ones.
The least favourable results are associated with
Posterior and Negative values of ECG and the TC
value of both CV and LS. For these variables the
best model is BERT.

5. Discussion and Conclusions

The study presents a novel method for extract-
ing structured information from Italian unstructured
EHRs, with a focus on STEMI patients. By develop-
ing a pipeline and evaluating various classification
models, our preliminary results show encouraging
outcomes for many variables, with notable achieve-
ments such as an f1-score of 89.6% for HT. How-
ever, they are less satisfactory for the less frequent
values of some variables, like CV, ECG and LS. It
is not possible to have a precise comparison with
previous works, due to the different variables and

type of data, but for the comorbidities variables our
results are aligned with similar works reported in
Section 2. Furthermore, our study contributes to
the field by evaluating various NLP approaches for
Italian data, representing the first attempt to de-
velop such a pipeline in this language. Comparing
the different approaches, BERT outperforms in vari-
ables requiring deeper contextual understanding
and semantics as the case of SNC, whereas for
simpler variables, RNN suffices. Specifically, in the
case of CABG where the best model results KW, it
is expressed very clearly with a few keywords, ren-
dering the use of more complex methods unneces-
sary. To address the less frequent values, in future
work, we propose testing generative models to gen-
erate additional training examples for these values.
This might be helpful also to cover certain types of
expressions that are less frequent and less clear
to interpret, such as "pregresso intervento rivas-
colarizzazione miocardica mediante triplice BPAC"
("Previous myocardial revascularization surgery by
triple CABG") which requires knowing that a triple
CABG implies a stenosis on TC (LMCA), CX (LCx)
and IVA (LAD). Another potential expansion to be
explored is a joint model to extract multiple vari-
ables simultaneously, enhancing the efficiency of
the pipeline. Additionally, the integration of explain-
ability methods could provide insights into how the
model makes decisions, improving its interpretabil-
ity and trustworthiness. We also defer the com-
parison with open-source large language models
to future work. A limitation of our study is its re-
striction to data sourced from a single center and
from patients affected by a single specific disease
(STEMI). To address this problem, validation on a
different dataset would be beneficial to ensure the
generalizability of our findings across diverse pa-
tient populations and healthcare settings. Despite
the identified limitations, our pipeline holds signifi-
cant utility for patients. By organizing the data em-
bedded within their EHRs, we provide clinicians and
patients with a more transparent comprehension of
their health status and treatment possibilities. This
not only encourages patient involvement in their
healthcare decisions but also nurtures deeper in-
teractions between patients and physicians during
clinical encounters. Therefore, our research con-
tributes to the continuous advancement of patient
care and healthcare delivery through the innovative
utilization of NLP technologies.
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Metric Model SK DB HC HT CAD MI CABG PTCA SNC
P KW 70.0 % 52.6 % 82.4 % 83.7 % 60.4 % 23.2 % 90.1 % 37.8 % 63.1 %
P RNN 90.1 %

(4.4 %)
71.4 %
(2.1%)

88.4 %
(2.7 %)

87.8 %
(3.4 %)

91.6 %
(3.1 %)

67.5 %
(1.5 %)

93.4 %
(2.2 %)

86.5 %
(4.3 %)

77.8 %
(2.1 %)

P BERT 86.0 %
(1.4 %)

80.4 %
(3.2%)

81.9 %
(1.6 %)

89.6 %
(1.0 %)

88.1 %
(0.9 %)

70.1 %
(3.1 %)

89.0 %
(4.1 %)

84.9 %
(5.2 %)

84.8 %
(1.9 %)

R KW 79.9 % 79.9 % 23.7 % 63.0 % 35.6 % 53.7 % 84.5 % 21.3 % 37.4 %
R RNN 83.0 %

(4.5 %)
78.9 %
(2.6 %)

77.1 %
(2.9 %)

91.7 %
(6.6 %)

85.2 %
(3.3 %)

76.1 %
(2.6 %)

77.6 %
(1.1 %)

73.0 %
(5.2 %)

72.0 %
(3.8 %)

R BERT 85.9 %
(1.4 %)

71.1 %
(2.9 %)

81.8 %
(1.5 %)

89.5 %
(1.0 %)

88.0 %
(0.8 %)

74.8 %
(3.2% )

82.0%
(2.0 %)

68.7%
(8.8 %)

83.8 %
(5.2 %)

F1 KW 74.6 % 63.4 % 36.8 % 71.9 % 44.8 % 32.4 % 87.2 % 27.3 % 46.7 %
F1 RNN 86.9 %

(4.5 %)
73.4 %
(2.5 %)

83.5 %
(3.0%)

89.6 %
(9.6 %)

88.3 %
(3.6 %)

71.5 %
(3.0 %)

82.9 %
(2.8 %)

78.8 %
(4.3 %)

74.6 %
(3.1 %)

F1 BERT 85.9 %
(1.4 %)

71.2 %
(2.8 %)

81.8 %
(1.6 %)

89.5 %
(1.0 %)

88.0 %
(0.9 %)

71.3 %
(2.8 %)

85.4 %
(2.9 %)

75.6 %
(6.0 %)

84.0 %
(4.9 %)

AUC RNN 85.0 %
(4.5 %)

78.9 %
(2.6 %)

83.7 %
(2.9 %)

87.2 %
(2.6 %)

88.7 %
(3.4 %)

69.4 %
(2.6 %)

79.5 %
(5.8 %)

75.2 %
(5.2 %)

75.3 %
(3.9 %)

AUC BERT 92.7 %
(1.1 %)

77.0 %
(1.1 %)

82.8 %
(1.3 %)

86.8 %
(1.5 %)

86.5 %
(1.2 %)

72.5 %
(0.7 %)

79.4 %
(5.1%)

73.3 %
(2.8 %)

82.0 %
(4.5 %)

Table 2: Results for the binary variables on 10-fold stratified cross-validation, reported as mean (std dev)
for each model. P = Precision, R = Recall, F1 = F1-Score, AUC = Area Under the receiver operating
characteristic Curve. Standard deviation is not reported for KW since there is no training set. AUC is
not reported for KW since it does not output a probability. Best results for each metric and variable are
highlighted in bold.
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Abstract
In this paper, we describe results of a study on evaluation of intralingual machine translation. The study focuses on
machine translations of medical texts into Plain German. The automatically simplified texts were compared with
manually simplified texts (i.e., simplified by human experts) as well as with the underlying, unsimplified source texts.
We analyse the quality of the translations based on different criteria, such as correctness, readability, and syntactic
complexity. The study revealed that the machine translations were easier to read than the source texts, but
contained a higher number of complex syntactic relations than the human translations. Furthermore, we identified
various types of mistakes. These included not only grammatical mistakes but also content-related mistakes that
resulted, for example, from mistranslations of grammatical structures, ambiguous words or numbers, omissions of
relevant prefixes or negation, and incorrect explanations of technical terms.

Keywords: plain language, medical discourse, accessible health communication, health literacy, machine
translation

1. Introduction

In interlingual translation, CAT (computer-aided
translation) tools and machine translation systems
such as DeepL or Google Translate have signifi-
cantly changed the translation industry and have
become an indispensable component in the trans-
lation process, as can be seen in the case of the
European Commission: While until a few years
ago, all legal texts and official documents were
translated by human translators alone, today, the
European Commission makes no secret of the
fact that their translators now tend to revise and
post-edit the texts rather than translate them them-
selves.
However, it seems that this ”transition to a new
era” (Canfora and Ottmann, 2020) has not yet
reached the field of intralingual translation. Follow-
ing Jacobson, intralingual translation is defined as
”an interpretation of verbal signs bymeans of other
signs of the same language” (Jakobson, 1959, p.
233). In this context, it refers to translating a text
from standard language into a complexity-reduced
language variety of the same language as de-
scribed in Maaß (2020, p. 171ff) and in Maaß
(2024, p. 265ff). Plain Language translation is
also related to text simplification, which is an au-
tomatic procedure of changing complex structures
into simple ones. However, from the perspective
of translation studies and translation practice, this
is a type of translation that involves more than re-
ducing surface complexity. Unlike in interlingual
translation (i.e. translating a text from one lan-

guage to another), in intralingual translation the
use of CAT tools and machine translation systems
is still not established (Maaß et al. 2014, Deilen
et al. 2023).
However, especially in health communication,
there is a high need for technological assistance,
which is especially due to the population’s alarm-
ingly low health literacy, as Schaeffer et al. (2017)
point out. Their findings lead to the National
Action Plan of the German Federal Government
to promote health literacy (Nationaler Aktionsplan
Gesundheitskompetenz, Schaeffer et al., 2018a)
that lists Plain Language among the instruments
to secure better access to information as the basis
for better health literacy (see Section 2.2 below).
In our study, we analyse machine translations
of medical texts into Plain German. The texts
were taken from the website of the German health
magazine Apotheken Umschau, which publishes
healthcare articles and health information both in
standard German and in Plain German. We eval-
uate the machine-translated output comparing it
with human translations from the magazine’s web-
site, as well as with the underlying sources. We
present the results of the qualitative and quantita-
tive analysis.

2. Related Work
2.1. Plain German
Both Easy Language and Plain Language are
complexity-reduced language varieties which aim
to improve readability and comprehensibility of
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texts (Bredel and Maaß, 2016; Maaß, 2020). They
are used in different communication scenarios,
e.g. in legal communication (Maaß and Rink,
2021) or health communication (see the contribu-
tions in Ahrens et al., 2022), and have different tar-
get groups (Maaß and Schwengber, 2022). While
Easy Language is characterized by a maximally
reduced complexity on all language levels and is
mainly intended for people with communication im-
pairments and disabilities, the grammatical and
lexical features of Plain Language are only slightly
less complex than in standard language and are
mainly a means to open expert contexts for lay
people (Maaß, 2020). Therefore, the main target
audience of Plain Language is lay people with av-
erage or slightly below average language or read-
ing skills (Maaß, 2020). In Germany, Easy Lan-
guage has become a subject of scientific research
since 2014 with rapidly growing output of publica-
tions in the following years. The studies point in
two basic directions: studies on text qualities and
possible barriers in various forms of communica-
tion on the one side (see, for example, Rink 2019)
and studies on comprehensibility and recall by dif-
ferent target groups on the other (see, for example,
Gutermuth 2020, Deilen 2021).

Unlike Easy Language, Plain Language is a dy-
namic variety. Plain Language does not have a
fixed set of rules, but the linguistic complexity of
Plain Language texts is adapted to the needs of
the intended audience in a specific target situation
(Bredel and Maaß 2016, Maaß 2020). Therefore,
Plain Language is a flexible concept that varies de-
pending on the presumed reading skills of its tar-
get group (for a more detailed distinction between
the two varieties see Maaß 2020). In compari-
son to Easy Language, Plain Language has the
advantage of not stigmatising the target audience
(Maaß, 2020), which is one of the reasons why it
is is also more acceptable than Easy Language.
However, due to the higher degree of linguistic
complexity, Plain Language texts are far less com-
prehensible than Easy Language texts and there-
fore not necessarily accessible for people with
very low literacy skills (Maaß, 2020). Maaß (2020)
therefore models the variety Easy Language Plus,
which is situated between Easy Language and
Plain Language and strikes a balance between
comprehensibility and acceptability.

In Germany, Plain Language is used in different
fields and different settings, such as by Deutsch-
landfunk, a public-broadcasting radio station that
publishes weekly news in Plain Language for a
broad audience with reading difficulties or reduced
language skills. However, one of the most promi-
nent application area of German Plain Language
is health communication (Ahrens et al., 2022).

2.2. Accessibility in Medical Domain in
Germany

In 2016, findings from the Health Literacy Survey
(HLS-GER) revealed that over half of the German
population (54,3%) experiences significant difficul-
ties in locating, comprehending, evaluating and ef-
fectively using health-related information (Schaef-
fer et al., 2017). These results, which were ”sig-
nificantly worse than expected” (Schaeffer et al.,
2020, p. 2), led to an increased awareness of
the need for accessible health information and re-
sulted in the development of the National Action
Plan Health Literacy, which was published in 2018
(Schaeffer et al., 2018b). According to the Na-
tional Action Plan, one strategy to promote health
literacy in Germany is the use of Plain Language,
which ”aims to adapt complex texts to the liter-
acy skills of large population groups” (Schaeffer
et al., 2018b, p. 43); the National Action Plan
cites the model put forward in Bredel and Maaß
(2016) for reference. Considering new data from
the second Health Literacy Survey (HLS-GER 2)
in 2021, Plain Language in German health com-
munication becomes even more relevant, for even
more persons (58,8 %) experience difficulties nav-
igating the health system (Schaeffer et al., 2021).
One of the most prominent examples of imple-
menting this strategy is the Apotheken Umschau1.
The Apotheken Umschau, which is Germany’s
leading health publisher and the largest consumer
medium in the German-speaking area with a traf-
fic of 6.94 m. visits and 64.42 m. page impres-
sions per month2, has so far published more than
220 texts in Plain Language on their website in a
co-operation with the Research Centre for Easy
Language (University of Hildesheim)3. By publish-
ing information in both standard German and Plain
German, they aim to “make reliable and helpful in-
formation on diseases, medications and preven-
tive health care accessible to everyone with as few
barriers as possible” (Hörner, 2022, p. 77). The
project is based on the linguistic model for Plain
Language by Bredel and Maaß (2016) and Easy
Language Plus by Maaß (2020).

2.3. NLP for Plain Languages
Although the potentials of using computer-aided
translation (CAT) tools for Plain Language transla-
tion were discussed almost a decade ago (Maaß
et al., 2014), the role of automation and CAT tools
in this area is still a major research desidera-
tum. These potentials were re-explored and ex-
tended by Hansen-Schirra et al. (2020). In gen-

1https://www.apotheken-umschau.de
2https://ausweisung-digital.ivw.de, retrieved

10.10.2023
3https://www.uni-hildesheim.de/

leichtesprache
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eral, intralingual translation poses a number of
challenges for CAT tools: terminology manage-
ment and sentence alignment (see e.g. Kopp
et al. 2023) differ from those common in inter-
lingual translation and, therefore, pose additional
workload for translators instead of decreasing it.
The theoretical set-up for a CAT tool for intralingual
translation was suggested by Welch and Sauberer
(2019). However, to our knowledge, such tools, as
well as their analysis, are still missing.
While there are plenty of studies on automatic text
simplification methods that aim to automatically
convert a text into another text that is easier to un-
derstand but ideally conveys the same message
as the source text which contributes to textual ac-
cessibility (Sheang and Saggion, 2021; Maddela
et al., 2021; Martin et al., 2020; Saggion, 2017),
most of them do not consider the needs of the tar-
get audience. Scarton and Specia (2018) showed
that using target audience oriented data helps to
build better models for automatic text simplification
using the Newsela corpus4. However, this corpus
contains news texts only, whereas we are look-
ing into the medical discourse, where texts in Plain
Language enable accessibility to health literacy.
Biomedical lay summarization is also related to
automatic translation into Plain Language. Gold-
sack et al. (2023) present results of a shared task
on lay summarization of biomedical research arti-
cles (BioLaySumm 2023). In this case, medical
information in expert language (expert-to-expert
communication) is summarized for non-experts
(expert-lay-communication). However, it is impor-
tant to state that Plain Language translation, even
if translators select and add information as de-
scribed in Bredel and Maaß (2016, p. 202 ff.), is
not the same textual practice as text summariza-
tion.
Specific problems of automatic systems of intralin-
gual translation, e.g. copying source segments
into the output, were addressed by Säuberli et al.
(2020) and Spring et al. (2023) who showed
that pretrained and fine-tuned NMT models have
promising results in automatic text simplification.
However, as stated by Anschütz et al. (2023),
even though there are improvements in the sys-
tems of automated intralingual translation, the out-
puts might not be used by the target groups di-
rectly. Nevertheless, they may serve as a draft for
professional intralingual translators to reduce their
workload.
Deilen et al. (2023) drew similar conclusions for
the outputs produced with ChatGPT. The authors
investigated the feasibility of using this tool for in-
tralingual translation. They analysed the quality of
the generated texts according to such criteria as
correctness, readability, and syntactic complex-

4https://newsela.com/data

ity. Their results indicated that the generated texts
were easier than the standard texts, but the con-
tent was not always rendered correctly. Besides
that, the automated intralingual output did not fully
meet the standards which human translators fol-
low.
In the present study, we follow a similar approach.
However, while the authors analysed intralingual
translation into German Easy Language, a sim-
plified, controlled language variety adapted to the
needs of people with reading impairments, we fo-
cus on translation into Plain German. Besides
that, we focus on medical texts, whereas the
authors translated citizen-oriented administrative
texts. Moreover, we investigate the feasibility of a
tool which was specifically trained for intralingual
translation into Easy and Plain Language instead
of using a chatbot designed for various tasks.

3. Research Design
3.1. Data Collection
We selected thirty texts from the website of the
German health magazine Apotheken Umschau.
The texts cover a broad range of topics such as
insect bite, vaccination, cistitis, lumbago, food poi-
soning, heel spur and others. For all texts in the
sample, a translation in Plain Language was al-
ready available, which was done by human trans-
lators. Both the source texts and the human
translations were reviewed by medical or pharma-
ceutical professionals from the editorial team of
Apotheken Umschau and comply with the guide-
lines of evidence-based medicine. Content accu-
racy is therefore guaranteed for the sample. This
sample of thirty texts was translated using the ma-
chine translation system SUMM AI5.
Then, we analysed machine-translated texts com-
paring them with human translations, as well as
with the source texts following Deilen et al. (2023).
For this, we used three different criteria, namely
the correctness of the content (see 3.2.1), the
readability of the texts (see 3.2.2), and their syn-
tactic complexity (see 3.2.3). The first criterion
was applied to the machine translations only, the
second and the third criteria were applied on all
the three subcorpora (source texts, human trans-
lations, and machine translations)6.

5SUMM AI (https://summ-ai.com/en/) is a tool for
translating texts into Easy German and Plain German.
The company SUMMAI offers different licenses for free-
lancers, authorities and companies.

6The whole dataset we analysed is published on
GitHub, i.e., the selected texts (sources, human and
machine translations), including the raw data, the
parsed data (conllu) and the Textlab analyses per
text, and can be accessed under https://github.com/
katjakaterina/MT4plainDE.
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3.2. Data Analysis
3.2.1. Correctness
The content of the machine-generated texts was
first analysed for correctness. This content evalu-
ation was done manually, whereby each text was
assessed independently by two researchers, who
checked whether the medical information in the
target text is still valid despite reduction of com-
plexity and shortening of information. In cases
where an accurate assessment required special-
ized knowledge, a healthcare professional from
the Apotheken Umschau team was consulted. No
quantitative error analysis was performed. Con-
sequently, a translation was already considered
incorrect if it contained one content-related error.
This is because the study seeks insights into who
artificial intelligence (AI) powered translation tools
are suitable for: For translators, content providers,
or end users? In order for machine translation into
Easy or Plain Language to be safely usable by end
users, the target texts must not contain errors. The
presence of errors in the target texts therefore indi-
cates usability for users other than the end users.

3.2.2. Readability
Wealso compared the comprehensibility of the hu-
man and machine translations, as well as of the
source texts. For this, we use the Hohenheim
Comprehensibility Index (HIX). The HIX is a meta
index that calculates the readability of a text tak-
ing into account the four major readability formu-
las common in Easy Language Research (Bredel
and Maaß, 2016, p. 61ff). They include the Am-
stad index, the simple measure of gobbledygook
(G-SMOG) index, the Vienna non-fictional text for-
mula (W-STX) and the readability index (LIX), with
a HIX of 0 indicating extremely low comprehensi-
bility and a HIX of 20 extremely high comprehensi-
bility (for further details see: https://klartext.
uni-hohenheim.de/hix). The benchmark for a
text to be classified as a text in Easy German,
which is the least complex variety of German, is
set at 18 points (Rink 2019, p. 77). As Plain Ger-
man is more complex than Easy German, we sug-
gest setting the benchmark for Plain German at 16
points.

3.2.3. Syntactic Complexity
We operationalised syntactic complexity as a dis-
tribution of specific syntactic relations, i.e. spe-
cific clauses. We automatically identified syntac-
tic relations using dependency parsing that we
obtained with the Stanford NLP Python Library
Stanza (v1.2.1)7 with all the models pre-trained on
the Universal Dependencies v2.5 datasets. Our

7https://stanfordnlp.github.io/stanza/
index.html

list of selected structural categories include ad-
nominal clauses or clausal modifiers of noun (acl),
adverbial clause modifiers (advcl), clausal com-
plement (ccomp), clausal subjects (csubj), open
clausal elements (xcomp) and parataxis relation
(parataxis). These selected categories are all
listed under the clause dependents8 in the Univer-
sal Dependency. More details on dependency re-
lations and their definitions across languages can
be found in (De Marneffe et al., 2021). We col-
lected and compared the distribution frequencies
of these categories in the three subcorpora under
analysis (source texts, human translations, and
machine translations). We interpreted the results
based on the assumption that the higher the num-
ber of these dependency relations in the corpus,
themore complex the texts contained in these sub-
corpora are.

3.2.4. Automatic Evaluation Measures
We also used other indices that are commonly
used in the field of automatic text simplification.
Specifically, we applied SARI (Xu et al., 2016),
which is a quantitative measure to evaluate au-
tomatic text simplification systems. SARI is suit-
able for evaluation of automatic text simplifica-
tion models and could so be also suitable for the
task of evaluating intralingual machine translation.
In order to be able to compute these metrics,
we aligned the source texts, machine translations
and human translations on a paragraph level and
scored them with respect to their grade of align-
ment. Out of the 935 analysed paragraphs more
than 70%, namely 676 paragraphs, had no align-
ment between source text and human translations.
This means that for 547 paragraphs in the source
text no matching simplification could be allocated
in the human translation and for 123 paragraphs
in the human translation no matching source para-
graph could be identified.

3.3. Results
3.3.1. Correctness
The analysis of the correctness of the machine
translations showed that only one of the 30 texts
was correctly translated. The other 29 texts
showed problems with regard to their correctness
in different aspects. Overall, the results are dis-
parate and inconsistent. The texts do not follow a
uniform structure and are not action-oriented. In
practice, they would have to be completely post-
edited. In some cases, the source texts (ST)
are more stringent and comprehensible than the
target texts (TT). We encounter grammatical er-
rors and misspellings, omissions of relevant pre-
fixes or negation, incorrect explanations of techni-
cal terms, incomplete listings, contradictory state-

8https://universaldependencies.org/u/dep/
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ments etc. It should be emphasized once again
that no quantitative evaluation was performed be-
cause the mere presence of the errors themselves
was considered a risk for the primary users. Fur-
thermore, so far we have not classified or ranked
the error types based on severity levels, but we
plan to do so in our future work (see 4).
Some examples of the errors we found are given
in the following.
Grammatical errors andmisspellings are for exam-
ple:

• homophonic but not homographic words are
not correctly selected: ”dass” (the connective
”that”) vs. ”das” (the article ”the” or the relative
pronoun ”that”). They are used in German to
differentiate a function and they are not inter-
changeable (1):

1.”das” instead of ”dass”: ”Die Zahl 1 be-
deutet, das der Tumor weniger als 1 Mil-
limeter dick ist.” [”The number 1 means
the the tumor is less than 1 millimeter
thick” instead of ”that the tumor”]
Another example is given in (2):
2.”isst” (”eat”) vs. ”ist” (”is”): ”Wenn
man nüchtern isst, geht es sehr schnell”
[”When you eat sober, it happens very
quickly” instead of ”When you are sober”]

• wrong prepositions: ”durch” (”through”) vs.
”von” (”of”) (3):

3.”Erkrankung von Lebensmitteln” [”ill-
ness of food” instead of ”through food”]

• wrong genus of nouns (4):

4.”Das Rücken wird dann immer schw-
erer und schwerer” [”The back then be-
comes heavier and heavier”], ”Es soll
kein Rückfall geben” [”There should be
no relapse”]

Other errors contain verb numerus, genus of
nouns, the syntax of clauses or sentences, espe-
cially in the passive voice, and other.
Semantic errors or inaccuracies are for example:

• Wrong explanations (5):

5.”am Tage mehrfach wegdösen” [ST,
”dozing off several times during the
day”] vs. ”man fällt am Tag mehrmals
weg und muss dann wieder aufwachen”
[TT, ”falling away several times during
the day and then having to wake up
again”]

• Terminology inaccurities, e.g. (6):

6.”Ein erhöhtes Schlafbedürfnis am
Tag, eine sogenannte Hypersomnie, ist
eine oft kennzeichnende Folge solcher
nächtlichen unbewusst oder bewusst
erlebten Unterbrechungen” [ST, ”Hyper-
somnia is characterized by increased
need for sleep during the day caused
by sleep interruptions at night.”]. In
the translation, this connection is no
longer clear due to the information
being abridged: ”Manchmal kann man
nachts aufwachen und dann nicht mehr
einschlafen. Das nennt man dann Hy-
persomnie.” [TT, ”Sometimes you can
wake up at night and then not go back to
sleep. This is then called hypersomnia”]

• Polysemous words errors: In German, ”Satz”
means ”sentence”, but also ”leap” (7):

7.”Ansonsten vermutlich der übliche Satz
morgens aus dem Bett” [ST, ”Otherwise
probably the usual leap out of bed in the
morning”] vs. ”Sonst ist es wahrschein-
lich der übliche Satz, den Sie morgens
sagen” [TT, ”Otherwise it is probably the
usual sentence you say in the morn-
ing.”].

• Sentences with conditional meaning have a
particularly high error rate, like in the following
example (8):

8.”Bei fortgeschrittenen Tumorstadien
[…] ist eine umfassendere Behandlung
notwendig” [ST, ”In advanced tumor
stages [...] more comprehensive treat-
ment is necessary”] vs. ”Wenn der
Hautkrebs schon weiter fortgeschritten
ist, gibt es mehr Möglichkeiten zur
Behandlung” [TT, ”If the skin cancer is
already more advanced, there are more
options for treatment”]

Correctness is not yet present for the system un-
der study to the extent that texts would be usable
without post-editing. The human translation cor-
pus does not have such errors, but has a high de-
gree of correctness.

3.3.2. Readability
Comparing the comprehensibility of the human
and machine translations, as well as of the
source texts, revealed that the machine transla-
tions had the highest comprehensibility, with a
mean HIX value of 19.15 (SD: 0.49). In compari-
son, the human translations yielded a mean HIX
value of 17.74 (SD: 1.67). Based on the HIX,
the source texts were the least comprehensible
(mean: 10.46, SD: 2.76). Given the low variance
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in the machine translations (see Figure 1), all of
the 30 texts could be classified as Plain Language
texts.

Figure 1: HIX values of the source text, the ma-
chine translation, and the human translation.

From the human translations, however, only 83%
of the texts reached the predefined Plain German
benchmark. As seen from the boxplot, human
translations reveal a much greater variation in the
HIX values than the machine-translated texts.
It is important to highlight that HIX values only con-
sider overt complexity. Therefore, these values
represent a starting point for evaluating compre-
hensibility, but have to be complemented with fur-
ther qualitative analysis.

3.3.3. Syntactic Complexity
In the next step, we analysed the distribution of
the dependency relations in human and machine
translation, as well as in the source texts. We sum-
marise the results (frequencies normalised per
10000) in Figure 2.
The distribution numbers reveal that both the
source texts and machine translations seem to
contain a higher number of complex syntactic re-
lations than the human translation. For the latter,
we observed higher number for parataxis relations
only. This goes in hand with the results by Deilen
et al. (2023) who reported similar tendencies for
machine-generated texts - they contained more
complex constructions than those generated by
humans. However, the authors did not compare
machine-generated texts with human translations.
In our study, we had human translations at our dis-
posal and observed that they are the most simpli-
fied amongst the subcorpora under analysis. In-
terestingly, sources contain more clausal subjects
(csubj) as well as clauses modifying nouns (acl)
than machine-translated texts do. It is also in-
teresting to note that human translations do not
contain any clausal subjects at all. At the same

time, clausal complements of verbs and adjectives
(ccomp) along with clauses modifying verbs and
adjectives (advcl) predominate in machine trans-
lations. So do subjectless clausal complements
(xcomp), whose number is significantly higher in
machine translated-texts if compared to the other
two subcorpora.
A sentence with a clausal subject that is fre-
quent in source texts is illustrated in example
9a (Wer... [Who...]). Its corresponding machine
translation in 9b contains a clause modifying a
verb (Wenn man merkt/If you realise) complement
of a verb and a clausal verb complement (starting
with dass.../that). The only subclause contained
in the human translation (in 9c) is parataxis. The
other parts are simple sentences.

9a. Wer bei sich Probleme im Umgang
mit Alkohol feststellt, sollte daher unbed-
ingt das Gespräch mit dem Arzt suchen.
[...] (source)
9b. Wennmanmerkt, dassmanmit Alko-
hol Probleme hat, sollte man unbedingt
zum Arzt gehen. [...] (machine transla-
tion)
9c. Sie glauben: Ich bin vielleicht alko-
holsüchtig? Dann sprechen Sie mit
Ihrem Arzt. (human translation)

3.3.4. Automatic Evaluation Measures
In the last step, we analysed the SARI score of
machine translated texts which is a quantitative
measure of text simplification. The boxplot visu-
alising the SARI score computed on all aligned
segments is displayed in Figure 3. As already
mentioned in Section 3.2.4 above, SARI compares
machine translated output with the human transla-
tions and the sources measuring added, deleted
or kept words. Higher SARI values indicate better
machine translated outputs.
The system used in the analysis achieves an av-
erage SARI-Score of 40.67 (SD: 6.79), which is
in line with state-of-the-art text simplification mod-
els reported by Sheang and Saggion (2021). We
also see from the box plot that our maximum val-
ues achieved by the system are around 55. More-
over, the data contains many outliers, i.e. seg-
ments with the score of over 55.

4. Discussion and Future Work
The present paper evaluates the use of a machine
translation system for translatingmedical texts into
Plain German. Our results showed that in terms
of readability, the machine translations are much
easier than the source texts and even easier than
the human translations. Analysing the syntactic
complexity, however, revealed that machine trans-
lations contain a significantly higher number of
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Figure 2: Distribution of syntactically complex dependency relations in the source texts, human and
machine translations (normalised frequencies per 10000).

Figure 3: SARI score of the aligned source text,
machine translation and human translation.

complex syntactic relations than human transla-
tions. Particularly interesting and against our ex-
pectations was the result that in most cases, the
machine translations are even more complex than
the source texts. Furthermore, our analysis re-
vealed that themachine-translated texts contained
various types of mistakes.
In our further research, we will proceed to clas-
sify the different types of machine translation er-
rors and also look into different cases of partial
correctness, where only some pieces of informa-
tion were incorrect or missing. Furthermore, the
present study only focused on the text perspective.
However, to draw reliable conclusions about the

functionality of a translation, not only the text but
also the user perspective needs to be considered.
Therefore, in our future work, we plan to conduct
empirical studies, consisting of eye-tracking and
reading experiments, to gain insights into the cog-
nitive processing costs of the target groups when
reading machine translated texts. In addition, we
plan to use questionnaires to investigate whether
the end users accept the generated texts.

All in all, we conclude that the analysed tool is
a promising text simplification tool, however, in
terms of correctness and syntactic complexity, it
still does not reach the human parity. The ma-
chine translation system showed its limitations in
the field of selecting and prioritizing information,
including adequate examples and images, and
adapting the content to the prior knowledge of the
target groups, i.e. adding for example explana-
tions of difficult words and concepts. Human trans-
lators are therefore still indispensable. It becomes
very clear that machine translated Plain Language
texts cannot do without post-editing, but need in-
tensive revision. The translation tools at hand are
therefore not yet suitable for end users, but are
rather to be used as CAT tools for professional
translators or experts in the relevant domain.

Another aspect we want to point out is the aspect
of liability: When pondering the use of AI in intralin-
gual translation, the translator or company also
has to keep in mind that the human translator still
assumes full liability for the translation (since ma-
chines are not liable). This is especially important
in ”safety-critical domains”, which Canfora and
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Ottmann (2020) define as ”those domains where
translation errors can lead to injuries. Examples of
safety-critical domains in translations are health-
care, mechanical engineering, the chemical indus-
try and power generation” (Canfora and Ottmann,
2020, p. 61). Thus, in medical discourse there is a
high risk of safety-critical errors, which can result
in serious damage. One of the reasons why these
mistakes are especially dangerous is that post-
editors seem to have difficulties to detect them in
the raw machine translation output (Canfora and
Ottmann, 2020). This underlines the importance
of professional post-editing competences. Trans-
lators must be trained to detect and correct differ-
ent types of errors, especially those that are critical
for user safety.
Still, by constant training, SUMM AI is currently
working towards improving their machine transla-
tion system using in-domain data. To investigate
whether the trained and improved version of their
machine translation system yields better results
than the current one, we also plan to conduct a
second, comparative study. A machine translation
system that has evolved through several iterations
and has achieved a satisfactory level of liability,
coupled with the professional post-editing skills of
a translator or a suitably trained editor would rep-
resent a breakthrough for the editorial process:
Editors would be able to publish a much larger
volume of texts in Plain Language with greater
frequency. Scientific review, however, would still
have to be done with the same meticulousness as
with human translations. But the translation pro-
cess would be much faster. This could be a real
milestone in the field of accessible health commu-
nication. As in the future, all essential questions
– even current ones – on diseases, medications
and preventive health care should also appear in
the accessible and at the same time acceptable
form of Plain Language. According to the National
Action Plan for Health Literacy (Schaeffer et al.,
2018b) this could contribute significantly to pro-
moting health literacy in the population.
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Abstract
Recently, a significant interest has arisen about the application of Large Language Models (LLMs) in medical settings
to enhance various aspects of healthcare. Particularly, the application of such models to improve knowledge access
for both clinicians and patients seems very promising but still far from perfect. In this paper, we present a preliminary
evaluation of LLMs as drug information providers to support patients in drug administration. We focus on posology,
namely dosage quantity and prescription, contraindications and adverse drug reactions and run an experiment on the
Italian language to assess both the trustworthiness of the outputs and their readability. The results show that different
types of errors affect the LLM answers. In some cases, the model does not recognize the drug name, due to the pres-
ence of synonymous words, or it provides untrustworthy information, caused by intrinsic hallucinations. Overall, the
complexity of the language is lower and this could contribute to make medical information more accessible to lay people.

Keywords: Large Language Models, Drug Package Leaflets, Italian

1. Introduction

Patients’ knowledge about medications is crucial
as it allows them to administer drugs safely. This
knowledge frequently comes from written prescrip-
tions, drug package leaflets, or from reading drug
Web pages. Nevertheless, this information has
been described as often inconsistent, incomplete,
and difficult for patients to read and understand
(Shrank and Avorn, 2007). Despite the fact that
in 2009 the European Commission issued guide-
lines1 to recommend the publication of drug pack-
age leaflets with accessible and understandable in-
formation for patients, several scholars (Rodríguez
et al., 2009; Piñero-López et al., 2016; Segura-
Bedmar and Martínez, 2017) account for the ab-
sence of improvement in the readability of such
documents. Thus, educating patients about their
medications seems to be a challenging task due
to the linguistic nature of drug written information,
which includes a high presence of specialized terms
used to describe adverse drug reactions, diseases
and other medical concepts that are not easy to
understand.
Recently, a significant interest has arisen about
the application of Large Language Models (LLMs)
in medical settings to enhance various aspects of
healthcare, ranging from medical education to clin-
ical decision support (Yuan et al., 2023). A lot of
specialized medical LLMs, resulting from entirely
new pre-training processes or refinements of ex-
isting models, have been made available (Li et al.,
2023). Furthermore, several evaluation campaigns

1GUIDELINE ON THE READABILITY OF THE LA-
BELLING AND PACKAGE LEAFLET OF MEDICINAL
PRODUCTS FOR HUMAN USE - European Commis-
sion, 2009

have been conducted to assess general-purpose
LLMs in supporting knowledge access from both
clinicians and patients (Sun et al., 2023; Xiong et al.,
2023; Wang et al., 2023b).
To contribute to the topic, in this paper we inves-
tigate the possibility of using LLMs as patient as-
sistants in drug administration. In our opinion, the
capabilities of LLMs of providing information about
drugs should be evaluated according to two main
dimensions, that are the trustworthiness of the pro-
vided information and its readability. The former
refers to LLM knowledge of drugs, while the lat-
ter pertains to the use of a simplified language to
support the information access by patients. We
conduct our experiment for the Italian language.
Our contributions rely on the multidimensional eval-
uation of LLMs as drug information providers for pa-
tients and the release of a domain-specific corpus
for the Italian language, namely D-LeafIT (Section
3.1), as result of a Ground Truth (GT) creation for
the assessment of such models.
The paper is organized as follows. Section 2 delves
into existing research on the topic, providing con-
text for our approach. Section 3 outlines the spe-
cific methodology we applied. Section 4 details
our experiment settings. Following this, Section 5
presents a thorough analysis of the obtained results.
Finally, Section 6 discusses our conclusions based
on the findings and outlines potential directions for
future research.

2. Related Work

Three pivotal research avenues relevant to the
present study include LLMs applied to medical
and healthcare question answering in general, con-
sumer question answering related to drugs and
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medications and employing LLMs for medical text
simplification.
In the realm of Natural Language Processing (NLP)
applied to medical question answering and health-
care information extraction, several recent studies
have delved into the capabilities and challenges
of leveraging LLMs for these tasks. Singhal et al.
(2023B) and Korgul et al. (2023) have explored
the potential of LLMs in expert-level medical ques-
tion answering, shedding light on the nuances
and complexities involved in this domain. Sing-
hal et al. (2023A) emphasized how LLMs can en-
code clinical knowledge, highlighting their signif-
icance in medical applications, and released a
comprehensive evaluation benchmark called Mul-
tiMedQA, which combines six existing medical
question answering datasets spanning professional
medicine, research and consumer queries with
HealthSearchQA, a new dataset of medical ques-
tions frequently searched online. Reddy (2023) pro-
posed a framework for evaluating LLMs in health-
care based on translational value assessment, of-
fering a structured approach to assess the practical
implications and benefits of these models.
Abacha et al. (2017) and Abacha et al. (2019)
have contributed significantly to bridging the gap
between consumers’ medication questions and
trusted answers, and released two datasets, i.e.,
LiveQA and MedicationQA. Nguyen et al. (2023)
introduced MedRedQA, a dataset for medical con-
sumer question answering, contributing to the de-
velopment of resources tailored to healthcare infor-
mation retrieval. Additionally, Gu et al. (2023) con-
ducted a case study on distilling LLMs for biomedi-
cal knowledge extraction, specifically focusing on
adverse drug events, showcasing the practical im-
plications of such models in healthcare.
On the topic of simplifying medical information,
Segura-Bedmar et al. (2016) and Segura-Bedmar
and Martínez (2017) explored text simplification
techniques for drug package leaflets in Spanish,
demonstrating efforts to enhance readability and
accessibility of crucial healthcare information. Fur-
thermore, Sakakini et al. (2020) addressed context-
aware automatic text simplification of health ma-
terials in low-resource domains, underscoring the
importance of adapting NLP techniques to diverse
linguistic contexts for effective communication in
healthcare settings. Simões and Gamallo (2021)
developed LeMe–PT, a medical package leaflet
corpus for Portuguese, contributing to language-
specific resources in this domain. Moreover, Li
et al. (2022) proposed PharmMT, a neural machine
translation approach aimed at simplifying prescrip-
tion directions, aligning with the broader goal of
improving patient understanding and adherence to
medication instructions.
These studies collectively underscore the diverse

applications and implications of NLP techniques,
particularly LLMs, in transforming healthcare in-
formation retrieval, text simplification for patient
comprehension, and knowledge extraction from
medical texts.

3. Methodology

As already mentioned, our methodology aims at
assessing the application of LLMs as information
providers to support patients’ education in drug
administration. The proposed LLM assessment is
designed to evaluate two main aspects: (i) the trust-
worthiness of information and (ii) the improvement
of accessibility and understandability of such infor-
mation. The former is evaluated through a two-fold
approach: on the one hand, we estimate the se-
mantic similarity between the LLM answers and a
GT, formed by the drug package leaflets, and on the
other hand we compare the overlapping between
medical named entities in the LLM outputs and in
the GT. Whereas, the latter aspect is estimated
through a readability index of the LLM outputs.
Since posology, namely dosage quantity and pre-
scription, contraindications and adverse drug re-
actions seem to be the sections most difficult to
understand (Rodríguez et al., 2009), in our experi-
ment we focus on these four types of information.
We define different prompts and ask the model to
answer medical questions about drug administra-
tion.
In this section, we first define the data collection,
data cleaning and information extraction proce-
dures that led to the creation of our corpus. Then,
prompt design is discussed and two sets of four
prompts are presented and explained, which will
be used in Section 4 for the experiment. Fol-
lows a description of our evaluation methodology,
i.e., a cosine similarity-based semantic evaluation.
Later, we delve deeper in the evaluation, exploiting
Named Entity Recognition (NER) tagging to provide
a more fine-grained assessment of model perfor-
mance by looking at exact-match entity overlapping
between the ground truth and the model output. Fi-
nally, we compute a readability index for both GT
and model outputs and compare them to assess
patient’s accessibility and comprehensibility.

3.1. Data

AIFA2, the Italian Medicines Agency, adheres to
Open Data principles and distributes its data and
resources under CC-BY 4.0 license, making it freely
accessible to anyone. An example of AIFA’s Open
Data are the pharmaceutical lists and the so-called
"transparency lists"3, i.e., comprehensive, electron-

2AIFA - Homepage
3AIFA - Pharmaceutical and Transparency Lists

55



ically accessible lists of various types of pharma-
ceutical products, drugs and medications together
with respective metadata, such as active ingredi-
ent, packaging, MA code (Marketing Authorisation)
and more. AIFA also maintains a publicly acces-
sible drug database4 that contains all summaries
of product characteristics (SmPCs) and package
leaflets (PLs) approved by AIFA or EMA (European
Medicines Agency).

Data Collection To create our corpus, we first
gain access to the pharmaceutical lists. We select
two, namely the generic drugs list and the Class
A drugs list. A generic drug is defined by EMA
as a medicine that is developed to be the same
as a medicine that has already been authorised5,
while Class A drugs in Italy are defined by AIFA
as essential medicines and medicines for chronic
diseases.6 We select these two types of drugs
because they are widely used and are relevant to
our aims.
Since the AIFA drug database does not allow to
download all package leaflets in bulk, we write a
Python script tailored to the database website to
automate data scraping, using the MA code of each
pharmaceutical product in the lists as a query. We
exploit the Python libraries pandas7, requests8 and
selenium.9 We scrape 2968 generic drug package
leaflets and 1299 Class A drug package leaflets for
a total amount of 4267.

Data Cleaning Since the documents are in PDF
format, in order to make them easier to process
electronically, we convert them in TSV format using
the Python library PyPDF2.10 Furthermore, since
many package leaflets refer to the same medica-
tion, only in different formats and packages (e.g.,
50mg vs 100mg tablets), we consider these as
duplicates and remove them, going down to 2037
unique drugs. Finally, we also remove samples with
segmentation errors due to file format conversion,
ending up with 1819 package leaflets (1439 generic
+ 380 Class A), among which are 338 unique active
ingredients.

Information Extraction Drug package leaflets
contain a wide range of useful information regard-
ing the specific medication they refer to, such as
drug definition and intended use, contraindications,
dosage, administration, adverse drug reactions,

4AIFA - Banca Dati Farmaci
5EMA - Glossary:Generic medicine
6Ministry of Health - Drug classes
7pandas
8requests
9selenium

10PyPDF2

Drug type # of PLs # of tokens
Generic 1439 6,154,007
Class A 380 1,650,879
TOTAL 1819 7,804,886

Table 1: Corpus Description

storage indications and further information such as
content of the package, marketing authorisation,
manufacturer and date of approval.
For the scope of the present study, we consider
relevant only information about drug definition, in-
tended use, contraindications, dosage, adminis-
tration and adverse drug reactions. Therefore,
some information extraction techniques are needed.
Since the structure of this text genre is highly
standardized thanks to shared institutional guide-
lines11, we can easily identify the four leaflet sec-
tions containing the information of our interest and
extract them using regular expressions and heuris-
tics specifically tailored to the typical structure of
these texts. It is worth remarking that not all the
leaflets present the same structure and section
titles. For instance, the first paragraph, which
contains the drug definition and its intended use,
is usually introduced by an explicit title such as
Che cos’è [DRUG_NAME] e a cosa serve (What
is [DRUG_NAME] and what is it used for), while
for some drugs different paragraph titles are found,
such as Indicazioni terapeutiche (Therapeutic indi-
cations). These cases required an adjustment to
extract the information and align them with the para-
graphs of the leaflets that comply with the shared
institutional guidelines.

D-LeafIT Corpus Our corpus D-LeafIT is made
up of 1819 Italian drug package leaflets, among
which 1439 refer to generic drugs and 380 to class
A drugs. The generic drug leaflets amount to
6,154,007 tokens while the class A to 1,650,879 to-
kens, for a total amount of 7,804,886 tokens (Table
1).
Each entry in the corpus contains a unique numeri-
cal identifier, the drug name, the MA code, the drug
class (generic or class A), the text of the whole
leaflet, the four relevant paragraphs extracted, the
active ingredient and specifications concerning the
packaging and format (e.g. number of tablets and
unit of measurement). Furthermore, we also pro-
vide PoS tagging and relevant NER tagging anno-
tations (Section 3.3). The corpus is publicly avail-
able12 for future use and further exploration by the
research community.

11See the CMD(h) ANNOTATED QRD TEMPLATE
FOR MR/DC PROCEDURES

12D-LeafIT corpus on GitHub
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3.2. Prompt Design
We define two different types of zero-shot prompts
(ZSP), the first type (ZSP1) contains specific ques-
tions, stating clearly the knowledge needs and
specifying the context (e.g., that the question deals
with a drug); the second type (ZSP2) holds simpler
questions without any further specification about
the domain. The main reason for designing ZSP1
and ZSP2 is motivated by the goal of simulating
different patients’ approaches to test the model re-
silience to variation in user-defined prompts, which
is a known challenge for LLMs (Huyen, 2023).
This issue highlights the importance of carefully
crafting and monitoring prompts when interacting
with LLMs, employing strategies such as setting
specific constraints within prompts, ensuring con-
sistent output formats, controlling parameters like
output temperature or adopting prompt engineer-
ing techniques such as few-shot prompting (Brown
et al., 2020) or Chain-of-Thought (CoT) prompting
(Wei et al., 2022). However, it has been shown
that non-experts and laymen (in our case, any po-
tential patient) tend to struggle with prompt engi-
neering due to incorrect assumptions about LLM
capabilities, difficulties in generalizing prompt de-
signs across contexts, and challenges in under-
standing the behavior of LLMs (Zamfirescu-Pereira
et al., 2023). Therefore, we create the second set
of prompts to more closely mirror non-expert, po-
tential patient prompting.
Both prompt types are formed by four questions
(Q), each one related to the four main sections
of the drug package leaflet we are taking into ac-
count, i.e., introduction (Q1), precautions (Q2),
dosage/administration (Q3) and adverse drug re-
actions (Q4), as it follows:

• ZSP1

– Q1: Cos’è il farmaco [DRUG_NAME]
e a cosa serve? (What is the drug
[DRUG_NAME] and what is it used for?)

– Q2: Ci sono particolari avvertenze, pre-
cauzioni o potenziali interazioni con altri
farmaci per il farmaco [DRUG_NAME]?
(Are there any special warnings, precau-
tions, or potential interactions with other
drugs for the drug [DRUG_NAME]?)

– Q3: Quando, in quali dosi e in che
modo devo prendere il farmaco
[DRUG_NAME]? (When, in what
doses, and how should I take the drug
[DRUG_NAME]?)

– Q4: Quali sono i possibili effetti in-
desiderati del farmaco [DRUG_NAME]?
(What are the potential side effects of the
drug [DRUG_NAME]?)

• ZSP2

– Q1: A cosa serve [DRUG_NAME]? (What
is [DRUG_NAME] used for?)

– Q2: Ci sono controindicazioni per
[DRUG_NAME]? (Are there any precau-
tions for [DRUG_NAME]?)

– Q3: Come devo assumere
[DRUG_NAME]? (How should I take
[DRUG_NAME]?)

– Q4: Ci sono effetti collaterali per
[DRUG_NAME]? (Are there any side ef-
fects for [DRUG_NAME]?)

3.3. Quality Evaluation
To evaluate the model answers to our prompts, we
consider D-LeafIT corpus the GT and compare the
model results against that.

Trustworthiness assessment Traditional met-
rics based on n-gram overlap such as Exact Match,
BLEU, ROUGE or METEOR have been shown to
be inadequate to evaluate modern generative AI
systems in open-ended, free-form question and an-
swering settings given the stochastic nature of such
models and the variability of their outputs (Chen
et al., 2019). Most importantly, these metrics gen-
erally fail to capture semantic nuances such as
paraphrasing or synonymy, which, instead, could
be of utmost relevance, for example in simplifica-
tion tasks.
BERTScore (Zhang et al., 2019), on the other hand,
is an automatic evaluation metric, used mainly for
machine translation, that computes token similar-
ity using contextual embeddings, rather than exact
matches as it was for other metrics.
Inspired by BERTScore, we compare the ground
truth and the model outputs by computing the co-
sine similarity of their respective contextual embed-
dings. We exploit a pre-trained, multilingual, freely
accessible Sentence-BERT embedding model.13

This model maps sentences and paragraphs to a
768 dimensional dense vector space. However,
since the average length of both the ground truth
package leaflet sections and the model answers
are longer than the embedding model’s max se-
quence length (128 tokens), we compute the text
embedding by mean-pooling (also referred to as
"chunking" in OpenAI Cookbook guide by de Avila
Belbute Peres, 2023), i.e., we generate contex-
tual embeddings for each sentence separately and
then derive the whole-text embedding by averaging
those of the sentences contained in the text. Finally,

13Specifically, we use the model sentence-
transformers/paraphrase-multilingual-mpnet-base-v2,
available on HuggingFace.
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we look at the distribution of similarity scores for
answers to both sets of prompts.
To further evaluate the model performance, we
also extract named entities from our GT and all the
model answers to measure the overlapping score
between them. Specifically, we look for unique,
exact-matching NER-tagged tokens, which we con-
sider to be a sign of similarity, trustworthiness and
accuracy of model performance compared to our
GT. Considering the textual genre we are dealing
with, we focus on a select few relevant tags. We
exploit a fine-tuned, Italian-specific, freely accessi-
ble, BERT-based model called Italian_NER_XXL.14

This model is allegedly capable of identifying 52
categories with a 79% accuracy. However, to the
best of our knowledge, any further information on
fine-tuning data, test data and metrics used is miss-
ing at the time of writing. Nonetheless, despite
the scarce transparency, we tested this model and
manually checked for performance. We choose
to use this model because of its accuracy and the
relevance of its tags to our domain.
We select 8 tags highly relevant to our aims:
(i) ETA (person’s age), (ii) MALATTIA (disease),
(iii) MEDICINA (drug), (iv) STRENGTH, (v) FRE-
QUENZA (administration frequency), (vi) DURA-
TION, (vii) DOSAGGIO (dosage), (viii) FORM
(e.g., tablet, capsule, injection). After extract-
ing all unique entities from the texts, we com-
pute precision, recall and F1 score to quantify the
exact-match overlap of unique entities between the
ground truth and the model answers.
Finally, we also compute Spearman’s ρ and
Kendall’s τ correlation coefficients to investigate the
relationship between cosine similarity and named
entity’s overlap F1 scores (see Section 5 for the
result discussion).

Readability assessment To assess the degree
of readability of the model outputs, we compute
the Gulpease readability index, which formula is
tailored to the Italian language (Lucisano et al.,
1988). It is a function of two linguistic variables,
i.e., character-based word length and sentence
length. Results range from 0 to 100, where 0 means
extremely low readability and 100 extremely high
readability.

4. Experiment

We configure the experiment as a zero-shot, open-
ended, free-form, domain-specific QA. As ex-
plained in Section 3.2, we intentionally avoid exploit-
ing advanced prompt engineering techniques to
more closely simulate real-world user approaches
to conversational systems.

14DeepMount00/Italian_NER_XXL on HuggingFace

Model Description We select the SOTA at
the time of this experiment (February 2024) in
the Italian landscape of language-specific, open-
source LLMs, i.e., Cerbero-7B15 (Galatolo and
Cimino, 2023). Specifically, we exploit cerbero-
7b-openchat-gguf16. It is based on OpenChat 3.5
(Wang et al., 2023a), which was fine-tuned on a
large, partly-synthetically generated chat corpus in
Italian. It has 7 billion parameters and a context
size of 4086 tokens. At the time of writing, evalua-
tion on well-known benchmarks such as SQuAD-it
and three tasks of the shared task EVALITA related
to toxicity detection, irony detection, and sentiment
analysis show that this Italian LLM outperforms all
other Italian models, and the authors claim per-
formance on par with or superior to ChatGPT 3.5.
Due to limited computational resources, we use the
8-bit quantized version of the model available on
HuggingFace, although aware of the decrease in
precision and potentially lower performance.17

Enviromental Setup All code is written and com-
piled in Python 3.10 on Linux Ubuntu 23.10. The
model runs locally on an NVIDIA GeForce RTX™
3060 Laptop GPU with CUDA v12.0.

Implementation and Inference The model is im-
plemented using the llama-cpp-python framework18

and all parameters are set to default except the out-
put’s maximum token length, which is set to unlim-
ited, i.e., the model stops generating the sequence
whenever it would generate the model’s own stop-
word, in this case "[|Umano|]".
During inference, a simple and short system prompt
is used every time the model is prompted. The sys-
tem prompt is Questa è una conversazione tra un
umano ed un assistente AI. L’assistente AI risponde
con parole semplici alle domande dei pazienti sui
farmaci19. The aim of this system prompt is to guide
the model towards the patient’s needs with a view
to patient-oriented conversational AI systems.
The model is then prompted with the two sets of four
prompts, where the placeholder [DRUG_NAME] is
iteratively replaced by one of the 1819 drug names.

5. Result Discussion

As mentioned before, we evaluate the result quality
according to two criteria, that are trustworthiness,
as the result of cosine similarity and named entities
overlapping, and readability.

15Cerbero-7B on GitHub
16galatolo/cerbero-7b-openchat-gguf on HuggingFace
17HuggingFace documentation - Quantization
18llama-cpp-python
19"This is a conversation between a human and an AI

assistant. The AI assistant answers patients’ questions
about medications in simple words".
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Trustworthiness Table 2 shows the values for
the mean cosine similarity and corrected sample
standard deviation. We can notice that overall re-
sults span between .70 for Q4 in ZSP1 and Q1
in ZSP2 and .78 for Q3 in ZSP1. The best result
is achieved in the ZSP1 setting on Q3 related to
dosage/administration. Similarly, in ZSP2 setting
the best result relates to the same question. Q1

Prompt ZSP1 ZSP2
Q1 .71 (s .14) .70 (s .16)
Q2 .72 (s .10) .72 (s .11)
Q3 .78 (s .09) .77 (s .09)
Q4 .70 (s .11) .73 (s .10)

Table 2: Mean cosine similarity and corrected sam-
ple standard deviation s (between brackets) of an-
swers to ZSP1 and ZSP2 questions

value in ZSP2 is caused mainly by the presence of
ambiguous words, that prevent the model to iden-
tify [DRUG_NAME] as a drug. The results of ZSP1
for Q1 are quite similar (i.e., .71), therefore we can
assume that specifying that we are asking informa-
tion about a drug does not always help the model in
providing the correct information. Indeed, we notice
that in such cases there exists a data interference,
which affects the results, despite the fact that there
is a well-defined information request. As far as the
results are concerned, we notice the presence of
four cases, that are: (i) the model is able to rec-
ognize the drug and provides the correct answer;
(ii) the model recognizes the drug but fails in the
generated answer; (iii) the model does not recog-
nize the drug thus it does not provide the correct
information; (iv) the model does not recognize the
drug and refuses to answer.
The first type of results is considered correct, while

Type Drug Info
Case I Yes Yes
Case II Yes No
Case III No Yes
Case IV No No

Table 3: Result types

the other three are classified as errors. Case II,
namely when the model recognizes the drug but
the answer is not correct, is the most common type
of error.
With reference to the cases where the model does
not recognize the drug, we observe that this error
is influenced by the presence of ambiguous drug
names. In such cases of ambiguity, the model
presents two different answers, i.e., Case III and
Case IV, that are related to its ability of solving the
phenomenon.
For instance, Case III happens when we prompt Q1

in ZSP1 setting and ask about ABBA (ID 1), spec-
ifying that we are seeking for information about a
drug. The model produces an output as it follows:

• ABBA non è un farmaco, ma è un gruppo mu-
sicale pop svedese attivo negli anni ’70 e ’80.
I membri sono Benny Andersson, Björn Ul-
vaeus, Agnetha Fältskog e Anni-Frid Lyngstad.
La loro musica è caratterizzata da melodie
orecchiabili, armonie armoniche e testi diver-
tenti, rendendo la musica di ABBA popolare in
tutto il mondo.20

In the provided answer, we can notice that the
model does not take into account our specifica-
tion, due to some kind of interference in the data.
The answer is also affected by an extrinsic halluci-
nation, caused by the presence of additional and
not required text (one would expect just the first
sentence, not the whole explanation about the mu-
sic band).
In ZSP2, when we are not making explicit our in-
formation need about the drug, the model replies
differently and assumes we are asking about an
English word, referring to a family or a list of people.
In such a case the cosine similarity value is .19.
The way in which the model solves this type of
ambiguity seems to be consistent across prompts
but not across Qs. This means that when it an-
swers to some other questions, the model is able
to recognize the drug and to generate the output
accordingly. Thus, when we prompt Q2 in ZSP2,
asking information about precautions, ABBA is rec-
ognized as a drug and the answer is adequate to
the context (Case I).

• Sì, ABBA è controindicato nelle persone aller-
giche all’acido ascorbico o ad uno qualsiasi dei
suoi componenti. Inoltre, può interagire con
altri farmaci, come antibiotici e antiacidi, quindi
consulare sempre il medico prima di assumere
questo prodotto.21

In such case, the cosine similarity value is .66.
Then, in the same ZSP setting, to Q3, the name
ABBA is not recognized as drug once again and
the model refuses to provide information (Case IV).
Indeed the answer states that:

20ABBA is not a drug, but is a Swedish pop music
group active in the 1970s and 1980s. The members
are Benny Andersson, Björn Ulvaeus, Agnetha Fältskog,
and Anni-Frid Lyngstad. Their music is characterized by
catchy melodies, harmonic harmonies and funny lyrics,
making ABBA’s music popular all over the world.

21Yes, ABBA is not recommended for people who are
allergic to ascorbic acid or any of its components. Also,
it may interact with other medications, such as antibiotics
and antiacids, so always consult with your doctor before
taking this product.
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• Abba è il nome di una famosa band rock.
Non c’è alcun farmaco chiamato "ABBA". Per
chiarire, ABBA non è un farmaco, ma un
nome di band rock, quindi non esiste alcun
modo di assumere ABBA come farmaco. Se
stavi chiedendo come si prendono i farmaci,
dovresti chiedere di cosa hai bisogno di pren-
dere e come dovrebbe essere preso.22

The cosine similarity between this answer and the
GT is .51. What is interesting in the generated text
is the fact that it contains redundant information
about ABBA not being a drug and the presence of
a suggestion to address the question properly23.
Finally, if we look at the answer to Q4, the result
belongs to Case I, as the model provides informa-
tion about the adverse drug reactions of ABBA and
the cosine similarity with the GT is .78.
We also notice the presence of instrinsic hallucina-
tions, mainly when the model does not recognize
the drug name and it proposes an answer that is
completely unverified and/or false. These answers
are classified as belonging to Case IV. For instance,
in the ZSP1 setting to Q4 the model answer that
BODINET is not a drug but a city in France (that ac-
tually does not exist). To the same Q, in ZSP2, even
though we do not specify our information needs,
the model replies listing the adverse drug reactions,
thus recognizing BODINET as a drug.
Since the cosine similarity is not informative
enough, as we can see from the result to Q3 in
ZSP2 for ABBA, we also evaluate the presence of
named entities overlapping between the GT and
the answers, considering this as an additional cri-
terion of trustworthiness (Table 4).

Prompt ZSP1 ZSP2
Q1 .38 (s .24) .37 (s .24)
Q2 .33 (s .22) .32 (s .22)
Q3 .43 (s .21) .40 (s .21)
Q4 .30 (s .32) .27 (s .31)

Table 4: Named Entity Overlap mean F1 score and
corrected sample standard deviation s (between
brackets) of answers to ZSP1 and ZSP2.

22Abba is the name of a famous rock band. There is
no drug called "ABBA". To clarify, ABBA is not a drug,
but a rock band name, so there is no way to take ABBA
as a drug. If you were asking how to take medication,
you should ask what you need to take and how it should
be taken.

23We do not evaluate the text generation in terms of
language aspects but it is worth noticing that the use of
band rock in Italian is not correct. The proposed word
sequence seems to be the result of an adjustment trans-
lation rule, which switches the word order from adjec-
tive+noun to noun+adjective. Nevertheless, in Italian the
expression is a loanword and, as such, it preserves the
source language word order.

The results for both types of prompts are quite low
for all the Qs. Since these scores are calculated
against a GT that was automatically created and
processed, we consider these as preliminary re-
sults, and stress the need for further refinement
of the data. Comparing the prompt settings, we
observe that ZSP2 prompts present lower scores
and Q4 has the worst overlapping (i.e., .27). These
results could derive from the use of a simplified lan-
guage which employs less domain-specific terms
and affects the scores. For the answer to Q3 for
ABBA, the overlapping is equal to 0, meaning that
the cosine similarity score (i.e., .51) does not de-
rive from the presence of informative words, such
as named entities related to the category of inter-
est, and might therefore be inflated by other non-
informative content, such as Consulta sempre il
medico prima di assumere questo prodotto (Always
consult your doctor before taking this product). To
account for such cases, we calculate two correla-
tion coefficients (Table 5) for each of the Qs in both
settings.
The selected correlation coefficients, i.e., Spear-
man’s ρ and Kendall’s τ , here are used to test the
correlation between the cosine similarity scores
and the NER overlap F1 scores. In other words, a
high correlation between the two variables means a
higher trustworthiness of the evaluation metric cho-
sen, i.e., cosine similarity, while a low correlation
means a lower trustworthiness of the metric, thus
a potential sign of cosine similarity being inflated
by non-informative and non-relevant information.
We observe that the highest correlation values are
on Q1 for both ZSP1 and ZSP2 according to both
indices. While the lowest scores are on Q2 for both
ZSP1 and ZSP2 according to both indices. This
confirms a low variation across ZSP types and a
high one across Qs.

Readability In the quality evaluation, we also
take into account the readability scores for each
ZSP and Q and compare them to the scores ob-
served in the GT (Table 6).
This evaluation pertains to the possibility of using
LLMs to improve the medical information access
for patients. In this evaluation, we do not assess
the readability distinguishing between trustworthy
and untrustworthy answers, this means that the
results from LLM can be affected by the presence
of answers not pertaining to the medical domain or
the drugs.
In all cases, across ZSP settings and Qs, the read-
ability of the model answers improves with respect
to the GT. ZSP2 answers readability is always
higher than the ZSP1 readability. For Q1 and Q2,
ZSP2 answers are slightly better than ZSP1 ones,
which outperform ZSP2 only on Q3. The latter case
represents the highest readability score across all
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ZSP1 ZSP2 ZSP1 ZSP2
Spearman’s ρ Spearman’s ρ Kendall’s τ Kendall’s τ

Q1 .56, p < .05 .59, p < .05 .39, p < .05 .42, p < .05
Q2 .02, p > .05 .06, p < .05 .02, p > .05 .04, p < .05
Q3 .30, p < .05 .22, p < .05 .21, p < .05 .15, p < .05
Q4 .15, p < .05 .14, p < .05 .10, p < .05 .10, p < .05

Table 5: Spearman’s ρ and Kendall’s τ correlation coefficients between cosine similarities and NER F1
scores of answers to ZSP1 and ZSP2

Prompt GT ZSP1 ZSP2
Q1 43.30 (s 8) 48.80 (s 7) 49.40 (s 7.90)
Q2 41.50 (s 5.80) 48.40 (s 4.40) 48.80 (s 6.60)
Q3 52.20 (s 6.20) 55.60 (s 5.40) 55.10 (s 4.80)
Q4 37 (s 9.40) 43.20 (s 10.30) 47.50 (s 31.10)

Table 6: Mean readability score and corrected sample standard deviation s (between brackets) of Ground
Truth (GT) and answers to ZSP1 and ZSP2 questions

Qs, but still very close to the GT readability score,
such as in the answer to Q3 for ID 124 whose read-
ability score is 53.70 in the GT text and 52.20 in the
model answer, while the cosine similarity between
these texts is .65.
For Q4 answers, the difference between ZSP1 and
ZSP2 of both readability scores and standard de-
viation is quite high (respectively, 4.30 points and
20.80 points). On this question, the improvement of
ZSP2 with respect to the GT is the highest across
Qs and prompt settings.
The lowest score of readability is found in Q4 for all
the three observed settings. This result confirms
that the understandability of adverse drug reactions
is very low, mainly in the drug package leaflets that
form our GT.
For instance, the answers provided by ZSP2 to Q4
for ID 188 shows a readability index of 64.40, for
the same ID the GT scores 38.30. Indeed, when
comparing the two texts, in the model answer we
notice the use of common words (e.g., nausea and
vomit) rather than domain-specific terms together
with short sentences, while the GT presents med-
ical terms such as glaucoma and epistaxis and
it contains a higher number of longer sentences.
Nevertheless, in this specific example the model
provides untrustworthy information, as it does not
list the same adverse drug reactions presented in
the GT. This is also confirmed by the cosine simi-
larity score that is .41 and the NER overlap score
that is 0.

6. Conclusion

In this paper, we discuss our experiment on the
capability of general-purpose LLMs to provide trust-
worthy and simplified information about drug pack-
age leaflets in Italian in a zero-shot setting. The
results show that different types of errors affect the

LLM answers. In some cases, the model does not
recognize the drug name due to the presence of
synonymous words or it provides untrustworthy in-
formation caused by intrinsic hallucinations. On
the other hand, the number of correct results are
quite promising, even though an evaluation of the
completeness of such answers is required. Overall,
the complexity of the language is lower and this
could contribute to make medical information more
accessible to lay people.
Future directions on this research topic include (i) a
deeper evaluation of the available LLMs, including
domain-specific ones, also through a comparative
perspective, (ii) the collection of more information
on errors and (iii) the possibility of fine-tuning a
model to reach better results. The application of
LLMs as patient assistants to support drug knowl-
edge and ease their administration seems very
attractive, however it needs to be evaluated care-
fully due to the presence of model hallucinations,
potentially causing medical malpractice (Vaishya
et al., 2023), as any concealed inaccuracies in diag-
noses and health advice could lead to severe out-
comes (Lee et al., 2023). For these reasons, in the
evolving landscape of AI applications in medicine,
considerations have been raised regarding the reg-
ulatory approval of LLMs as medical devices, high-
lighting the ethical and legal dimensions associated
with deploying such technologies in healthcare set-
tings (Gilbert et al., 2023).
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Abstract
Self-care is essential in managing chronic diseases when patients could not always be monitored by medical staff. It
therefore fills in the gap to provide patients with advice in improving their conditions in day-to-day practices. However,
effectiveness of intervention messages in encouraging healthy behaviour is limited, as they are often delivered in the
same manner for patients regardless of their demographics, personality and individual preferences. In this paper, we
propose strategies to generate personalized health intervention messages departing from assumptions made by
theories of social cognition and learning, planned behaviour and information processing. The main task is then
defined as a personalised argument generation task. Specifically, an existing well-performing Natural Language
Generation (NLG) pipeline model is extended to modulate linguistic features by ranking messages generated based
on individuals’ predicted preferences for persuasive arguments. Results show that the model is capable of generating
diverse intervention messages while preserving the original intended meaning. The modulated interventions were
approved by human evaluators as being more understandable and maintaining the same level of convincingness as
human-written texts. However, the generated personalised interventions did not show significant improvements in the
power to change health-related attitudes and/or behaviour compared to their non-personalised counterpart. Data
collected for the model’s training was rather limited in size and variation though.

Keywords: personalised medicine, health messages generation, content adaptation

1. Introduction

In the context of the global aging population and per-
sistent pressure on healthcare providers to lower
their service costs, self-care eHealth services that
provide health interventions1 increasingly gaining
popularity. Offered health interventions often have
however limited effects on patient motivation, ther-
apy compliance and behaviour or attitude change;
a personalised approach is necessary (Adler et al.,
2016; Kee et al., 2018). The need for personali-
sation comes from two primary sources that are
not necessarily exclusive: gaps in medical and per-
sonal knowledge (Rojas, 2021). Medical knowl-
edge of patients may be insufficient to understand
health intervention texts. Walsh and Volsko (2008)
showed that internet-based consumer-health in-
formation articles were written above the recom-
mended reading levels for the average adult. Per-
sonal knowledge of doctors means that they may
be not aware of individual preferences, emotional
state, social status and lifestyle of their patients.
Knowing certain patient characteristics and prefer-
ences associated with those characteristics doctors
could personalise their messages that are optimal
for their patients (Kee et al., 2018).

Modern Artificial Intelligence (AI) systems en-
able many application scenarios which incorporate
automated online interactions. Recent generative

1According to the World Health Organization (WHO,
2022), self-care interventions are evidence-based tools
used to promote and maintain health, prevent disease
and cope with illness outside of formal health services.

AI methods, in particular Large Language Models
(LLM), offer the possibility of building text genera-
tion agents such as ChatGPT that can provide per-
sonalised content. However, the pre-trained large
models are not suitable for specific applications
without explicit prompting, instructions, re-training
and/or adaption to a particular domain and task.

The study presented in this paper aims first at as-
sessment of personalisation factors that may influ-
ence the interaction quality outcome, i.e. effective-
ness of intervention messages for decision-making
support and high treatment adherence. Our as-
sumptions are based on the key predictions made
by established models of planned behaviour, so-
cial cognition, learning and information process-
ing. We test these assumptions in human-based
study and collect initial data to design our prediction
and generation models. A pipeline model is pro-
posed which modulates medical evidence-based
arguments extracted from PubMed abstracts with
respect to medical and personal knowledge of the
patient. Effects of linguistic modulations are eval-
uated in post-test experiments where human par-
ticipants rate, rank and select messages as most
convincing, understandable, competent and helpful.
Interaction effects between participants’ personal
profiles and message manipulations are assessed.

The paper is structured as follows. Section 2
reviews models of individual and social aspects of
decision making and information processing. We
identify factors that impact the generation of con-
vincing personalised health interventions. Section
3 introduces related NLG work in the field of person-
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alisation. In Section 4, our methodology, resources
and architecture design are presented. Section 5
discusses pre-testing, implementation and evalua-
tion experiments. Section 7 summarizes our find-
ings, discusses limitations and outlines directions
for future research and development.

2. Aspects of Decision Making and
Behavioural Change

In order to gain patient adherence and motivate
them to change their attitude and/or behaviour, it is
important to identify what communication strategies
are most appealing to them. Knowing patient char-
acteristics and preferences associated with these
characteristics help constructing optimal targeted
intervention messages. It has been observed that
patients prefer a psycho-social model of communi-
cation compared to a biomedical model, which is
more commonly used by medical personnel (Kee
et al., 2018). Thus, along with truthfulness and logi-
cal coherence of the arguments proposed in health
intervention messages, their effectiveness relates
to individual beliefs and intervention delivery as-
pects. Planned Behaviour Theory (Ajzen, 1991)
and Social Learning Theory (Bandura and Walters,
1977) specify factors behind intentions and deci-
sions to change attitude and behaviour comprising
(1) individual attitudes towards behaviour and its
outcomes: perceived importance and perceived
level of readiness; (2) perceived social norms; and
(3) the individual beliefs (confidence) about abilities
to perform and control behaviour and its outcome.
Elaboration Likelihood Model (Cacioppo and Petty,
1984) explains processing of persuasive messages
and factors that facilitate potential attitude change
associated with them. Stereotype Content Model
(Cuddy et al., 2008) predicts the emotions associ-
ated with social groups on perceived warmth and
competence of communicated messages. Theo-
retical predictions made by these models equip us
with initial assumptions concerning the utility of in-
tervention messages in inducing intended potential
attitude and behaviour change. Figure 1 provides
an overview of the basic assumptions tested in this
study.

We assume that the quality of reached out-
comes in terms of therapy compliance, motivation
and attitude/behaviour change will depend on the
content quality of interventions and patient per-
sonal characteristics. These two major factors,
in their turn, depend on the perceived levels of
agency/competence and warmth/communion - the
big two of social cognition (Fiske, 2018).

The level of competence of the arguments pre-
sented in intervention messages are defined in
terms of: (1) quality of the information provided,
e.g. level, expert language use and expressed cer-

tainty level; and (2) framing effects, e.g. presenting
options in positive terms (survival rates for a proce-
dure) or in negative terms (mortality rates for a pro-
cedure). We assume that interventions based on
valid medical evidence formulated in professional,
concrete and confident language, and appropriate
framing effects will be perceived as competent, see
also (Guenoun and Zlatev, 2023).

Personal characteristics influencing the per-
ceived levels of competence and warmth concerns
general characteristics of the communicators (i.e.
power/status, gender and age) and their personal-
ity trait profile (i.e. BIG 5; (McCrae, 1992)). Certain
personality traits could be associated with higher
levels of perceived competence and warmth in hu-
mans and agents. In the line with Dubois et al.
(2016), we expect a fit effect between levels of
competence and warmth of the generated interven-
tions and patient’s preferences on outcome quality:
if the competence and warmth levels match, the
quality would be higher than when there is a mis-
match observed. This is compliant with Elabora-
tion Likelihood Model (Cacioppo and Petty, 1984),
which suggests that potential attitude change in
persuasion could be seen as an act of informa-
tion processing determined by the use of 1) central
route which involves more cognitive processes and
elaborated processing or 2) peripheral route which
involves heuristics and cues pickups in processing
information, based on an individual’s motivation
and abilities. The theory states that when a person
is motivated and able to process a persuasive mes-
sage that reinforces one’s attitude, with a change
in cognitive structure, then likely the central route
would be taken, resulting in an attitude change.
Otherwise, either peripheral route would be taken
to process the message leading to a potential at-
titude shift temporarily, or there would not be an
attitude change.

3. Related Work on Generation of
Natural Language Interventions

Reiter and Dale (1997) proposed a classical NLG
pipeline model that has been widely used and mod-
ified to suit a range of purposes, generating texts
from an abstract goal to specific wordings. The
model includes three components: a Text Planner,
a Sentence Planner and a Linguistic Realiser.

A more recent modification proposed by Pauws
et al. (2019) adapted the data-to-text architecture
for medical domain application. Medical reports
are generated automatically from patient’s clinical
outcomes. Other than the three components in
the classical pipeline, another layer of data analy-
sis before content determination is added, allowing
output to contain different messages according to
one’s clinical outcomes. Here, medical knowledge
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Figure 1: Overview of the key variables and their predicted interplay for health interventions.

was integrated. For example, when one’s blood
sugar is higher than a threshold as in the knowl-
edge base, a warning message is generated and
included in the report.

Mairesse and Walker (2007) implemented a
model based on the classical pipeline model of
Reiter and Dale (1997) to generate dialogues that
mimic people with different levels of extroversion.
Language cues for extroverted and introverted peo-
ple, for example the frequently occurred negations,
were considered. Parameters included, but were
not limited to, self-references, lexicon frequency,
hedge variation and concessions polarity. Two gen-
eration approaches were applied: (1) dialogues
were generated based on the hypothesised param-
eters from previous studies, and (2) over-generating
dialogues and selecting one that is the most similar
to the target level of extroversion. Outputs were
evaluated by human raters in terms of their per-
ceived level of extroversion.

Guenoun and Zlatev (2023) compiled a list of lin-
guistic cues as signals of competence and warmth.
Their analysis showed that the use of infinitive
verbs, nouns and determiners can be considered
as accurate signals to quantify competence appeal,
and the use of personal pronouns, verbs and wh-
determiners as variables to quantify warmth appeal.

We follow the classical pipeline model of Reiter
and Dale (1997), taking the approach of Pauws et al.
(2019) integrating medical domain knowledge for
the persuasive ‘competent’ content, and the over-
generating and matching style applying regression
approaches as by Mairesse and Walker (2007).
Features studied by Guenoun and Zlatev (2023)
are incorporated to quantify perceived competence
and warmth appeals.

4. Methodology

The domain selected for our use case concerns the
treatment of diabetes. To generate health interven-

tions, data were collected from PubMed abstracts
and reports of the American Diabetes Association
with reference to PubMed publications2. Data was
manually segmented into an argument structure
(Mayer et al., 2020), and used for further personali-
sation. For this, a pre-test was designed based on
known persuasive strategies, personality traits and
linguistic features.

In a pre-test, demographic and personality pro-
files of respondents were collected, along with
their judgements of manually modified texts to as-
sess our initial intuition on persuasiveness, un-
derstandability, perceived professionality and per-
ceived helpfulness. Correlations between respon-
dent’s personal profiles and linguistic preferences
inferred from their judgements were analysed. Dis-
covered effects were considered as parameters
predicting one’s preferred linguistic delivery of a
persuasive intervention.

A pipeline generation model has been proposed
to rely on the predicted linguistic parameters re-
lated to the perceived competence and warmth. Ex-
tracted evidence-based arguments were enriched
with alternative medical terms and their definitions
from the Unified Medical Language System (UMLS)
term bank (Bodenreider, 2004).

Finally, the quality of modulated arguments incor-
porated into personalised interventions were auto-
matically evaluated and assessed in a post-test by
human evaluators.

4.1. Data and Pre-processing
Medical claims related to self-management actions
were extracted, see Table 1 for an example. We
assumed that (pre-)diabetic conditions, treatments
and prevention measures are publicly relatively well
known. According to the Centers for Disease Con-
trol and Prevention (2022) large portion of Western
population suffers from diabetes, knows somebody

2diabetesjournals.org
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Type Content
Major claim You should minimise alcohol intake.
Claim Minimal alcohol intake lowers
(support) health risk for people with diabetes.
Premise Alcohol intake may place people
(support) with diabetes at increased risk for

delayed hypoglycemia.

Table 1: Example of a PubMed excerpt as an argu-
ment structure of Mayer et al. (2020).

in their family or close social group diagnosed with
it or thinks to have sufficient knowledge about the
disease. For instance, many studies report that the
majority of respondents (up to 97.3% in Italy) had
heard about diabetes (Pelullo et al., 2019). Thus,
initial attitudes and respective potential changes
can be tested rather reliably when assessing the
effectiveness of the generated interventions.

From PubMed abstracts of Randomised Con-
trolled Trials (RCT), 16 major claims concerning
treatment or life quality improvement actions were
selected. Excerpts were manually segmented at
clause boundaries, to fit into the argument structure.
Table 1 illustrates claims and evidence (premise) to
persuade people to “Minimise alcohol intake”. For
each major claim supporting and attacking claims
and at least one premise were generated resulting
in 32 claims and 35 premises in total.

5. Experimental Design

5.1. Pretest
A pre-test is conducted to collect preferences of re-
spondents with various demographics for different
linguistic delivery styles and to test initial assump-
tions that modulations of linguistic features: (1) are
acknowledged by respondents; (2) have effects as
predicted by theoretical models; and (3) lead to
attitude change.

Data: Ten claims were selected for pre-testing:
five are supporting the major claim, and other five
are attacking those. Six variables, known from pre-
vious research, were selected for linguistic modu-
lations and concern Appeal (competence/warmth),
Text length (long/short), Framing (risk/benefit), Lex-
ical complexity (complex/simple), Concreteness
(numbers/textual delivery) and Grammatical voice
(passive/active).

The tested claims were edited manually remov-
ing redundancy and generating the missing either
attacking or supporting counterpart. This resulted
in 12 intervention pairs, where in each pair only
one linguistic variable is modulated.

Questionnaire has been designed comprising
five parts to collect participants profile, to assess
pre-intervention attitudes, to rate individual inter-

ventions, to compare pairs of interventions, and to
identify post-intervention attitudinal change if any.

To design participant’s profile, information about
one’s knowledge/experience with diabetes, gen-
der, age and highest attained education level were
collected. Further, participants were asked to com-
plete an online Big Five Personality Test of Open-
Source Psychometrics Project3 Personality profiles
corresponding to extroversion, neuroticism, agree-
ableness, conscientiousness and openness were
computed.

To assess pre- and post-intervention attitudes,
respondents were asked to rate on a 7-point Likert
scale ten actions that have potentials in improving
one’s diabetic conditions.

To assess intervention arguments, respondents
were presented one major claim together with a
relevant base claim (either attacking or support-
ing) and a premise, and asked to rate them on
how much they agree that the arguments are un-
derstandable, helpful, professional and persuasive
(7-point Likert scale). In pairwise comparison, re-
spondents were given one major claim and a pair
of modulated premises and asked to select one
which fits the best the perceived level of the tested
effects, e.g. perceived helpfulness.

Results: 32 respondents participated in experi-
ments, all English non-native speakers; 58.1% of
respondents were female and 38.7% were male; all
respondents have at least heard of diabetes as a
medical condition; about half of the respondents
were between 16 and 30 years old, 32.3% of them
between 46 and 60 years old, and 12.9% between
31-45 years old; 90% of the respondents have re-
ceived at least one bachelor’s degree and over 30%
had received at least one postgraduate degree.

The pre-test data has provided useful insights
showing that the tested linguistic modulations were
perceived by respondents as intended, and can be
modelled as parameters in personalised interven-
tion generation. However, it was concluded that
a pairwise simple correlation between individual
linguistic variable and profile factor is not sufficient
to adequately quantify targeted modulation extents.
Instead, the interplay between factors should be
taken into account when implementing the person-
alisation model and therefore have contributed to
the choice of incorporating random forest models
in the pipeline model.

5.2. Pipeline Model
The pipeline has two streams, one dealing with
the linguistic content (referred to as NLG Stream),
the other dealing with the user’s personal profile

3https://openpsychometrics.org/tests/
IPIP-BFFM/
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Figure 2: Architecture of the proposed pipeline model.

Parameter Variables

Appeal to Average of:
Competence VBN tokens / total tokens

NN tokens / total tokens
DT tokens / total tokens

Appeal to Average of:
Warmth PRP tokens / total tokens

VB tokens / total tokens
WDT tokens / total tokens

Numeric delivery local numeric token /
max numeric token

Text length local token count /
max token count

Lexical complexity local average token length
/ max average toke

Table 2: Parameters to modulate linguistic features.
VBN stands for Verb, past participle; NN for Noun,
singular or mass; DT for Determiner; PRP for Per-
sonal pronoun; VB for Verb, base form; WDT for
Wh-determiner.

(referred to as Traits Stream). Additionally, medi-
cal domain knowledge (i.e. UMLS) is consulted to
look up definitions of medical terms. Decisions to
integrate the definition to augment an intervention
argument is made at the post-processing step.

In the Traits Stream, information of the user’s
profile including age, gender and personality traits
scores (Goldberg, 1993) serves as input. Prefer-
ences for designated linguistic variables are pre-
dicted by two Random Forest regression models.
Those are trained on the pre-test data where one
model predicts a rating given an individual’s pro-
file and linguistic features, and the other model
predicts and ranks linguistic features given an indi-
vidual’s profile. As a result, weights are assigned
to respective linguistic features in an intervention
argument and passed for comparison with weights
of the generated options in the NLG Stream.

In the NLG Stream, an excerpt of the same major
claim and premise serve as input. They are pro-
cessed by the sentence aggregation component

based on the BART paraphrase model (Lewis et al.,
2019) which generates interventions of different
lengths with minimal lexical or syntactic changes,
and redundant content removed. Repetitive in-
terventions generated are filtered out by Leven-
shtein distance. The selected interventions are
paraphrased with T5 paraphrase model PARROT
(Damodaran, 2021). In this way, interventions with
a great diversity in lexical, syntactic and potentially
semantic changes are (over-)generated. The lin-
guistic variables of the over-generated intervention
arguments values are assigned, compared with the
predicted values of the corresponding arguments
of the Trait Stream and ranked. The best matching
intervention, i.e. one with the highest predicted rat-
ing and minimal difference between the variables in
linguistic features of the predicted preference and
generated options, is selected for generation and
returned to the user.

5.2.1. Linguistic Features for Personalisation

To quantify linguistic features of the generated inter-
ventions, five parameters were considered: appeal
to competence, appeal to warmth, relative level of
numeric delivery, relative text length and relative
lexical complexity, see Table 2. With reference to
the output of paraphrase generation, values for the
variables were assigned in batches. A batch is
the set of paraphrases generated from the same
intervention claim or premise. For each batch, the
maximal counts of numeric tokens, maximal token
count and maximal average token length were com-
puted. The model looped through all entries in the
same batch and divided the local counts by the
computed maximal counts to assign their relative
level of numeric delivery, relative text length and
relative lexical complexity, resulting in five values
of the five parameters, each between 0 and 1.

To estimate appeal to competence and appeal
to warmth, an average of three local variables
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as listed in Table 2 were considered. For this,
Part-of-Speech (POS) tagging with Python Natu-
ral Language Toolkit (nltk) library was performed,
and count estimates were computed as explained
above. Values of the five parameters, along with a
participant’s profile, were sent to a Random Forest
model to predict a convincingness score for each
of the intervention generated.

5.2.2. Domain Knowledge Integration

The domain knowledge integration component es-
sentially identifies the key medical concepts in the
text and looks up definitions for the respective term
in knowledge base. Keywords and phrases were
extracted as candidates using KeyBERT model
(Grootendorst, 2020) from a pypi package. Sub-
sequently, terms were queried in the Consumer
Health Vocabulary (CHV) term bank with UMLS
API. Given that the CHV is a medical term bank of
common medical terms, if a term was found in CHV,
it was considered unnecessary to provide readers
with additional information about the term as it is
already commonly known. The remaining terms
were queried with the UMLS API in the available
English medical term banks and the term entry with
its respective definitions were retrieved. For sim-
plicity, only the first matching entry was returned.
The list of filtered terms, their first matching term
entry and their respective definitions were passed
on to the final post-processing component for rule-
based term-replacement after suitable intervention
arguments were generated.

6. Evaluation

Intervention Quality as Texts The quality of gen-
erated interventions was assessed automatically
based on cosine similarity and well-formedness.
While cosine similarity assesses the degree of se-
mantic information retained in the modulated in-
tervention message, well-formedness assesses its
grammaticality.

An off-the-shelf similarity model from sentence
transformers (Reimers and Gurevych, 2019) was
used. Semantic similarity scores ranging from 0.8
to 0.97 were obtained for all generated interven-
tion messages when compared to their unmodified
counterparts. These values indicated that the mod-
ulated messages largely retained the information
of the original interventions.

The well-formedness was automatically as-
sessed with the off-the-shelf model of Kumar (2020).
The unmodified interventions got a mean well-
formedness score of 0.5, with a range of approxi-
mately from 0.3 to 0.65. The generated modulated
interventions exhibited larger variations, where their
well-formedness ranged between 0.1 and 0.9. Two-

Figure 3: Mean well-formedness of unmodified and
15 sets of modified intervention messages.

thirds of modulated interventions had a lower aver-
age score than the unmodified ones. 60% of the
modulated intervention messages were within the
range of ±10% of the mean of the unmodified ones.
Figure 3 summarises the results.

Association with Decision Making Aspects
The pipeline model did not specify personalisa-
tion strategies in linguistic features modulation, in-
stead interventions were generated by selecting
preferences expressed in linguistic cues relevant
for decision making aspect. Based on the in-depth
analysis and achieved effects such strategies can
be defined. The following samples of interventions
demonstrate how different syntactic structures, sub-
jectivity, mood, information load and vocabulary
use can be associated with perceptions triggered
by generated interventions.

From pre-defined prompts of “You should [ac-
tion]” for major claims, four patterns of subjectivity
expressions were observed in modified intervention
messages:

(i) identical to the original input of “You should
[action]”;

(ii) “I recommend you [action]”. Both (i) and (ii)
display a higher level of subjectivity and start
with a personal pronoun, where (i) is stronger
in tone than (ii);

(iii) “It is recommended to [action]” is seen as ob-
jective and neutral; and

(iv) “The best . . . is [recommendation]”, para-
phrases statements with a recommended ac-
tion in replacement of a potentially harmful
one.

Modified prompts which differ in subjectivity are
presented in (1):
(1) You should lose some weight.

I recommend you lose weight.
It is recommended to extend the time spent sleep-
ing.
The best replacement for sugar-sweetened drinks
is water.
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Apart from subjectivity, generated interventions
differed in mood, including indicative, imperative,
conditional and interrogative as exemplified in (2) .

(2) It is important to do resistance training and aerobic
exercises. (indicative)
Take zinc supplements to slow the development of
diabetes. (imperative)
If you want your health to improve you should take
supplements that contain b12. (conditional)
Do you have to do a balance exercise? Short-term
structured strength and balance training did not af-
fect HRQoL; there were no significant differences
between groups on the primary outcomes of PCS
score and EQ-5D-5L index score. (interrogative)

Modified intervention messages A and B below
in (3) show how the diversity in language cues may
encourage intended attitude hence behavioural
change.

(3) Unmodified Intervention Message
You should minimize alcohol intake. Minimal
alcohol intake lowers health risk for people with
diabetes. Alcohol intake may place people with
diabetes at increased risk for delayed hypoglycemia.
This is particularly relevant for those using insulin or
insulin secretagogues who can experience delayed
nocturnal or fasting hypoglycemia after evening
alcohol consumption.

Modified Intervention Message A
Reduce the quantity of alcohol. Recommended for
those using insulin or insulin secretagogues who ex-
perience delayed nocturnal or fasting Hypoglycemia
(Abnormally low level of glucose in the blood) after
evening alcohol consumption.

Modified Intervention Message B
It is important that you cut down on your alcohol
consumption. This is particularly relevant for those
using insulin or insulin secretagogues that may ex-
perience delayed nocturnal or fasting Hypoglycemia
(Abnormally low level of glucose in the blood) after
evening alcohol consumption.

Imperative and indicative moods are observed
respectively at sentence beginnings of the two mes-
sages. The imperative mood in A conveys a sense
of certainty and urgency, relevant to a higher level
of perceived readiness according to the Planned
Behaviour Theory (Ajzen, 1991). The expression
“it is important that you” in B is related to the in-
crease of perceived importance in the aspect of be-
havioural intention. Intervention Message B signals
closeness with addressees when using personal
pronouns, encouraging an in-group association of
the warmth appeal in the Stereotype Content Model
(Cuddy et al., 2008).

Diversity in vocabulary use is observed, such
as the replacement of “minimize” to “cut down on”
and “reduce”. They can be seen as presentations

that are more or less colloquial, establishing differ-
ent levels of closeness, which is relevant for the
competence/warmth appeal.

If parameters are set correctly, the model can
personalise texts with a great variation in linguis-
tic features to closely match individual linguistic
preferences or targeted perception effects.

6.1. Post-test
To assess the intended effects of personalisation,
understandability, likeability and convincingness
and the quality of the generated interventions, a
post-test has been conducted. We also assessed
naturalness, perceived redundancy and coherence
of the generated messages.

Data From the 16 major claims presented earlier,
15 were selected for the post-test: eight express-
ing the supporting stance, and the other seven the
attacking stance. The base claims were used as
unmodified interventions and proposed for person-
alisation.

Three types of interventions were tested: (1)
unmodified arguments from medical excerpts; (2)
the best matching intervention generated by the
pipeline model and matching the individual pref-
erences; and (3) the worst matching intervention
generated by the pipeline model and selecting the
least matching individual profile. Note that the best
matching and worst matching interventions vary for
each participant as they were generated based on
their individual profiles.

Five parameters (appeal to competence, appeal
to warmth, relative level of numeric delivery, relative
text length and relative lexical complexity) were
modulated.

Questionnaire Design The post-test was dis-
tributed as a questionnaire with two parts: (1) col-
lection of participants’ profiles in terms of their de-
mographics and personality traits and is identical
to that of the pre-test; and (2) a total of 15 sets
of personalised and at least one non-personalised
interventions were ranked and rated on a 7-point
Likert scale. Additionally, the level of information
retainment was assessed. Three randomly se-
lected unmodified, best and worst matching inter-
vention messages were evaluated on criteria of well-
formedness (coherent and natural), understandabil-
ity, redundancy and likeability (convincing). The
later criteria were meant to test some of the study’s
hypotheses in the perception of personalised lin-
guistic delivery.

Results 21 respondents participated in the study.
All respondents were required to have at least heard
of diabetes as a medical condition and have not
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Evaluation Criterion Preference Matching Setting
Best Worst Unmodified

Text Quality Evaluation
Coherence 4.73* (± 1.5) 4.70* (± 1.6) 5.67 (± 1.5)
Naturalness 4.36* (± 0.2) 3.93* (± 0.1) 5.83 (± 0.3)
Redundancy 2.20* (± 1.6) 2.53* (± 1.5) 3.17 (± 1.7)
Perception Evaluation
Likeability 4.37 (± 1.7) 4.31 (± 1.4) 4.53 ( ± 1.6)
Understandability 4.86* (± 1.9) 5.27 (± 1.7) 4.33 (± 1.7)
Convincingness 4.73 (± 1.5) 4.70 (± 1.5) 5.67 (± 1.8)

Table 3: Overview of the average ratings in text
quality and perception evaluation experiments on
the 7-point Likert scale. * marks statistically signifi-
cant differences when compared to an unmodified
intervention argument. Standard deviation is pro-
vided in brackets.

participated in the pre-test. 15 respondents suc-
cessfully completed both parts of the questionnaire,
all of them were between 16 and 30 years old, with
53.3% male and 46.7% female; 93.3% of the respon-
dents have received at least one bachelor’s degree
and 13.3% have received a master’s degree.

The results showed that the generated interven-
tions were rated as more understandable than un-
modified ones, see Table 3. This is most probably
due to the simplification and added definitions of
medical terms. Results show statistically signif-
icant differences where the best matching rated
approximately 30% higher than unmodified ones in
understandability (p=0.049).

Likeability fluctuates between test sets (Figure
4), which may be a result of the instability in para-
phrasing quality. Nevertheless, results show that
the likeability of the generated interventions is at
least competitive with that of the unmodified argu-
ments. The mean ratings of the five sets show that
the three types of interventions were rated similarly
in terms of likeability, where the unmodified ones
receive the highest and the worst matching ones
the lowest scores.

In both rating in ranking tasks, unmodified inter-
ventions are rated as the most redundant and best
matching texts are the least redundant.

The rated naturalness and coherence of the mod-
ified interventions are noticeably lower than human-
written unmodified texts. The results are under-
standable given the lack of grammatical and se-
mantic check in selection of paraphrases. There
are no statistically significant differences observed
in convincingness of generated modulated and un-
modified interventions, suggesting that the auto-
matically generated messages are at least not less
convincing after the performed modulations.

According to the post-test results, interventions
generated by the model are in general less redun-
dant, more understandable and as likeable and
convincing as the unmodified arguments. However
they are less natural and potentially less coherent.

Figure 4: Average likeability ratings.

7. Discussion and Conclusion

This study evaluated the argument generation ap-
proach for medical domain application in person-
alising intervention messages. A pipeline model
was implemented to process health interventions
containing medical evidence based arguments and
convert them into personalised health intervention
messages. Medical domain knowledge is inte-
grated to simplify and explain medical terms for
higher understandability.

The implemented model was evaluated and pro-
duced good quality health interventions. Despite
perceived as less natural, modulated interventions
were rated by human evaluators as likeable and
convincing as the unmodulated ones, while per-
forming better on understandability and concise-
ness criteria.

Modulated interventions exhibited a high diver-
sity in lexical and syntactic structures given different
profiles, which potentially can be used to specify
various persuasion strategies. Currently, no mod-
ule in the model that defines or selects persuasive
strategies is designed.

Further work is required to improve system’s per-
sonalisation capabilities. Personalisation factors
are numerous and show complex interplay, these
additional effects need to be analysed in a more
detailed study with higher number of participants of
various demographics, personalities and emotional
states. Real patient data recorded in authentic
doctor-patient communicative settings is ideal but
hard to obtain. We, therefore, opt for better patient
simulations and simulations of interactive situations
which will allow better experimental control.
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Abstract
Cancer not only affects a patient’s physical health, but it can also elicit a wide spectrum of intense emotions in
patients, friends, and family members. People with cancer and their carers (family member, partner, or friend)
are increasingly turning to the web for information and support. Despite the expansion of sentiment analysis
in the context of social media and healthcare, there is relatively less research on patient narratives, which are
longer, more complex texts, and difficult to assess. In this exploratory work, we examine how patients and
carers express their feelings about various aspects of cancer (treatments and stages). The objective of this
paper is to illustrate with examples the nature of language in the clinical domain, as well as the complexities
of language when performing automatic sentiment and emotion analysis. We perform a linguistic analysis of a
corpus of cancer narratives collected from Reddit. We examine the performance of five state-of-the-art models (T5,
DistilBERT, Roberta, RobertaGo, and NRCLex) to see how well they match with human comparisons separated
by linguistic and medical background. The corpus yielded several surprising results that could be useful to
sentiment analysis NLP experts. The linguistic issues encountered were classified into four categories: statements
expressing a variety of emotions, ambiguous or conflicting statements with contradictory emotions, statements requir-
ing additional context, and statements in which sentiment and emotions can be inferred but are not explicitly mentioned.

Keywords: Clinical narratives, medical language processing, social media, cancer, sentiment analysis, emotion
analysis

1. Introduction

Cancer is one of the most prevalent diseases im-
pacting the lives of millions of individuals and fami-
lies worldwide. According to cancer statistics, 14.1
million people worldwide are affected by the dis-
ease (Torre et al., 2015). A cancer diagnosis can
be upsetting and cause challenging psychological
reactions in patients, including anxiety, despair,
isolation, and feelings of shame and self-blame.
Some individuals may experience heightened emo-
tions contemplating the emotional impact of this
news on their loved ones (Muzzin et al., 1994; Ahn
et al., 2009; Singer et al., 2010; Cho et al., 2013;
Al-Azri et al., 2014a,b). According to estimates,
up to one-third of cancer patients receiving hospi-
tal treatment also suffer from a prevalent mental
health issue (Singer et al., 2010). To provide ef-
fective therapy for cancer patients it is important to
monitor their emotional state and we also aim to
support cancer patients, their families, and health-
care providers to better understand their options.
Analysing emotions and sentiments is one part of
the evidence base to support patients’ treatment
and care choices, at each stage of disease and
treatment. Experts feel that focusing on patients’
emotions can improve their health, self-efficacy (pa-
tient engagement or involvement in improving the

quality of healthcare) (Lacy, 2016; Marzban et al.,
2022), and well-being, hence assessing their mood
is an important part of their treatment (Ryan et al.,
2005; Harvey and Lawson, 2009).

Social media platforms have become more and
more prevalent in providing a common place for
patients and their loved ones to express their expe-
riences with cancer (Bender et al., 2011, 2013; Kent
et al., 2016; Domínguez and Sapiña, 2017). As a re-
sult, social media data can be used to examine the
way patients and carers (family member, partner,
or friend) talk about their journeys. To facilitate this
large-scale analysis, we can use NLP approaches
like sentiment analysis (SA), which have evolved
over time from fundamental concepts to powerful
deep learning (DL) algorithms that are becoming
a valuable tool for a variety of NLP applications.
Reddit has a huge collection of forums covering
news, discussion, entertainment, and just about
any topic. Through a network of discussion boards
known as subreddits, hundreds of millions of active
users regularly share their unfiltered opinions, ex-
periences, ideas, and feelings on a wide range of
topics.

In this exploratory study, we analyse the moods
and attitudes among cancer patients and their loved
ones by acquiring posts from various cancer-related
forums on Reddit. We conducted both qualitative
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and quantitative assessments to explore cancer-
related attitudes and emotions for different cancer
stages (I, II, III, IV) and cancer treatments (diagno-
sis, clinical trials, chemotherapy, radiation therapy,
targeted therapy, and palliative care)1, as well as to
see how closely the automated techniques match
manual annotation. Moreover, we dive deeper into
challenges associated with medical or clinical data
processing.

2. Related Work

A wide range of modern techniques, including rule-
based, conventional machine learning, and more
advanced deep learning approaches, have been
effectively applied to the task of SA in health and
well-being (Zunic et al., 2020). Prior research, how-
ever, reveals that relatively few attempts have been
made to use NLP to conduct a large scale examina-
tion of cancer patients’ views during their journey,
specifically the course of their treatment. The ma-
jority of research in this area focuses on patient
experiences (positive, negative, and neutral) to en-
hance patient satisfaction (how satisfied patients
are with a specific type of treatment as opposed to
how they feel during that treatment).

Aspect-based Sentiment Analysis has previously
been applied to the healthcare industry, most no-
tably for SA of social media data on drug reviews
(Gräßer et al., 2018; Sweidan et al., 2021), the
COVID-19 disease and its vaccination (Aygün et al.,
2021; Jang et al., 2021; Chaudhary et al., 2023),
as well as psychological clinical records concern-
ing suicide (George et al., 2021). Gräßer et al.
(2018) performed several experiments related to
drug reviews using data scraped from online drug
review websites. The study involved looking at peo-
ple’s attitudes toward their overall experiences, side
effects, and the usefulness of certain treatments.
It also addressed the problem of the absence of
annotated data and looked into the transferability
of learned classification models across domains.
(Sweidan et al., 2021) aimed to create a hybrid
ontology-XLNet transfer learning strategy for iden-
tifying Adverse Drug Reactions (ADRs) from social
data using sentence-level ABSA.

3. Methodology

This section provides an elaborate discussion of
the strategy adopted for sentiment and emotion
classification of the cancer-related Reddits.

1Data and Code are available at https://github.
com/4dpicture/Emotion-Analysis.

Table 1: Cancer aspect-specific post-sets. Here, Min
and Max represent the minimum and maximum word
length of the posts.

Aspect Total Min Max
Category Count (words) (words)

Diagnosis 224 22 2396
Clinical Trials 232 30 3829
Surgery 230 11 2396
Chemotherapy 227 22 2396
Palliative Care 227 43 3554
Radiation Therapy 228 27 3829
Targeted Therapy 121 22 3829
Stage I 53 45 2396
Stage II 15 62 3829
Stage III 20 62 691
Stage IV 142 37 2396

3.1. Data Collection
We collected a sample of cancer-related En-
glish Reddit posts using PRAW2(Python
Reddit API Wrapper) from several subred-
dits including ‘r/cancer’, ‘r/cancersurvivors’,
‘r/cancerfamilysupport’, and ‘r/cancercaregivers’.
We acquired around 1,500 public posts using
cancer-specific (treatment and stage) aspects.
For each aspect, we created a separate post-set
comprised of all posts containing the aspect term
as shown in Tables 1. As people discussed their
journeys in these narratives, several posts featured
overlapping aspects, such as diagnosis, which
was nearly always reported, multiple stages and
treatments, chemotherapy and surgery occurring
concurrently in many posts, and so on. Because
most posts contain several terms, selecting those
covering a single aspect, for example, "stage 1" or
"palliative care" makes it challenging to generate
an independent set with adequate data samples.
This yields significantly fewer data points for each
set. To resolve this conflict, we just used the
aspect-term to search the subreddits, and posts
that had multiple aspects were added to all sets.

3.2. Sentiment and Emotion
Classification Models

The idea is to analyse the sentiments or emotions
keeping in mind the entire narrative (post). Since
nearly all of the state-of-the-art algorithms have
word count restrictions and because the entire nar-
rative cannot be adequately tagged using a single
sentiment or emotion, sentence-level classification
was used to assess the attitudes and emotions in
the post-sets. To examine the relative sentiments
(positive, negative, or neutral) and emotions (sad-

2PRAW available at https://praw.readthedocs.io/
en/latest/.
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Figure 1: Cancer treatment-specific sentence-level emotion classification.

(a) Emotion classification using NRCLex. Emotion
classes include fear, sadness, trust, anger, disgust, joy,
surprise, and anticipation.

(b) Emotion classification using T5. Emotion categories
include joy, fear, anger, sadness, love, and surprise.

(c) Emotion classification using RobertaGo Emotions
with 27 emotion classes.

ness, anger, joy, surprise, etc.) from the gathered
post-sets, five different models (T5, DistilBERT,
Roberta, RobertaGo, and NRCLex) were utilized.
The models are characterized as follows: T5 3:
Google’s T5 (Raffel et al., 2020) is an emotion de-
tection model fine-tuned using the emotion recog-
nition dataset introduced in (Saravia et al., 2018).
It provides six emotion classes: sadness, joy, love,
rage, fear, or surprise. DistilBERT 4 : DistilBert
(Sanh et al., 2019) was built using the Stanford
Sentiment Treebank (SST) (Socher et al., 2013)
composed of 11,855 single sentences collected
from movie reviews. It classifies text into two cate-
gories: positive and negative emotions. Roberta
5 : Roberta was fine-tuned for the SA task using
TweetEval (Rosenthal et al., 2017), which contains
roughly 124M tweets from January 2018 to Decem-

3"t5-base-finetuned-emotion" avail-
able at https://huggingface.co/mrm8488/
t5-base-finetuned-emotion.

4"distilbert-base-uncased-finetuned-sst-2-
english" available at https://huggingface.co/
distilbert-base-uncased-finetuned-sst-2-english.

5"twitter-roberta-base-sentiment-latest" avail-
able at https://huggingface.co/cardiffnlp/
twitter-roberta-base-sentiment-latest.

ber 2021. This provides three sentiment classes:
positive, negative, and neutral. RobertaGo 6 :
RobertaGo (Liu et al., 2019) is a multi-label clas-
sification model tweaked on the largest manually
annotated dataset, Go-Emotions (Demszky et al.,
2020) consisting of 58k English Reddit comments,
labeled for 27 emotion categories. NRCLex 7 :
NRCLexicon is a PyPI project designed to gauge
ten emotion categories. It is created using the NRC
emotion lexicon (Mohammad and Turney, 2013)
and the WordNet synonym sets from the NLTK li-
brary. It provides eight basic emotions (anger, antic-
ipation, disgust, fear, joy, sadness, surprise, trust)
and two sentiments (negative, positive).

4. Key Findings

This section reports the findings of our experiments.
All percentages for a specific post-set were calcu-

6"roberta-base-go-emotions" available at https://
huggingface.co/SamLowe/roberta-base-go_emotions.

7"Lexicon source 2016 National Research Council
Canada (NRC)" available at http://saifmohammad.com/
WebPages/NRC-Emotion-Lexicon.htm.
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Table 2: Examples of statements in the cancer narratives tagged with counter-intuitive sentiment (positive)
and emotions (joy, happiness, etc.) by the models.

“Going into town I will enjoy the delightful offerings from del taco and a Xanex. We dine like kings!"
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’joy’, ’score’: 0.8974}" | "Roberta":"positive = 0.9764" |
"DistilBERT":"POSITIVE" | "NRCLex":"trust = 0.25, positive = 0.25, joy = 0.25, anticipation = 0.25"

“I made him breakfast, and dinner and tried to keep a positive mindset and just do the happy stuff we
always loved doing, jamming, joking, eating waffles."
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’joy’, ’score’: 0.6846}" | "Roberta":"positive = 0.9417" |
"DistilBERT":"POSITIVE" | "NRCLex":"positive = 0.5714"

“I told her I loved her and held her hand while they ended life support."
"T5":"<pad>love" | "RobertaGo":"{’label’: ’love’, ’score’: 0.9029}" | "Roberta":"positive = 0.7132" |
"DistilBERT":"POSITIVE" | "NRCLex":" ""

“I’m still battling side effects but I’m so relieved to be done! I get to come home to my beautiful wife
and loving dog every time."
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’joy’, ’score’: 0.7250}" | "Roberta":"positive = 0.9543" |
"DistilBERT":"POSITIVE" | "NRCLex":"positive = 0.3333, joy = 0.3333"

“But hearing the phrase, ’you no longer have cancer’ makes me feel invincible again."
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’joy’, ’score’: 0.3020}" | "Roberta":"positive = 0.7231" |
"DistilBERT":"POSITIVE" | "NRCLex":"fear = 0.2857, negative = 0.2857"

lated using the formula:

Si
j/E

i
j = (

NSi
j/E

i
j

Tj
)× 100 (1)

where, i refers to the ith sentiment or emotion ∈
{positive, negative, neutral, sadness, anger, joy, sur-
prise, fear, etc.}, j refers to the jth aspect∈ {stage 1,
stage 2, ..., targeted therapy, surgery, and palliative
care}, NSi

j/E
i
j

refers to the number of sentences
tagged with sentiment or emotion i for aspect j,
and Tj refers to the total number of sentences con-
taining aspect j.

4.1. Cancer Treatments
Sentiment Analysis: According to DistilBert
(Figure 3b), negative sentiment is most typically
relayed across all phases of treatment, in the order,
diagnosis (64.6%), surgery (64.5%), chemotherapy
(66.2%), palliative care (71.3%), clinical trials
(72.4%), radiation therapy (72.4%), and targeted
therapy (75.0%), indicating that patients have
the greatest quantity of negative emotions during
radiation therapy, followed by clinical trials and
palliative care. Roberta (Figure 3c) detected
more neutral feelings across multiple treatment
aspects, clinical trials (45.0%), radiation therapy
(44.2%), targeted therapy (51.8%), and palliative
care (43.3%) while negative for the others. Across
all phases, NRCLex (Figure 3a) detected more
negative sentiments, diagnosis (52.3%), clinical
trials (51.1%), chemotherapy (52.7%), surgery
(52.3%), radiation therapy (55.4%), targeted
therapy (54.1%), and palliative care (50.5%), with
a narrow gap between the categories. Roberta,

like DistilBert, has a wide disparity between
the sentiment categories, with radiation therapy
eliciting the most negative sentiment, followed
by palliative care, diagnosis, clinical trials, and
chemotherapy. In comparison to other aspects,
Roberta indicated greater positive sentiments
about diagnosis and surgery (see Table 2).

Emotion Analysis: According to the NRCLex
model (Figure 2a), the two emotions that happen to
surface most consistently throughout all treatment-
specific aspects are fear (18 - 22%) and sadness
(15 - 17%). Other emotions include trust (13 -
16%), anticipation (12 - 14%), and anger (10 - 11%).
Besides pointing out how emotions like curiosity
(2 - 6%), admiration (2 - 3%), approval (2 - 3%),
and confusion (2 - 3%) are conveyed in the posts,
RobertaGo (Figure 2c) ranks sadness (6 - 11%)
as the most frequently relayed emotion through-
out the phases. T5 (Figure 2b), in contrast to the
two models, demonstrates that for all treatment el-
ements, joy (28 - 36%) is the most prominent emo-
tion, followed by sadness (24 - 37%), and anger
(16 - 21%). Almost all emotion classifiers agree
that fear and sadness are the most prevalent emo-
tions. Every model also highlights joy and hap-
piness as frequently seen emotions in the posts
(see Table 2). Among the top five most expressed
emotions, RobertaGo and T5 identify joy as one of
the major feelings reported in the narratives. Apart
from joy, RobertaGo mentions gratitude, approval,
caring, and admiration as recurring emotions over
the stages. T5 also reports love as an uncommon
emotion encountered mostly during diagnosis and
palliative care. NRCLex identifies trust and antici-
pation as significant, along with fear, sadness, and
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Figure 2: Cancer treatment-specific sentence-level sen-
timent classification.

(a) Sentiment classification using NRCLex. Sentiment categories
include positive and negative.

(b) Sentiment classification using DistilBert. Sentiment categories
include positive and negative.

(c) Sentiment classification using Roberta. Sentiment categories
include negative, positive, and neutral.

anger.

4.2. Cancer Stages
Sentiment Analysis: Negative sentiment is most
commonly communicated across all cancer stages,
particularly Stage IV cancer, as determined by all
the classifiers. According to the DistilBert (Figure
5b), negative sentiment is expressed prominently
across all cancer stages, Stage I (62.7%), Stage II
(60.9%), Stage III (64.7%), and Stage IV (64.6%)
where there exists a substantial difference between
the sentiment categories. NRCLex (Figure 5a),
on the other hand, exhibits a small gap between

the sentiment categories throughout all stages
and relays more positive attitudes for Stages I
(52.2%) and III (53.3%) as compared to Stages
II (46.3%) and IV (48.1%). At Stages III (37.7%)
and IV (41.0%), Roberta (Figure 5c), expresses
more negative sentiment, while at Stages I and II,
it showcases a more neutral attitude.

Emotion Analysis: The two emotions that
appear most consistently throughout all cancer
stages, according to the NRCLex model (Figure
4a) are fear (17 - 19%) and sadness (14 - 16%).
RobertaGo (Figure 4c) highlights sadness (15 -
24 %) as the most frequently relayed emotion. In
addition to that, it also emphasizes emotions like
admiration (8 - 10%), optimism (5 - 9%), and joy
(5 - 6%) being conveyed. According to NRCex
and RobertaGo, sadness is mostly expressed
in Stage IV cancer posts as compared to other
stages. T5 (Figure 4b) contrasts the two models
and reveals that for all cancer stages, joy (33
- 39%) is the emotion that is most displayed,
followed by fear (23 - 29%). The most prevalent
emotions extracted by all classifiers are fear and
sadness. Every model also points out that the
feelings joy and happiness can frequently be seen
in posts (see Table 2). Joy is one of the top five
most frequently reported emotions by patients and
carers, according to RobertaGo and T5. Apart
from joy, RobertaGo mentions gratitude, approval,
caring, and admiration as persistent emotions
throughout the stages. NRCLex identifies trust
and anticipation as significant, along with fear,
sadness, and anger.

5. Human Evaluation

We reviewed a random subset of the collected
posts having 50 sentences that were manually
examined with the assistance of two distinct groups
of annotators, three NLP/Linguistic researchers,
and two medical domain specialists, to determine
the impact of domain knowledge on the tasks for
cancer-related data. The annotators evaluated the
Sentiment Polarity: To determine whether the
language conveys a positive, negative, or neutral
attitude, and Emotion Class: To identify the emo-
tion conveyed in the statement by using one of the
following categories: sadness, anger, fear, joy, love,
surprise, and neutral. Cohen’s Kappa coefficient
was used to determine the inter-rater agreement.
Human evaluation was performed using three
sentiment categories (positive, negative, and
neutral) and seven emotion categories (sadness,
anger, fear, joy, love, surprise, and neutral). The
annotators were asked to choose one sentiment
and emotion category they felt best suited in either
scenario. Although some sentences contained
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Figure 3: Cancer stage-specific sentence-level emotion classification.

(a) Emotion classification using NRCLex. Emotion
classes include fear, sadness, trust, anger, disgust, joy,
surprise, and anticipation.

(b) Emotion classification using T5. Emotion categories
include joy, fear, anger, sadness, love, and surprise.

(c) Emotion classification using RobertaGo Emotions
with 27 emotion classes.

Table 3: Examples of statements in the clinical narratives tagged with contradicting sentiments and
emotions by the SA models.

“I have been told I will never be cancer free, I have learnt to accept that."
| "T5":"<pad>joy" | "RobertaGo":"{’label’: ’approval’, ’score’: 0.4907}" | "Roberta":"negative = 0.6521" |
"DistilBERT":"POSITIVE" | "NRCLex":"fear = 0.2, anger = 0.2, negative = 0.2, sadness = 0.2, disgust = 0.2"

“Finished a year of treatment and continued on maintenance chemotherapy for another year and
was cancer free for a while until I relapsed at 22."
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’neutral’, ’score’: 0.5965}" | "Roberta":"neutral = 0.6418" |
"DistilBERT":"NEGATIVE" | "NRCLex":"fear = 0.17, anger = 0.17, trust = 0.17, negative = 0.17,
sadness = 0.17, disgust = 0.17"

“I’m going to die, and I’m going to do it with as much dignity as possible, and have the best last
few months I can possibly have."
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’optimism’, ’score’: 0.6297}" | "Roberta":"positive 0.8141" |
"DistilBERT":"POSITIVE" | "NRCLex":"fear = 0.2, trust = 0.2, positive = 0.2, negative = 0.2, sadness = 0.2"

“They were able to cut out the tumor but weren’t successful in getting clean margins on the first pass."
"T5":"<pad>joy" | "RobertaGo":"{’label’: ’neutral’, ’score’: 0.6801}" | "Roberta":"neutral = 0.5605" |
"DistilBERT":"NEGATIVE" | "NRCLex":"trust = 0.2222, positive = 0.2222, joy = 0.2222"

“This morning was my last day of radiation!"
"T5":"<pad>sadness" | "RobertaGo":"{’label’: ’excitement’, ’score’: 0.4861}" | "Roberta":"positive = 0.5139" |
"DistilBERT":"NEGATIVE" | "NRCLex":"fear = 0.5, negative = 0.5"
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Figure 4: Cancer stage-specific sentence-level senti-
ment classification.

(a) Sentiment classification using NRCLex. Sentiment categories
include positive and negative.

(b) Sentiment classification using DistilBert. Sentiment categories
include positive and negative.

(c) Sentiment classification using Roberta. Sentiment categories
include negative, positive, and neutral.

numerous emotion categories, the evaluation only
permitted one choice for each category.

Corresponding to sentiment polarity (Figure
5), a substantial agreement (0.6383 - 0.6691)
was discovered between the NLP/Linguistics
researchers, and a substantial agreement (0.7534)
exists among the domain experts. Moderate to
substantial agreement (0.5064 - 0.6299) exists
between the two groups indicating that scientific
background and understanding somewhat influ-
enced the sentiment polarity communicated in
the sentences. Also, it was observed that the
NLP/Linguistics researchers tended to classify

a slightly larger share of sentences as neutral
compared to the domain experts. Corresponding to
the emotion analysis (Figure 6b), a fair to moderate
agreement (0.2946 - 0.5037) was found among the
NLP/Linguistics researchers, while a substantial
agreement (0.7258) was observed among the
domain experts. Between the two groups, there
is fair to moderate agreement (0.2273 - 0.5811),
indicating that scientific background and under-
standing influence the emotions communicated in
the sentences.

6. Comparative Analysis

To assess how well the SA models performed
on data related to cancer, we compared the
human and model-assigned sentiment tags using
precision, recall, and accuracy (Table 4).

Roberta: The model achieves performance
scores ranging from 0.6 to 0.8, indicating its
ability to capture a significant portion of sentiment
tags as assigned by annotators. With identical
recall, precision, and accuracy scores of 0.7, it
demonstrates balanced performance in identifying
instances of the target emotion class while mini-
mizing false identifications. Consistency in scores
suggests that the model consistently captures
the same instances as human-assigned labels,
indicating comparable performance to human
annotators. This implies effective training of the
machine learning model, which remains accurate
and reliable in assigning labels. A low trade-off
between recall and precision indicates efficient
identification of relevant instances while minimizing
false positives, reflecting a well-tuned model.
This reduces the need for manual verification or
correction of labels, leading to significant time
and cost savings in large-scale labeling tasks.
Furthermore, the performace metrics indicate that
Roberta surpasses both NRCLex and DistilBert on
the SA task.

NRCLex and DistilBert: Both models achieve
average recall and accuracy scores of 0.52, indicat-
ing a moderate performance. The precision scores
are notably high, with NRCLex averaging 0.76
and DistilBert scoring 0.83. This suggests that the
models tend to be conservative in their predictions,
preferring to refrain from labeling instances as
belonging to the emotion class unless they are
highly confident in their prediction. However, the
low recall indicates that a significant portion of
instances belonging to the emotion class is being
missed. This selective behavior, characterized
by high precision and low recall, suggests that
the models prioritize precision over recall, opting
to make fewer predictions but ensuring their
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Table 4: Precision, recall, and accuracy between human annotations and machine-generated sentiment tags for the
sampled evaluation set. Here, A, P, R denote accuracy, precision, and recall, respectively. a1, a2, and a3 denote
experts in NLP/Linguistics, while a3 and a4 represent domain experts. avg denotes the average scores w.r.t all
annotators.

Roberta NRCLex DistilBert
A P R A P R A P R

a1 0.78 0.79 0.78 0.46 0.75 0.46 0.48 0.84 0.48
a2 0.74 0.73 0.74 0.62 0.83 0.62 0.58 0.85 0.58
a3 0.72 0.72 0.72 0.51 0.76 0.51 0.6 0.88 0.6
a4 0.70 0.71 0.70 0.54 0.78 0.54 0.5 0.83 0.5
a5 0.64 0.64 0.64 0.46 0.70 0.46 0.46 0.72 0.46

avg 0.72 0.72 0.72 0.52 0.76 0.52 0.52 0.83 0.52

correctness. Consequently, despite the moderate
performance indicated by the accuracy score
of 0.52, there remains substantial potential for
enhancing the models’ ability to capture more
relevant instances.

All models exhibit relatively higher recall, precision,
and accuracy when assessed by NLP/Linguistics
researchers (a1, a2, a3) compared to domain
experts (a4, a5). The low performance with
domain expert annotators suggests that the model
may not effectively capture the nuances or specific
characteristics of the domain it was trained on.
This could be due to limitations in the training
data, inadequate representation of domain-specific
features, or biases in the model architecture.

7. Linguistic and Semantic
Challenges

Challenges that surfaced during the classification
of cancer narratives are stated below. In all the
examples, the color red represents a negative
sentiment, blue represents a positive sentiment,
and green represents a neutral or a sometimes
ambiguous expression. The sentiment and
emotion analysis is based on the tags provided by
model predictions and human annotation.

1. Statements expressing a range of emotions:
When examining the posts, it appeared that people
expressed a wide range of emotions in the same
statement. For example, in the statement, “I
have been told I will never be cancer free, I have
learnt to accept that,” the expression “never be
cancer free” expresses a negative sentiment and a
variety of emotions, sadness, fear, disappointment,
etc. while “learnt to accept” displays a positive
attitude and emotions like love, approval, optimism,
admiration, etc. In another statement, "I’m going to
die, and I’m going to do it with as much dignity as
possible and have the best last few months I can
possibly have," the patient expresses a negative

sentiment (though, given the circumstances,
they may see it positively) in "going to die" while
expressing a positive attitude in "do it with as much
dignity as possible." The phrase "best last few
months" conveys approval, adoration, optimism,
sadness, and grief all at once. It is challenging
to gauge the overall feeling relayed in such texts.
Another example includes, “The hospital I live
in right now had given me less than 2 months,
and I outlived it.” One of the major challenges for
automatic sentiment or emotion classification is
the ability to identify the overall attitude and pick
the most likely emotion when the text is capable of
multiple interpretations based on the context.

2. Statements with contradicting emotions:
When analysing the posts it was also observed
that individuals often express their feelings using
contradicting emotions (see Table 3). For example,
in the statement, “This may sound like hell, but it’s
actually pretty peaceful,” the patient expresses a
negative attitude towards something comparable
to an experience in hell when they use “may
sound like hell,” while contradicting the assumption
and concluding that the experience is positive
when they use “it’s actually pretty peaceful”. The
statement exemplifies opposing feelings of disgust,
fear, admiration, and optimism. This type of
uncertainty is tough to capture and resolve not only
for humans but also for machines. Furthermore, “I
won’t say that I hope my long sleep comes soon,
but I don’t fear it, it’s almost time for me to sleep
forever”. In the preceding statement, the patient
expresses a positive acceptance of a sad and
undesirable circumstance. From the sentence
“They were able to cut out the tumor but weren’t
successful in getting clean margins on the first
pass,” it is difficult to discern the sentiment because
"able to cut out the tumor" indicates a positive
sentiment or a sense of excitement, yet "weren’t
successful in getting clean margins" expresses a
negative sentiment or sense of disappointment.

3. Statements that require additional context:
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We discovered that sentiment and emotion
analysis of cancer-related texts frequently neces-
sitates prior knowledge and awareness of the
healthcare domain, and that sentences cannot
be successfully categorised without additional
context. The sentence, "So I had my results
today from my first Ct scan since treatment,"
is neutral in attitude and emotion because we
do not know whether the results were favorable
or not at this point. Some models selected joy
as an acceptable emotion tag for this text, and
two annotators suggested surprise. The second
example, "I had an aggressive cancer in my left
lung that spread to my lymph nodes quickly," lacks
information regarding whether or not the situation
was later improved. The NLP/Linguistic annotators
identified a neutral sentiment and emotion for the
sentence which might appear to be negative as
identified by the domain experts who also chose
fear and surprise as the appropriate emotion
tag. Similarly the statement, “I’m having really
complicated feelings about this” is ambiguous
since we do not know what the individual is having
"complicated feelings" about and, as a result, what
kind of sentiment or emotion should be associated
with it. It clearly portrays a sense of confusion,
disapproval, disappointment, and nervousness, all
at once.

4. Statements where sentiment and emo-
tions can be inferred but are not explicitly
mentioned: It has also been observed that, while
emotions are not always explicitly mentioned
in the sentence, they can be deduced using
domain knowledge. For example, in the statement,
“Finished a year of treatment and continued on
maintenance chemotherapy for another year and
was cancer-free for a while until I relapsed at 22,”
the expression "until I relapsed at 22" can be
construed as conveying a negative sentiment, but
lacks any explicit emotional words to indicate that
the person is afraid, sad, surprised, disappointed,
etc. In these cases, we might hypothesise that
human annotators might annotate a sentence
using an inferred emotion, and dictionary-based
NLP approaches would be less able to capture
such emotions, whereas DL-based methods might
detect such subtle clues to annotate an implied or
inferred emotion.

8. Conclusion

In this study, we conduct sentiment and emotion
analysis of Reddit forum data on aspects (specifi-
cally stages and treatments) unique to cancer. We
intend to analyse spontaneous clinical narratives
to better understand the wide range of emotions
that a patient or carer experiences throughout the

Figure 5: Human evaluation of 50 instances of cancer-
related Reddit data. The table shows the kappa reliability
scores between annotators. Here, ai denotes the ith

annotator.

(a) Sentiment polarity.

(b) Emotion classification.

various stages of cancer or treatments from diag-
nosis to palliative care. Through this study we dis-
covered that: 1) Besides negative emotions (fear,
anger, and sadness), there are many (potentially
unexpected) examples of positive emotions (joy,
happiness, admiration, approval, and optimism) in
cancer-related posts. 2) Human evaluation results
further indicates the dependency of both tasks on
domain knowledge and comprehension. 3) The
precision, recall, and accuracy scores suggest diffi-
culties in accurately capturing the nuances of the
target domain. Addressing these challenges may
necessitate domain adaptation, careful examina-
tion of biases in the training data, and potentially
utilizing transfer learning techniques to enhance
model performance across all domains. 4) Various
challenges encountered in annotation, both manual
and automatic, include statements expressing di-
verse emotions, ambiguity or inconsistency in state-
ments with conflicting emotions, and statements
requiring additional context. We believe linguists
can gain useful insights from this study when man-
ually annotating such narratives. Additionally, we
think that NLP researchers conducting comparable
studies or developing new models would benefit
from the analysis of the NLP models.
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9. Ethics Statement

The large-scale analysis of sentiment and emotions
expressed in open or closed online forums, partic-
ularly related to sensitive topics such as cancer re-
quires ethical approval, and we have been granted
approval for secondary data analysis of previously
analysed datasets. The research presented in this
paper is part of a larger multilingual multinational
research project, and each partner will apply it in
their organization or country to replicate our analy-
sis. The overall aim of the research is to improve
the cancer patient journey and ensure personal
preferences are understood and respected during
treatment discussions with medical professionals,
thereby supporting treatment and care choices, at
each stage of disease or treatment.
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Abstract
Reading plays a crucial role in cognitive processes, acting as the primary way in which people access and assimilate
information. However, the ability to effectively comprehend and understand text is significantly influenced by various
factors related to people and text types. We propose to study the reading easiness and comprehension of texts
through the eye-tracking technology, which tracks gaze and records eye movement during reading. We concentrate
on the study of eye-tracking measures related to fixations (average duration of fixations and number of fixations). The
experiments are performed on several types of texts (clinical cases, encyclopedia articles related to the medical
area, general-language texts, and simplified clinical cases). Eye-tracking measures are analysed quantitatively and
qualitatively to draw the reading patterns and analyse how the reading differs across the text types.

Keywords: Medical Texts, Types of Texts, Simplification, Reading, Eye-Tracking, Fixations

1. Introduction

Reading plays a crucial role in cognitive processes,
acting as the primary way in which people access
and assimilate information (Wylie et al., 2018; K.
and Ismail, 2011). However, the ability to effectively
comprehend and understand text is significantly in-
fluenced by various factors, including a person’s
level of education, proficiency in the language of
the text, and general health (Aarsland et al., 2021;
Javourey Drevet et al., 2022; Gala et al., 2018;
Pandey et al., 2021). These elements can both
facilitate and impede the reading process by im-
pacting how information is processed and compre-
hended. Therefore, understanding the relationship
between these factors and reading comprehension
is essential for developing strategies to make infor-
mation more comprehensible and accessible to a
wider audiences.

In addition, text comprehension also varies con-
siderably depending on the text type, and is influ-
enced by key factors that interact with both reader
capabilities and text properties (Pugh et al., 2023;
Fulcher, 1997). Hence, in the medical area, sev-
eral types of texts can be distinguished, such as
scientific literature, drug inserts, patient leaflets,
clinical documents, clinical trial protocols, and en-
cyclopedia articles. In each case, the texts have
specific structure, expected recipients, and con-
tent (Zweigenbaum et al., 2001; Biber and Finegan,
1994). The reading and comprehension of the dif-
ferent text types may vary due to these different
reasons.

Eye-tracking technology provides possibility to
study the reading easiness through specific mea-
sures. Researchers employ eye-tracking, a tech-
nique that tracks gaze patterns and records eye

movements while reading, in different contexts. Eye
tracking provides objective measures of reading
behaviour such as saccade duration, fixation size,
pupil dilation and regression frequency (Rayner
et al., 1989; Ekstrand et al., 2021; Clifton et al.,
2007; Singh et al., 2016).

Longer fixation durations are often indicative of
increased cognitive effort, as individuals spend-
ing more time at a specific point likely face chal-
lenges in interpreting the information presented
(Just and Carpenter, 1980; Holmqvist et al., 2011;
Ozeri-Rotstain et al., 2020). Thanks to this tech-
nique, the past decade has witnessed considerable
advancements at the intersection of linguistics, cog-
nitive science, and computer science, enhancing
our understanding of cognitive processes, includ-
ing text readability and comprehension. One of
the known limitations of eye-tracking is that only
short spans of texts can be processed (Duchowski,
2007). Hence, eye-tracking permits to collect pre-
cise reading measures but requires to split the texts
into segments that fit the screen.

In our study, we aim to investigate the ease of
reading and comprehension of different types of
texts (medical and general-language). We employ
eye-tracking methodologies, which enable the ob-
servation of gaze behaviour and the recording of
eye movement data during the reading.

We hypothesise that eye-tracking measures can
identify the complexity of texts, highlighting techni-
cal passages and terms, that are difficult to read
and may require simplification. To investigate this
hypothesis, we conducted an experiment where
participants were exposed to four types of texts:
original clinical texts (clinical cases), medical texts
from Wikipedia, general-language texts, and sim-
plified clinical cases. Our objective is to compare
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the average fixation duration and the number of
fixations across these text types to statistically dis-
cern their differences. As already indicated, this
experiment provides objective measures about the
complexity of texts and points out the content which
should be simplified.

In what follows, we first introduce the eye-
tracking technology and metrics in more detail (Sec-
tion 2). We then describe the data used in the exper-
iment (Section 3). Sections 4 and 5 are dedicated
to the presentation of the principles for statistical
analysis of eye-tracking measures related to fixa-
tion measures (the average fixation duration and
the number of fixations), and the obtained results.
Section 4 is focused on the analysis of each type
of texts individually, while Section 5 provides an
analysis across the types of texts making their com-
parison. A qualitative analysis of words that require
most readers’ attention is presented in Section 6.
Finally, Section 7 is dedicated to the general conclu-
sion and outlines some directions for future work.

2. Fixations in Eye-Tracking

Eye-tracking provides several objective measures
collected during the reading process. Among them,
the measures related to fixations occupy an impor-
tant place.

Fixations, characterised by brief pauses during
reading, are pivotal for information processing, serv-
ing as indicators of cognitive engagement and in-
teraction with the text. Longer fixations often signal
processing difficulty or heightened interest, while
more frequent fixations may indicate the text’s chal-
lenging nature or its ability to engage the reader.
The average duration of an eye fixation on a word
during reading varies depending on several factors,
including the complexity of the text, the reader’s
familiarity with the content, and the purpose of read-
ing (Hyönä and Kaakinen, 2019).

However, in general, research in the field of eye
movement and reading suggests that the average
eye fixation duration on a word is approximately
200-250 milliseconds (ms) for adults reading texts
in their native language under normal conditions
(Rayner and Reingold, 2015; Rayner et al., 2006).
Hence, fixations tend to be longer for less common
or more complex words, as the reader may require
additional time to process the meaning of such
words. Conversely, familiar or highly predictable
words may receive shorter fixations, or even be
skipped entirely, as the reader’s brain can efficiently
predict their meaning based on context.

Figure 1 illustrates a visual representation of eye-
tracking data superimposed on a passage of a med-
ical case text. Each circle represents a fixation
point, where the number within the circle indicates
the sequential order of fixations, and the size of the

Figure 1: Example of fixations in a medical text.
Translation of the excerpt from the clinical case:
Clinical case. B.H, a 30-year-old female with no
particular pathological history, presented with symp-
toms for 5 months before her hospitalization, which
included dysuria, frequent urination with urinary
urgency, and burning sensations during urination.
These symptoms were later complicated by terminal
hematuria and left-sided lower back pain, progress-
ing in a context of no fever and maintained general
health. Additionally, the patient reported having
foul-smelling leukorrhea. The admission clinical
examination revealed through a combined vaginal
touch and abdominal palpation a firm, painful mass
palpated through the anterior vaginal wall, suggest-
ing a bladder tumor.

Figure 2: Example of fixations in a simplified clini-
cal case. Translation of the excerpt from the clin-
ical case: Clinical Case. Patient B.H. is 30 years
old. She has no particular past medical history.
For five months before her hospitalization, she re-
ported several health problems: dysuria (difficulty
urinating), pollakiuria (frequent urge to urinate), uri-
nary urgency (difficulty holding urine when the urge
comes), and micturition burns (burning sensations
when urinating). Subsequently, the patient noticed
bleeding and pain in the left side of her back (left
lumbar pain). Her overall health remained stable.
She did not have a fever. The patient also experi-
enced foul-smelling white discharge (fetid leukor-
rhea).

circle corresponds to the duration of the fixation:
the larger the circle, the longer the reader looked at

85



that point in the text. The lines connecting the cir-
cles show saccadic movements between fixations,
demonstrating the trajectory of the reader’s gaze as
the reader progresses through the text. In contrast,
Figure 2 displays the reading of a simplified version
of the clinical case, showing a more uniform spread
of colours with fewer fixations. This map of visual
attention allows us to determine which parts of the
text are subjected to deeper cognitive processing,
as indicated by the number and size of fixations.

3. Data and Experiment

For our experiment, we utilise a medical corpus in
French that includes the CLEAR corpus (Grabar
and Cardon, 2018) and a corpus with Clinical
Cases (Grabar et al., 2020). These corpora encom-
pass a variety of materials, such as articles from
Wikipedia, reviews, leaflets, and medical cases.

Clinical cases are detailed accounts of the symp-
toms, diagnosis, treatment and follow-up of an in-
dividual patient or a small group of patients. Their
content is close to clinical documents, such as dis-
charge summaries (Grabar et al., 2020). Hence,
clinical cases are rich in medical terminology. Ad-
ditionally, they may include a discussion of the ra-
tionale for treatment choices, making them com-
plex and rich in specialised information. Such texts
are invaluable for medical education and practice,
providing insight into the practical application of
theoretical knowledge in real-life scenarios. In the
context of our study, clinical case texts serve as
a key component of the corpus, providing a deep
immersion into medical scenarios that require sig-
nificant cognitive effort of patients and their families
to process and comprehend medical information
relevant to their health and care.

Overall, for the eye-tracking experiments, we
compiled a corpus of 16 texts. The texts are in
French. This collection was thoughtfully divided
into two distinct sets to ensure a balanced repre-
sentation of text types in each.

Specifically, Set 1 comprised one assortment of
texts, while Set 2 featured a different assortment,
with each set containing an equal mix of medical
texts, clinical cases, and ordinary texts to maintain
a uniform distribution of text complexity and subject
matter across both sets. We manually simplified
these texts, resulting in two variations for each text
within the sets: Version A and Version B. In Version
A, some texts were presented in their original form,
while others were simplified. Version B reversed
this configuration, providing a mirrored counterpart
to Version A in terms of which texts were simplified.
Participants in the study were assigned to read
texts from either Set 1 or Set 2, but not both, to
ensure focused exposure to a specific subset of
texts.

For the purpose of the work presented here, we
chose 8 texts with the aim to cover the variety of
the available medical text types (Table 1 indicates
the size of these texts):

• two clinical case texts, chosen for their com-
plexity and their specificity to the clinical con-
text. Indeed, the patients and their families of-
ten have to face such documents during their
healthcare process;

• two Wikipedia articles related to medical topics:
autopsy and erythema. These texts illustrate
medical information freely accessible to the
general public. As observed by researchers
and associations, general population look for
medical and health information online increas-
ingly frequently (Fox, 2014);

• two general-language texts about popcorn and
quince. They are provided from Wikipedia as
well. They are selected to illustrate general-
language topics and provide some contrast in
terms of content and lexical density by com-
parison with medical texts;

• the simplified versions of clinical cases. Since
the content of clinical cases is too technical
for common people, we manually simplified
these clinical cases to make their reading more
friendly. The simplification was done at lexi-
cal (lexical substitutions with synonyms, hy-
peronyms, hyponyms, definitions...), syntactic
(sentence structure modification) and semantic
(addition of contextual and semantic informa-
tion) levels.

Table 1: Text size
Text Category Nb words
Clinical Cases 534
Medical Encyclopedia Texts 1,594
General Encyclopedia Texts 1,545
Simplified Clinical Cases 630

As indicated, we created two sets of texts and,
in each set, there is a version A and a version B :

• version A contains text 1 in its original form,
text 2 in its simplified form, text 3 in its original
form, text 4 in its simplified form,

• version B contains text 1 in its simplified form,
text 2 in its original form, text 3 in its simplified
form, text 4 in its original form.

Hence, each person reads all the texts from a given
set in either original or simplified forms. Yet, in
this study, we analyze only the simplified versions
of clinical cases. As indicated above, due to the
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screen size limitations (Duchowski, 2007), the texts
are divided into smaller segments.

The main purpose of this experiment is to collect
eye-tracking indications on text reading. In addition,
we also collect information on text understanding.
For this, comprehension questions are asked after
the reading of a given segment. The questions are
related to the segment the participants just read.
The possible answers to these questions are: True,
False, or I don’t know. In order to make the reading
as natural as possible, the questions are asked
only on some segments of text.

Participants read the texts using a Tobii Pro Spec-
trum eye-tracker, operating at 600 Hz.

For the experiment presented in this paper, we
analyse the results from two groups of 5 partici-
pants each, totaling 10 participants. These indi-
viduals are French-speaking with French as first
language, aged between 19 and 33 years, with no
medical education, and coming from various social
backgrounds, including students, PhD students,
and full-time employees. Each group is tasked
with reading texts of different types (clinical case,
medical text, general text, and a simplified medical
case), and sometimes answering the understand-
ing questions.

In this preliminary analysis, we selectively fo-
cused on eye movement data from ten participants
and specific text types to investigate characteristic
patterns of eye movements during reading. The
responses to comprehension questions from this
subset of participants were not considered in the
current analysis. This decision was made because
the primary goal of this phase was to examine eye
movement performance, and the limited sample
size precludes a comprehensive analysis of text
comprehension across the entire participant group
based on their responses to questions. At this
stage, we considered the comprehension ques-
tions mainly as active engagement with the text,
thus ensuring that the recorded eye movements
accurately reflect actual reading behaviour. It is im-
portant to note that this approach does not negate
the value of comprehension data. As we move
beyond this preliminary phase, we intend to con-
duct a more extensive analysis that includes eye
movement characteristics in conjunction with com-
prehension responses for all texts and participants.
This future analysis aims to offer deeper insights
into how text comprehension correlates with spe-
cific eye movement patterns.

In the two following sections, we present the anal-
ysis principles and the results first for each type of
texts individually (Section 4) and then across the
types of texts making their comparison (Section 5).
In addition, Section 6 concentrates on a qualita-
tive analysis of words that require most readers’
attention.

4. Statistical Analysis of Fixation
Measures

To describe the fixation measures in different text
types, and to infer the cognitive effort required to
process the text content, we analyse the fixation
metrics for four types of texts (clinical case, medical
text, general text, and simplified clinical case). For
each type of texts, the results are presented and
discussed across three lines: general statistical
analysis of fixation measures (Section 4); normality
test (Section 4.2) to assess the normality of the
data distribution and to define which further sta-
tistical tests can be applied; correlation of fixation
measures (Section 4.3).

4.1. Collected Values of Fixation
Measures

The collected average measures of the fixations
are summarised in two tables: Table 2 details the
average total duration of fixations, while Table 3
presents the average number of fixations for each
text type. We indicate information on Mean values,
the Standard deviation and Median values.

Table 2: Average Total Duration of Fixations Across
Text Types in ms

Text Category Mean SD Median
Clinical Case 395.89 328.25 307.8
Medical Text 359.29 239.37 321.8
General Text 323.78 239.95 271.9
S. Clinical Case 255.75 197.50 223.25

Table 3: Average Number of Fixations per Word
Text Category Mean SD Median
Clinical Case 1.83 1.33 1.5
Medical Text 1.62 0.97 1.4
General Text 1.54 0.99 1.4
S. Clinical Case 1.27 0.87 1.2

The average total duration of fixations (Table 2)
was the highest for clinical case texts, indicating
these require more time to process, likely due to
their complexity. In contrast, simplified clinical case
texts showed the shortest average duration, sug-
gesting that simplification effectively reduces cogni-
tive load. Similarly, the average number of fixations
(Table 3) followed a comparable pattern (clinical
cases show the highest number of fixations indicat-
ing that this type of texts require more attention),
further supporting the notion that text complexity
influences reading behaviour.

The standard deviation for both fixation duration
and number was notably higher in clinical case
texts, underscoring a variability in complexity within
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this category. Indeed, clinical cases typically con-
tain technical terms (dysuria, hematuria, leukor-
rhea...) aside more common words with medical
meaning (pathological, symptoms, hospitalization,
urgency, burning...) or not (female, sensation, fre-
quent, combined...). This variability was less pro-
nounced in the simplified texts, indicating a more
consistent level of difficulty.

The two other types of text (medical and general
language encyclopedia articles) show intermedi-
ate values. Yet, it is worth to notice that general
language texts show high SD values.

4.2. Normality Test
We apply the normality Shapiro-Wilk test (Shapiro
and Wilk, 1965) to assess the normality of the data
distribution. Understanding whether our data con-
form to a normal distribution is necessary to deter-
mine the most appropriate further statistical tests.

After conducting the Shapiro-Wilk test, the data
for both number and duration of fixations across
all text categories yielded p-values very close to
0, decisively indicating their non-normal distribu-
tions. This result is consistent across the diverse
text types examined (clinical case, encyclopedia
medical text, general text, and simplified clinical
case) highlighting significant variability in fixation
metrics that could be attributed to differences in
syntactic and lexical density. The anticipation of
such variability, given the distinct characteristics
of each text type, underscores the complexity of
the cognitive processes involved in text reading
and comprehension. We included the mean mea-
sure in our analysis to provide a central tendency of
eye-tracking measures, revealing how text complex-
ity affects reader engagement. Despite the non-
normal distribution of the data, the mean values il-
lustrate the general reading behaviour across differ-
ent text types (Tables 2 and 3), highlighting longer
and more frequent fixations on complex texts, such
as clinical cases. The median offers a more accu-
rate reflection of central tendency than the mean,
as it is less influenced by extreme values. There-
fore, focusing on the median provides a clearer un-
derstanding of the typical reader engagement and
comprehension levels across different text types.

4.3. Correlation of Fixation Measures
After establishing that the fixation data, both dura-
tion and number, do not follow a normal distribution
across the various text types, we next explore the re-
lationship between these two metrics. Understand-
ing the correlation between average total duration
of fixations and average number of fixations can
offer deeper insights into how text complexity influ-
ences reading behaviour. Given the non-normal
distribution of our data, we employ Spearman’s

rank correlation coefficient (Spearman, 1904; Zar,
2005), a non-parametric measure that assesses the
strength and direction of association between two
ranked variables. This test is particularly suitable
for our dataset given its observed non-normality.

The purpose is to verify whether a higher number
of fixations correlates with longer total durations,
suggesting more cognitive effort or processing time,
in different types of texts. Such an analysis is cru-
cial for understanding the nuances of reading pat-
terns and how textual characteristics impact reader
engagement and comprehension. Hence, employ-
ing this test, we analyse the correlation between
average total duration of fixations and average num-
ber of fixations within each of the four text types.

Table 4: Spearman’s Correlation Coefficients and
P-values for Different Text Types

Text Type Correl. Coeff. P-value
Clinical Case 0.971 < 0.001
Medical Text 0.903 < 0.001
General Text 0.955 < 0.001
S. Clinical Case 0.968 < 0.001

Table 4 presents the Spearman’s correlation co-
efficients and p-values for different text types, in-
dicating a consistently strong positive correlation
between the average total duration of fixations and
the average number of fixations. These results sug-
gest a robust relationship across all text types: in-
creased fixation duration is associated with a higher
number of fixations, reflecting varying levels of text
complexity and cognitive engagement of readers.

5. Statistical Comparison between
the Types of Texts

To determine whether significant differences exist
across the text types in terms of fixation duration
and frequency, we apply the Kruskal-Wallis test
(Kruskal and Wallis, 1952). The analysis for aver-
age total duration of fixations yielded a test statistic
of 85.137, with a corresponding p-value near 0.001.
This indicates significant differences between the
text types. Similarly, for average number of fixa-
tions, the test statistic was 55.191, with a p-value
near 0.001, further confirming significant disparities
between the text types.

Hence, we further apply the Dunn’s post-hoc test
(Dunn, 1961) to specify which text types differ sig-
nificantly in fixation duration and frequency. This
analysis facilitates pairwise comparisons between
text types, elucidating the specific nature of the dif-
ferences indicated by the Kruskal-Wallis test. We
first present and discuss the findings for the aver-
age duration of fixations (Section 5.1) and then for
the average number of fixations (Section 5.2).
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Figure 3: Boxplot of Average Total Duration of Fixations Across Text Types.

5.1. Average Total Duration of Fixations

Table 5: Post-hoc Dunn’s Test Results for Average
Total Duration of Fixations. The following text types
are indicated: CC (clinical case), SCC (simplified
clinical case), MT (medical text), and GT (general
text).

Text Pairs for Comparison P-value
CC vs. SCC 2.61× 10−11

CC vs. GT 0.009975
CC vs. MT 1.000
SCC vs. GT 1.84× 10−6

SCC vs. MT 2.49× 10−17

GT vs. MT 0.000035

As demonstrated in Table 5, the Post-hoc Dunn’s
test reveals a statistically significant variation in
the average total duration of fixations across differ-
ent types of texts. Specifically, a Post-hoc Dunn’s
test highlights a notable difference between clinical
case texts and their simplified versions (p = 2.61×
10−11), indicating that text simplification leads to a
measurable reduction in cognitive load. This is fur-
ther supported by comparisons between simplified
clinical case texts against general (p = 1.84×10−6)
and medical texts (p = 2.49 × 10−17), suggesting
that simplified texts are read and comprehended
more efficiently by readers.

Interestingly, no significant difference is found
between clinical case and medical texts (p = 1.0),
which suggests a comparable level of complexity
from a cognitive load perspective. This observation
is crucial for understanding the nuances of text
engagement and comprehension, reinforcing the
importance of text types for cognitive processing.

In Figure 3 the plot illustrates the distribution of
average fixation durations across four categories of

texts. The central line in each box represents the
median duration, while the top and bottom edges
of the box delineate the third and first quartiles, re-
spectively. We can observe that the texts present
an increasing difficulty starting with simplified clini-
cal case, going through general-language text, then
up to medical text and clinical case. From this box-
plot, it is evident that the simplified clinical text has
the lowest range of fixation durations as measured
by eye-tracking characteristics, followed by general
text. Medical text exhibits higher fixation durations,
and clinical case texts have the highest, indicating
a trend of increasing fixation duration across the
complexity of the text types.

5.2. Average Number of Fixations

Table 6: Post-hoc Dunn’s Test Results for Average
Number of Fixations. The following text types are
indicated: CC (clinical case), SCC (simplified clini-
cal case), MT (medical text), and GT (general text).

Text Pairs for Comparison P-value
CC vs. SCC 3.99× 10−10

CC vs. GT 0.01323
CC vs. MT 1.000
SCC vs. GT 1.38× 10−5

SCC vs. MT 2.85× 10−10

GT vs.MT 0.112714

Similarly, the average number of fixations across
text types indicates significant disparities, reinforc-
ing the insights gained from the analysis of fixation
durations. The Post-hoc Dunn’s test results (Table
6) demonstrate a significant reduction in fixations
when comparing clinical case texts with their sim-
plified counterparts (p = 3.99× 10−10), underlining
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the effectiveness of simplification in enhancing text
accessibility.

Furthermore, while general and medical texts
exhibit no significant difference in the number of
fixations (p = 0.112714), the distinct contrast with
simplified clinical case texts emphasises the im-
pact of simplification on reader engagement and
cognitive effort. Taken together, these results high-
light the potential of targeted text simplification to
improve their comprehension and accessibility, es-
pecially for non-expert readers who are exposed to
complex medical content.

6. Analysis of Words that Require
Most Readers’ Attention

We propose an analysis of words with the longest
fixation durations and the highest number of fix-
ations across the four types of texts (Tables 7 to
10). For 8 to 10 top-words, we indicate the average
duration of fixations and the average number of
fixations.

Table 7: Top Words by Average Total Duration (ms)
and Number of Fixations in Clinical Case Texts

Words Avg. Dur. Avg. Nb
urétéro-hydronéphrose 2322.4 9.6
immunohistochimique 1954.2 9.2
impériosité 1780.8 6.0
vésicoacétabulaire 1748.2 7.2
pollakiurie 1617.6 5.6
leucorrhées 1486.0 5.4
latéro-trégonale 1428.0 6.8
cystoscopie 1267.2 5.4
extrapéritonisation 1242.0 5.0
47/48/52 mm 1164.4 5.0

Table 8: Top Words by Average Total Duration (ms)
and Number of Fixations in Medical Texts

Words Avg. Dur. Avg. Nb
télangiectasie 1936.8 7.6
n°2011-525 1852.4 6.8
d’anatomo-pathologie 1820.0 7.4
«médico-hospitalière» 1637.8 6.4
anatomo-pathologiques 1512.8 6.6
1335-11 1487.0 4.6
ataxie-télangiectasie, 1423.8 6.4
spécialistes 1376.4 6.0
polypathologies 1316.4 4.6
scarlatiniformes 1256.0 5.2

In Tables 7 and 8, we can observe that words
with the longest average total duration of fixations
in medical texts are predominantly medical terms
(immunohistochimique, vésicoacétabulaire, ataxie-
télangiectasie...). Moreover, there is a noticeable

overlap between words with the highest number
of fixations and those with the longest fixation du-
rations, indicating again a correlation between the
complexity of medical terms and the cognitive effort
required for their processing.

Table 9: Top Words by Average Total Duration in
ms and Number of Fixations in General Texts

Words Avg. Dur. Avg. Nb
2-méthyle-2-butenoate 2337.6 9.8
proanthocyanidols 2017.8 8.6
anthocyanidols 1616.4 6.2
(sclérenchymateuses) 1576.0 5.8
Aromatnaya 1515.6 6.2
Balkans 1321.2 5.6
fabrique 1258.4 3.6
cuisson 1212.8 4.6

Table 9 demonstrates similar information for
general-language text. Here, complex chemical
names, such as 2-méthyle-2-butenoate and proan-
thocyanidols (chemical substances contained in
quince) attract the gaze of readers and show the
highest fixation durations and frequencies when
reading the general text. This suggests that these
terms pose a cognitive challenge to readers, de-
spite being part of general texts. They may also
be the cause of the high standard deviation in this
type of texts, where they neighbour common and
frequent words (Section 4.1). Besides, the fixation
data reveal that even non-medical, general texts
may contain words that necessitate significant cog-
nitive effort to be processed.

Table 10: Top Words by Average Total Duration
(ms) and Number of Fixations in Simplified Clinical
Case Texts

Words Avg. Dur. Avg. Nb
vésicoacétabulaire 1745.00 6.20
Staphylococcus 1052.40 4.80
(cystoscopie) 963.40 4.60
pollakiurie 956.25 3.5
(tomodensitométrie) 916.50 4.50
cystoscopie) 883.00 4.75
(intraveineuse) 810.00 3.60
d’orthopédie 759.40 3.80
(aminoside) 758.80 2.8
dysurie 727.75 3.50

Finally, Table 10 shows words from the simplified
clinical cases, highlighting that medical terms, often
enclosed in brackets and explained with simpler
language, significantly reduce both the duration
of fixations and the number of fixations per word
when compared to the fixation values observed on
original clinical case texts. This reduction indicates
that simplification efforts effectively lower the cog-
nitive load required to comprehend these medical
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terms and that the comprehension is helped by the
context.

These findings collectively underscore the influ-
ence of text types on reader engagement and cog-
nitive processing. Indeed, the proposed qualitative
and quantitative analysis of eye-tracking measures
indicates the complexity elements and zones within
the analysed texts.

7. Conclusion and Future Work

In this work, we propose an experiment using eye-
tracking technology with the purpose of revealing
text complexity and the inherent cognitive load it
presents to readers. Four text types are considered:
clinical cases, encyclopedia medical texts, encyclo-
pedia general texts, and manually simplified clinical
cases. These texts are read by 10 people. The
collected eye-tracking measures related to fixations
are analysed. We perform quantitative and qualita-
tive analysis. The normality statistical test shows
that the fixation values do not have a normal dis-
tribution, which means that the reading difficulty is
uneven. This also suggests the complexity of cog-
nitive processed involved in text reading. Further
quantitative analysis with different statistical tests
indicates that the text types significantly impact
the reading easiness, as testified by the fixation
measures (duration of fixations and their number):
in our experiment, (1) clinical cases are the most
difficult to read, (2) they are followed by medical
and general language encyclopedia articles, (3)
while the simplified version of clinical cases eases
a lot the reading process. The statistical analysis
also indicates that duration of fixations and their
number are correlated: complex words usually re-
quire longer fixations and their number is higher.
Such words need a stringer cognitive effort. In-
terestingly, this quantitative analysis indicates that
clinical cases present the highest difficulty, yet the
simplification of clinical cases makes these texts
much easier to read and comprehend. As for the
qualitative analysis, we presented top-words which
require the most attention from readers in each
type of texts. These words usually correspond to
technical medical terms.

These measures from eye-tracking records
across various text types can be utilised to detect
the complexity zones within these texts. Besides,
such an eye-tracking annotation of texts can be
used to train a language model, thus enabling the
automatic prediction of reading patterns for texts
of different types. This is one of our objectives for
future. Other objectives are related to the collection
of eye-tracking measures from more people and
on more texts.

8. Ethical Considerations and
Limitations

Participation in this study is voluntary, with informed
consent obtained from all participants, ensuring
compliance with the European General Data Pro-
tection Regulation (EU) 2016/679 and the modified
French Data Protection Act of January 6, 1978.
All personal data collected in the course of this
research are anonymized to protect participant pri-
vacy and are accessible only by the designated
project manager. This study has been registered
in the University of Lille’s registry under reference
2022-075, affirming our commitment to upholding
the highest standards of data protection and partic-
ipant rights.
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Abstract
We propose a dialogue system that enables heart failure patients to inquire about salt content in foods and help them
monitor and reduce salt intake. Addressing the lack of specific datasets for food-based salt content inquiries, we
develop a template-based conversational dataset. The dataset is structured to ask clarification questions to identify
food items and their salt content. Our findings indicate that while fine-tuning transformer-based models on the dataset
yields limited performance, the integration of Neuro-Symbolic Rules significantly enhances the system’s performance.
Our experiments show that by integrating neuro-symbolic rules, our system achieves an improvement in joint goal
accuracy of over 20% across different data sizes compared to naively fine-tuning transformer-based models.

Keywords: Dialogue Systems, Neuro-Symbolic AI, Heart Failure

1. Introduction

The excessive consumption of salt poses signifi-
cant public health risks, contributing to diseases
such as high blood pressure and heart failure (He
et al., 2020). Reducing salt intake has been shown
to mitigate these health issues. In 2017, excessive
sodium intake was associated with around three
million deaths and a significant loss of healthy life
years (Roth et al., 2018). Research, including clini-
cal trials and population studies, supports the re-
duction of salt intake as a means to manage and
prevent these conditions. Despite the clear bene-
fits of sodium reduction, public understanding and
action are lacking; only 58% of individuals can ac-
curately read sodium content on nutrition labels,
and merely 44% can classify food products as high
or low in sodium based on standard labeling (Dick-
son and Riegel, 2009). This gap in knowledge
and practice underscores the challenge of address-
ing dietary sodium intake, with only a handful of
countries implementing effective public health in-
terventions.

Therefore, we aim to develop a dialogue sys-
tem that enables patients to inquire about the salt
content in various foods. This system especially
aims to support heart failure patients, who must
meticulously monitor and reduce their salt intake.
More specifically, African American individuals who
are more prone to heart failure (Nayak et al., 2020),
have a higher sensitivity to salt and face challenges
like food deserts and higher consumption of junk
foods. This necessitates a specialized dietary man-
agement approach to help them monitor and re-
duce their salt intake effectively. Furthermore, in
(Gupta et al., 2020), the authors show that African
American patients with heart failure often focus on
discussions related to salt and food during heart

Figure 1: Sample Template Conversation which
begins with the user asking about the salt content
in food. The system asks clarification questions to
determine the precise food item and its salt value.

failure educational sessions, indicating a significant
interest and need for information in this area. By
providing a tool that facilitates easy access to infor-
mation about salt content in foods, we aim to em-
power patients to make healthier dietary choices,
thereby addressing a critical aspect of managing
heart failure. Having said that, the dialog system
can be used by anyone who wants to inquire about
the salt content in food.

Creating a dialog agent specialized in food-
related conversations and nutrient information is
challenging. This is primarily due to the lack of
a conversational dataset specifically designed for
this domain. Moreover, annotating the dataset is
very costly and resource-intensive. To address
this issue, we create a template-based conversa-
tional dataset (an example is shown in Figure 1)
to identify various food items and their salt con-
tent. Our approach involves utilizing the USFDC
(U.S. Food Data Central) (USFDC, 2022) dataset,
which provides detailed food descriptions along
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with their nutrient values. To enhance the system’s
ability to recognize the different components de-
tailed in the food descriptions, we developed a food
ontology. This ontology is constructed using the
FoodOn (Dooley et al., 2018) framework and GloVe
(Pennington et al., 2014) embeddings, facilitating
the identification of various attributes related to the
food’s cooking and preparation methods. Leverag-
ing this ontology, we create a structured food con-
versational dataset (Figure 1). As it is a template-
based dataset, annotating it is easy and effective.
We model the dataset after the state-of-the-art task-
oriented dialog dataset MultiWOZ (Budzianowski
et al., 2018).

To train the dialog system, we use the end-to-
end dialog system PPTOD (Plug-and-Play Task-
Oriented Dialogue System) Model (Su et al., 2022).
PPTOD extends the T5 framework, especially de-
signed for task-oriented dialogue (TOD) applica-
tions. To accurately provide salt content informa-
tion, our dialog system will address vague user
queries, (such as "What is the salt content in pork
chops?"), by asking clarification questions. This
approach ensures the model understands the spe-
cific preparation and consumption context of the
food item, allowing us to determine the precise salt
content based on how the food is prepared (For ex
- beef can be consumed raw, cooked, or as part of
a dish like a burger). The dataset along with the
trained model is publicly available.1

Despite the remarkable proficiency of large pre-
trained language models (PLMs) like GPT-3 and
T5 (Brown et al., 2020; Raffel et al., 2020) in com-
plex arithmetic reasoning tasks, they occasionally
make calculation errors, especially as the mathe-
matical operations in equations become more com-
plex (Wei et al., 2022). Our observations align with
these findings, notably that even after fine-tuning,
the PPTOD model struggled to compute the salt val-
ues for various food items. Moreover, the USFDC
provides salt content for standard food measure-
ments, and users may not frame their queries in
these standard terms. To rectify this, we propose
NS-PPTOD, where we integrate PPTOD model with
neuro-symbolic rules. These rules are designed to
harness the strengths of PLMs while compensating
for their weaknesses, enabling the system to re-
trieve and accurately calculate the salt content from
the database. This ensures the system’s adaptabil-
ity in responding to queries about salt content in
both standard and non-standard food quantities,
thereby offering accurate salt content information
and enhancing the system’s overall accessibility
and effectiveness.

Our experiments show that just fine-tuning a
transformer model to predict salt content isn’t

1https://github.com/anujatayal/
NS-Monitoring-Salt-Content-in-Food

enough. The integration of neuro-symbolic rules
significantly enhances the system’s performance,
evidenced by a 20% improvement in joint goal ac-
curacy across different dataset sizes. This proves
that combining pre-trained language models with
neuro-symbolic rules is essential for better accu-
racy.

In summary, our contributions are

• We propose to develop a food conversation
dataset that includes clarifying questions to
infer the correct food item and its salt content.

• We finetuned PPTOD on our food conversation
dataset using a few-shot approach.

• We propose NS-PPTOD which integrates PP-
TOD with Neuro-Symbolic rules to infer correct
salt values across different food weights.

• We show a 20% increase in joint accuracy
compared to the finetuned PPTOD.

2. Related Work

• HealthCare Dialog Systems Task-oriented di-
alogue systems have seen a significant rise in
the healthcare sector, where they play a vital
role in enhancing various aspects of health-
care. These systems are developed for a
wide array of diseases including heart fail-
ure (Moulik, 2019; Gupta et al., 2020), cancer
(Belfin et al., 2019), mental disorders (Ali et al.,
2020), public anxiety (Wang et al., 2020) etc.
Their applications extend to several areas, in-
cluding disease diagnosis (Wei et al., 2018),
patient education (Cai et al., 2023; Gupta et al.,
2020), and health coaching (Zhou et al., 2022)
among others. A comprehensive survey of
NLP literature conducted in (Valizadeh and
Parde, 2022) provides an in-depth analysis
of these diverse healthcare-oriented dialogue
systems, examining them from a computa-
tional perspective and highlighting their varied
end-users.
(Gupta et al., 2020; Salunke et al., 2023) dis-
cuss the development of a dialog agent for self-
care needs of heart failure patients, drawing
upon insights from educational sessions. The
work in (Kearns et al., 2020) explores the Wiz-
ard of Oz (WOZ) technique to craft a persona-
based health counseling dialog dataset. Addi-
tionally, recent advancements have seen the
application of Large Language Models (LLMs)
in responding to patient inquiries (Chowdhury
et al., 2023), though the importance of safety
is emphasized. Addressing the limitations in
the medical knowledge of LLMs, the study
in (Li et al., 2023) undertakes the task of en-
hancing and fine-tuning the LLaMa model with
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a dataset of approximately 100,000 patient-
doctor dialogues.

• Pretrained Language Models (PLMs) With
the advancement in pre-trained language mod-
els (PLMs), different systems based on PLMs
have been proposed including dialog systems
(Lei et al., 2018; Peng et al., 2021). PLMs excel
in various tasks, approaching human-like per-
formance. Yet, they struggle in mathematical
reasoning, as noted in (Wei et al., 2022). (Qian
et al., 2023) shows the limitations of LLMs with
complex or lengthy numerical operations. For
instance, GPT-3 (Brown et al., 2020) performs
well in simple two-digit additions but falters with
longer numbers. Similarly, even a fine-tuned
T5 model struggles with the accurate addition
or subtraction of lengthy numbers (Nogueira
et al., 2021), and the challenge escalates with
numbers not covered in their training data.

• NeuroSymbolic AI Integrating neuro-
symbolic approaches offers a solution by
combining the inference capabilities of
symbolic systems with the robustness of
neural networks, creating a composite AI
framework adept at reasoning, learning,
and cognitive modeling (Garcez and Lamb,
2023). This blend addresses the inherent
weaknesses of each system, promising
enhanced performance and robustness.
To address the generalization issues in neural
networks, particularly in task-oriented dialogue
systems, various neuro-symbolic methodolo-
gies have been investigated. (Mehri and Eske-
nazi, 2021) proposes schema graphs to gen-
eralize across various unseen domains and
tasks. In (Romero et al., 2021), the authors
fine-tuned GPT-2 to generate the text and sym-
bolic representations. DILOG (Zhou et al.,
2020) employed inductive reasoning to formu-
late logical rules, enabling dialog policy train-
ing with minimal data to facilitate zero-shot do-
main transfer. (Arabshahi et al., 2021) used a
neuro-symbolic approach to extract multi-hop
reasoning and integrate commonsense in a di-
alog system. These strategies underscore the
potential of neuro-symbolic integration to sig-
nificantly improve the adaptability and efficacy
of language models in complex and dynamic
tasks.

• Representing Food in Dialog Systems Ad-
dressing the intricacies of food representation,
FoodKG (Haussmann et al., 2019; Chen et al.,
2021) explored knowledge graphs to represent
food. FoodKG (Haussmann et al., 2019) inte-
grates information from diverse recipe collec-
tions and the US Food Data Central (USFDC,

2022), primarily focusing on template-based
queries related to ingredients and recipes.
However, this framework has limitations, no-
tably in identifying only the primary item in
food descriptions and missing key details like
the type of food, cooking methods, or quan-
tity, which are included in our methodology.
(Fu et al., 2022) explored the role of rec-
ommending food to improve mental health.
RecipeQA (Yagcioglu et al., 2018) explored
multimodal question answering within the con-
text of recipes, while CookDial (Jiang et al.,
2022) provides a platform for users to navigate
and query cooking recipes more effectively.

3. Dataset Creation

Given the absence of a specialized dataset for
conversational inquiries about salt content and the
challenges in dataset collection and annotation, in
this section, we show in detail how we created the
dataset. Dataset creation involves developing a
template-based conversational framework to ac-
curately identify food items and their salt content.
First, we used the USFDC dataset (USFDC, 2022),
and created an ontology using FoodOn (Dooley
et al., 2018) and Glove (Pennington et al., 2014)
to describe the different components in the food
description. By doing so, we were able to distin-
guish between different slot values. Using the ontol-
ogy, we created a template-based conversational
dataset that mimics human conversation, alternat-
ing between the user and the system turns. We de-
fine an average of 7 slots while creating the dataset
namely- food, cook, type, animal, part, foodweight,
metric.

Data Source To construct the dataset, we lever-
age the extensive food descriptions and nutritional
data from the USFDC database (USFDC, 2022). It
is renowned for its broad representation of diverse
food items and is publicly available. The dataset
was created with careful consideration of cultural
differences, sourcing its data from the U.S. Depart-
ment of Agriculture (USDA).

Each food description in the USFDC database
consist of unstructured, comma-separated text de-
tailing ingredients, cooking methods, and cutting
styles. This format lacks clarity on the significance
of each component as demonstrated in Table 6
of Appendix B. To address this, we concatenated
these segments using underscores, transforming
each into a distinct entity to enhance data clarity
and interpretation.

Furthermore, we faced the difficulty of distinguish-
ing whether a food item is a primary ingredient or as
part of a larger dish. Items like lettuce and cheese,
for example, can be both independent food items
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key Questions

food

What is the {nutrient} content in {food} ?
How much {nutrient} in {food}?
What is the {nutrient} content in {cook} {food}?
How much {nutrient} in {foodWeight} {metric} of {food}?
Can my partner with heart issues eat {food}?
Is {food} okay for heart patients?

Table 1: Sample Template Questions that user asks
to begin the conversation

and components in recipes like pizzas or burgers.
To overcome this challenge, we developed a food
ontology. This ontology aids in categorizing each
food item more accurately, thus improving the over-
all understanding of the dataset.

Ontology Construction To develop the food on-
tology, an initial framework is established using
FoodON (Dooley et al., 2018), focusing on key re-
lations of food, cook, animal and part. These rela-
tions were chosen based on their significant impact
on altering the salt content in various foods. Moving
forward, these specific relations will be utilized to
aid in creating and annotating the conversational
dataset and pose clarifying questions to users to
infer the salt amount in food. To address the limita-
tions in the comprehensiveness of this initial ontol-
ogy, pre-trained GloVe vectors (Pennington et al.,
2014) are utilized to identify words similar to those
in the ontology, thus expanding its scope. However,
this method inadvertently introduces some items
unrelated to food, necessitating manual preprocess-
ing to eliminate irrelevant elements and maintain a
focus on food context.

Further refinement of the ontology was needed
to incorporate the items that do not associate with
existing relations. A new relation, type, was created
to integrate these components (For example type of
cuisine, meat, other food ingredients etc). Drawing
inspiration from FoodKG (Haussmann et al., 2019),
the first item in each food description is categorized
under the food relation. This enhanced ontology
becomes a valuable tool for mapping each com-
ponent of the comma-separated food descriptions
to the relevant keys. In instances where multiple
segments pertain to the type relation, their values
are concatenated to ensure consistency and clarity.

3.1. Conversational Dataset Creation

Using the ontology and the food descriptions, we
aim to develop a template-based conversational
dataset that mimics human conversation. The con-
versation initiates with a user query about the salt
content in a specific food item and alternates be-
tween the user and the system. The system poses
clarification questions, drawing from ontology re-
lations such as the type of food, cooking method,

and portion size, which are crucial determinants of
salt content.

Leveraging the task-oriented dialogue framework,
each turn t is annotated with a belief state Bt, en-
compassing a list of slot-value pairs and action
states inform and request. Figure 1 illustrates a
sample conversation highlighting the belief state
and action state for each turn t. The figure demon-
strates that within a single turn, it is possible to fill
multiple slot values (the 3rd turn of the user). The
dataset’s format and annotations draw inspiration
from the advanced task-oriented dialog dataset,
MultiWOZ (Budzianowski et al., 2018). Employ-
ing MultiWOZ as a benchmark not only validates
the dataset but also enhances its replicability for
crafting conversational datasets for other nutrients.
Using template-based approach streamlines the
annotation process, ensuring uniformity and effi-
ciency, and reducing the cost and time needed for
external annotators.

Dialogue Statistics
# Dialogues 87,425
# Total turns 525,392

Avg turns per dialogue 6
Avg slots 7

Table 2: Dialogue Statistics of the template based
conversation data

We consider 3 types of turns in a conversation.
We have tried to encapsulate the range of dynamics
that can occur in dialogues, ensuring the system
is robust enough to handle the fluidity of human
conversation.

• Matching Answers- This type involves turns
where the user’s reply is directly pertinent to
the system’s question regarding a particular
slot value. An example is when the system
queries about the cooking method, and the
user responds specifically about the food’s
cooking method (the 4th turn of the user in
Figure 1).

• Random Answers- Occasionally, a user’s re-
ply may not correspond to the query posed by
the system. For instance, if the system asks
about the food type and the user responds
with information about the weight of the item,
as demonstrated in the user’s second turn in
Figure 1, the system needs to adapt. In such
situations, the system should recognize and
not repeat a question about the weight, since
that information has already been provided. In-
stead, it should proceed to ask another ques-
tion, possibly continuing to seek details about
the food type. In .45% of conversations, a turn
consists of a random answer.

96



• Changing Answers- People are very indeci-
sive and often tend to change their responses.
This category captures the scenarios where
users might revise their previous responses.
For example, if a user initially mentions that
the cooking method is "pan-fried" but later
changes it to "boiled," the system needs to
update its understanding to reflect this new
information, shifting its belief state from “pan-
fried” to “boiled.” In .45% of conversations, one
user turn involves changing the answer.

The dataset is created by generating random
conversations, in which, at each turn, the system’s
questions and the user’s responses are randomly
selected from the templates. The conversation
starts with the user asking about the salt content
in food. This initial question is informed by a user
study of HFChat (Salunke et al., 2023), where par-
ticipants frequently asked 3 categories of questions:
1) how much salt in {food} 2) Can I eat {food}? and
3) what kind of {food} can I eat?. These question
types, along with similar ones, constitute the initial
question, as exemplified in Table 1. The system’s
objective is to engage in the dialogue by asking
clarification questions to ascertain the values of
different slots (cook, type, weight etc). To keep the
dialogue dynamic and realistic, questions related to
these slots are presented randomly. The number of
questions is limited; for instance, if the food in ques-
tion is eaten raw, queries about cooking methods
are omitted. Users might not be aware of all system-
initiated questions, in which case default values for
each slot are assumed. This led to the creation of
approximately 87k template-based conversations,
each comprising 3-4 exchanges between the user
and the system. The statistics of this extensive
dataset are detailed in Table 2. As the dataset size
is very large, around 87k conversations, a few-shot
method is used to train the model.

4. Methodology

Once the conversational dataset was created, we
built the NS-PPTOD model by fine-tuning PPTOD
on the dataset using few-shot and integrating neuro-
symbolic rules.

4.1. Plug and Play Task Oriented Dialog
System (PPTOD)

Leveraging the T5’s model success, we adopted
the PPTOD model for developing the task-oriented
dialogue system. PPTOD extends the T5 frame-
work, especially designed for task-oriented dia-
logue (TOD) applications, and pre-trained on a di-
verse range of dialog datasets spanning eleven
different domains. PPTOD has integrated different
TOD modules — Dialogue State Tracking (DST),

Figure 2: NS-PPTOD Model with Example: This
example illustrates that PPTOD alone is not able
to identify correct salt value for the food item

Natural Language Understanding (NLU), Dialogue
Policy (POL) and Natural Language Generation
(NLG) —into a single end-to-end architecture using
a pipeline approach.

The PPTOD model is adept at in-context learn-
ing, employing customized prompts for each dia-
logue component, thus enhancing the relevance of
model inputs to specific dialogue scenarios. Each
training sample in PPTOD is represented as (xt,
y, z), where t ∈ NLU, DST, POL, NLG specifies
the type of Task-Oriented Dialogue (TOD) task to
which the sample belongs. The term xt refers to
the task-specific prompt, formatted as translate di-
alogue to A:, where A represents different aspects
such as user intent, belief state, dialogue act, and
system response corresponding to the NLU, DST,
POL, and NLG tasks respectively. The input di-
alogue context, a concatenation of all preceding
dialogue utterances, encompassing both the sys-
tem’s and the user’s contributions is represented by
y whereas z indicates the target output text. This
is exemplified in Figure 2. PPTOD is trained with
a maximum likelihood objective and the loss func-
tion as shown in Equation 1 where θ is the model
parameters.

Lθ = −
|z|∑

i=1

logPθ(zi|z<i;xt, y) (1)

PPTOD also has an associated tokenizer, which
supports a few-shot learning framework, enabling
the system to identify new food-related terms not
seen in training. We have fine-tuned it on only
1000 food-related dialogs using the same learning
objective as PPTOD.
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Train
Size

Epochs Inform Success BLEU

PPTOD 100 8 71.43 0 24.99
NS-PPTOD 100 - 88.90 77.80 22.50
PPTOD 300 7 75.00 5.00 34.30
NS-PPTOD 300 - 81.50 63.00 26.90
PPTOD 500 9 82.86 2.86 29.81
NS-PPTOD 500 - 74.50 58.10 28.90
PPTOD 1000 7 93.50 2.70 29.00
NS-PPTOD 1000 - 85.90 71.70 30.00

Table 3: Increase in performance when using NS-
PPTOD compared to PPTOD.

We chose PPTOD model for its adaptability, and
its ability to support modular decomposition which
in turn facilitates the incorporation of specific rules.
To further enhance the model, we incorporated
neuro-symbolic techniques into the DST framework,
aiming to boost the system’s interpretative capabil-
ities and its adaptability to intricate dialogue con-
texts. This integration seeks to fortify the dialogue
system, ensuring it remains robust and flexible in
managing diverse conversations.

In summary, we chose PPTOD because:

• PPTOD is a state-of-the-art (SOTA) model de-
signed specifically for task-oriented dialogue
and is based on the T5 model.

• PPTOD consists of a tokenizer making it pos-
sible to use few-shot approach to fine-tune it.

• PPTOD can be modularised to implement
neuro-symbolic AI.

4.2. NS-PPTOD
NS-PPTOD is an integration of PPTOD with neuro-
symbolic rules. The conversational dataset we cre-
ated as described in section 3.1 is used to finetune
PPTOD. Given the extensive size of the dataset
of 87k template-based conversations, a few-shot
learning approach is used. Instead of utilizing the
entire dataset, limited subsets of samples are se-
lected randomly to finetune PPTOD. As we use a
few-shot approach, T5-small is used as the base
model to train PPTOD. PPTOD model is finetuned
for 10 epochs, employing a batch size of 16 and
varying the total dataset size across 100, 300, 500,
and 1000 samples. Within the dataset, 10% of
the data was allocated as a development set, and
another 10% served as the test set.

During the experiments - to be discussed in Sec-
tion 5, we observed that the model correctly iden-
tified slot values but struggled to determine the
correct salt values. Additionally, the dataset primar-
ily comprised salt values for standard food weights,
like 100 grams, 3 ounces, 1 packet, etc., and lacked
data for non-standard food weights that users might
inquire about. PPTOD model is fine-tuned so that
it accurately learns other slot values, even if it also

Train Size Epochs Joint Accuracy
PPTOD NS-PPTOD

100 6 55.56 73.08
300 4 51.92 72.8
500 6 58.75 83.2
1000 6 58.53 85.2

Table 4: Increase in Joint Accuracy when using
NS-PPTOD compared to PPTOD across different
training sizes

learns some incorrect salt values. Subsequently,
we employ a neuro-symbolic approach that involves
two key methodologies to correct the salt values:

• Retrieval of the accurate salt value from the
database: This step is crucial for standard
food weights where exact values are available
and can be directly obtained. (as shown in
Figure 2)

• Mathematical calculation of the correct salt
value for varying food weights: This method
is particularly beneficial for non-standard food
weights, enabling the model to compute salt
values based on weight. (In Figure 2, if the
user requests the salt value for a different food
weight, instead of the standard 100 grams of
pork chops.)

Specifically, upon determining the slot values,
the system queries the database for the salt con-
tent. If the database contains the salt value, it is
then retrieved. In cases where the salt value is
not available in the database, it is calculated math-
ematically, based on the weight of the food. We
demonstrate this in Figure 2. When the dialog con-
text and prompt, labeled Translate dialog to belief
state, are processed through PPTOD’s DST model
to determine belief states, the model successfully
infers all slot values except for the salt value (12).
The correct salt value (81) is then retrieved from
the database by applying Neuro-Symbolic rules.

5. Evaluation

The evaluation of NS-PPTOD encompasses two
task-oriented tasks. The first task involves end-to-
end dialog modeling, assessed using metrics such
as inform rate, success rate, and BLEU score (Pa-
pineni et al., 2002). The second task, the Dialog
State Tracking (DST) module of PPTOD is evalu-
ated through joint-accuracy. This evaluation was
conducted over sample sizes of 100, 300, 500, and
1000.

End-to-End Dialog Modeling After seven
epochs of training, the PPTOD model demon-
strated a high inform accuracy rate of 93.5% across
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1000 samples, as detailed in Table 3. Inform
rate reflects the model’s adeptness in identifying
slot values and the target goal slot. However, its
success rate in accurately determining correct salt
values was notably low, standing at just 2.7%, a
point further highlighted in Table 3. This pattern
of low success rate was consistent across other
training sizes of 100, 300, and 500 samples. The
limited 2% success rate is attributed to the PPTOD
model’s tendency to predict values at random.

Implementing the NS-PPTOD model resulted in
a substantial enhancement, achieving success rate
of 71.7%. This improvement was not just limited
to the training size of 1000 samples but was also
observed consistently across the smaller training
sizes. The integration of neuro-symbolic rules with
PPTOD evidently plays a crucial role in enhanc-
ing the model’s capability to accurately predict and
determine the correct salt values.

DST Module The evaluation also included the
Dialog State Tracking (DST) module of PPTOD,
trained for recognizing different belief states such
as food, cook, type, weight, and value. Joint ac-
curacy of 58.53% was achieved when PPTOD
was used. This performance notably increased to
85.2% for 1000 samples with the addition of neuro-
symbolic rules. Similar improvements in joint accu-
racy were observed for other training sizes. Table
4 displays the enhanced joint-accuracy achieved
by using NS-PPTOD compared to PPTOD.

Analysis The improvement in both success rate
and joint accuracy can be attributed to a key dif-
ference in approach. PPTOD, on its own, tends
to memorize values instead of effectively retriev-
ing them from the database, a critical process for
accurately determining salt content. However, the
application of neuro-symbolic rules in conjunction
with PPTOD enhances its capability, enabling it to
effectively retrieve values from the database.

5.1. Comparison with ChatGPT

With the advent of ChatGPT, questions have arisen
about the necessity of systems such as our NS-
PPTOD. To address this,we conducted a compara-
tive analysis between NS-PPTOD and ChatGPT, to
highlight the distinct capabilities and applications
of NS-PPTOD that are not achievable by ChatGPT.

In this comparison, we specifically focused on
their responses to queries about the salt content in
foods. Appendix A illustrates ChatGPT’s response
to the prompt What is the salt amount in a pork
chop?. ChatGPT’s responses are generally com-
prehensive, explaining variations in salt quantity
due to different cooking methods and weights, and

often include an average value. NS-PPTOD, con-
versely, poses targeted clarification questions to
precisely identify both the food item and its salt
content.

There is also a marked difference in the readabil-
ity of responses from these two systems. Read-
ability assessments, SMOG (Mc Laughlin, 1969),
Flesch-Kincaid Grade Level (FKGL) (Kincaid et al.,
1975) , and Flesch-Kincaid Reading Ease (FKRE)
(Kincaid et al., 1975), which evaluates text com-
prehensibility in educational and informational con-
texts, were used for this comparison. The SMOG
and FKGL estimates the education level needed to
understand a text, while the FKRE measures the
ease of comprehension.

As indicated in Table 5, understanding Chat-
GPT’s content requires an 11th-grade reading level,
whereas NS-PPTOD’s content is accessible to
those at a 2nd-grade reading level. NS-PPTOD’s
responses align with recommendations for content
to be understandable at a 5th-grade reading level
or lower (Badarudeen and Sabharwal, 2010). This
approach is particularly suitable for the intended
audience of our system, the patients served by the
hospital at our institution who are mostly of lower
socio-economic status (and mostly minorities); this
ensures the information is accessible and under-
standable to a wider audience.

SMOG FKGL FKRE
ChatGPT 11.8 11.1 51.28

NS-PPTOD 0 2.5 95.17

Table 5: Readability Comparison of NS-PPTOD
with ChatGPT: A higher FKRE score denotes bet-
ter readability. Lower scores in SMOG and FKGL
indicate better text readability.

6. Conclusion and Future Work

This work introduces NS-PPTOD, a conversational
dialogue system specifically designed to help pa-
tients, particularly African-American individuals suf-
fering from heart failure, in accurately identifying the
salt content in various foods. Managing salt intake
is crucial for these patients, and NS-PPTOD offers
a specialized solution to aid in their dietary man-
agement. The study reveals that simply applying
fine-tuning techniques to a transformer model for
predicting salt content is inadequate for achieving
high accuracy. However, the integration of neuro-
symbolic rules into the system resulted in a signif-
icant performance boost, enhancing accuracy by
20% across different dataset sizes. This enhance-
ment underscores the necessity of combining pre-
trained language models with neuro-symbolic rules
to achieve superior accuracy.
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Looking ahead, there are plans to conduct an
in-depth study comparing the performance of NS-
PPTOD with a system based on ChatGPT. This
study will involve African American patients with
heart failure interacting with both systems in a
within-subject setting. Utilizing pre and post-
interaction surveys, the aim is to conduct both qual-
itative and quantitative analyses. These analyses
will evaluate and contrast the effectiveness of each
system offering insights into their respective impact
in real-world scenarios.
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A. Appendix: Sample ChatGPT
Response

ChatGPT response to the prompt How much salt
in pork chops?

The salt content in pork can vary significantly
based on how it is prepared. Fresh, unprocessed
pork naturally contains a small amount of sodium,
roughly 60 to 70 milligrams of sodium per 3-ounce
serving. However, processed pork products like
bacon, ham, sausages, and deli meats can have
a much higher sodium content due to added salt
during processing for flavor and preservation. For
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instance, a slice of bacon can have between 150
to 450 milligrams of sodium, and a serving of ham
can contain over 1,000 milligrams.

For specific sodium content, it’s best to check
the nutrition labels on packaged pork products.
For fresh pork, nutrition databases or guidelines
from health organizations can provide general esti-
mates. Remember, if you’re watching your sodium
intake, opting for fresh, unprocessed pork and limit-
ing processed pork products can help manage your
sodium consumption.

B. Appendix: Sample Food
Descriptions

Food Descriptions Salt
Value

Pork, fresh, loin, top loin (chops), boneless, separa-
ble lean and fat, raw

48

Pork, fresh, loin, center loin (chops), bone-in, sepa-
rable lean and fat, cooked, broiled

55

Pork, fresh, blade, (chops), boneless, separable lean
and fat, cooked, broiled

58

Pork, fresh, loin, sirloin (chops or roasts), boneless,
separable lean only, raw

63

Pork, fresh, loin, blade (chops), bone-in, separable
lean only, cooked, broiled

76

Table 6: Unstructured Food Descriptions along with
their salt value for 100gms of food
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Abstract 
The simplified information page (SIP) is a simplified discharge summary created to mitigate health risks caused by 
low medical comprehension. One of the most critical aspects of medical comprehension concerns interpreting 
medication instructions such as proper dosing, frequency, and duration. In our work, we examine the capacities of 
mainstream Large Language Models (LLMs) such as ChatGPT and Gemini to generate SIP-like medication-
oriented pages based on the provided discharge summaries. We are sharing the initial qualitative assessments of 
our study based on a small collection of discharge summaries in Serbian, pointing to noticed inaccuracies, unfaithful 
content, and language quality. Hopefully, these findings might be helpful in addressing the multilingual perspective 
of patient-oriented language. 

Keywords: patient safety, text simplification, discharge summary, LLMs 

 

1. Introduction 

Understanding discharge summaries is crucial for 
continuity of care and patient safety. However, 
low comprehension poses significant challenges 
in healthcare delivery. Inadequate 
comprehension of discharge summaries can lead 
to medication errors, treatment delays, and 
patient confusion. This is notably well-supported, 
especially regarding medication errors in post-
discharge (Weetman et al., 2021; Alqenae et al., 
2020). 

Healthcare providers often struggle to 
communicate complex medical information 
effectively within discharge summaries, hindering 
patient understanding. On the other hand, the so-
called patient literacy plays a key role in 
understanding discharge summaries. Regardless 
of education level, this literacy may be quite 
limited and patients, thus, face heightened 
challenges in understanding crucial health-related 
information. This issue lies at the core of health 
disparities (Murugesu et al., 2022).  

Addressing the challenges associated with a low 
understanding of discharge summaries requires 
interdisciplinary efforts involving healthcare 
providers, policymakers, educators, and 
technology developers to enhance clarity, 
accessibility, and patient-centeredness in 
discharge communication (Geese et al., 2023; 
Bhati et al., 2023). 

One line of research that improves patient 
understanding is the creation of simplified 
discharge instructions. The simplified information 
page (SIP) (DeSai et al., 2021) is a one-page 
patient discharge summary designed originally for 
emergency departments in accordance with the 
Centers for Medicare and Medicaid Services and 

Joint Commission recommendations. It lists 
information related to diagnoses, recommended 
treatments (medications, diet, therapy, wound 
care, etc.), doctors or clinics needed to follow up, 
and symptoms or circumstances that should be 
monitored and urgently addressed (Figure 1). All 
information are presented in a simplified manner 
with the Flesch-Kincaid grade level 5. The SIP 
demonstrates that changing only the information 
structure and making it more accessible improves 
patients' comprehension. In the most critical 
segments that relate to medication dosage and 
duration, an improvement by over 22% is noticed 
across all demographics and education levels.  

 

Figure 1: Simplified information page.  
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As the manual creation of discharge summaries 
in the SIP-like form requires additional personnel 
and time resources, we examine the potential of 
Large Language Models (LLMs) to recreate them. 
LLMs have already entered the world of 
biomedicine with models trained on medical 
publications (PubMedBERT, Gu et al., 2021), 
medical records (ClinicalBERT, Huang et al., 
2019), or medical knowledge bases (UmlsBert, 
Kang et al. 2020). The performances on the 
relevant benchmarks, such as the BLURB - 
Biomedical Language Understanding and 
Reasoning Benchmark (Gu et al., 2021), spark 
the various capabilities of biomedical models. 
However, the complexity of medicine, the ever-
growing medical knowledge, constant technology 
enhancements, and its safety-critical nature, 
always reveal the necessity for improvement. 

Due to disparities in healthcare digitalization and 
regulatory policies across different regions, 
biomedical datasets in non-English languages are 
often scarce. The same holds for language 
models and appropriate language tools. 
Therefore, in our approach, we leverage publicly 
accessible chatbots such as ChatGPT1 and 
Gemini2, to generate SIPs for the provided expert-
written discharge summaries in Serbian. We 
mainly focus on the medication instruction part, 
including medication names, dosages, durations, 
frequencies, ways of administration, and their 
purpose. Although working with a small collection 
of discharge summaries,  employing a qualitative 
approach, we were able to identify several pain 
points of language models that require additional 
attention and enhancement.  

2. Related Work 

Soon after progress had been made in language 
modeling (Vaswani et al., 2017), document 
summarization began to reflect notable 
improvements in its ability to distill key information 
from large volumes of text (Liu and Lapata, 2019; 
Lewis et al., 2019; Raffel et al., 2020), mostly in 
the general domain. Medical document 
summarization is, however, somewhat different 
as it poses several challenges, including handling 
complex medical terminology, high accuracy 
expectations, and preserving patient privacy and 
confidentiality. What come as natural tasks are 
the summarization of medical notes (Landes et 
al., 2023), medical research (Devaraj et al., 2021; 
Singhal et al., 2023) as well doctor-patient 
conversations (Abacha et al., 2023).  

From the perspective of a clinician, a discharge 
summary represents a concise overview of the 
patient’s course of hospitalization, treatment, and 
follow-up care plan that can serve as a 
communication tool that facilitates continuity of 

 
1 https://chat.openai.com/ 
2 https://gemini.google.com/ 

care between the hospital and outpatient settings. 
It also represents a demanding, time-consuming 
administrative activity based on abundant medical 
documentation that is oftentimes challenging to 
digest. Therefore, the existing work mostly tries to 
alleviate this setup (Shing et al., 2021; Searle et 
al., 2023),  the latest one being the Discharge 
Me!3, a BioNLP ACL’24 Shared Task on 
Streamlining Discharge Documentation.   

Although there are publications addressing the 
patient aspect of medical summarization 
(Zaretsky et al., 2024), they are less present. We 
hope that our work can help fill in the gap by 
combining the imperatives of both sides into a 
unified goal.  

3. Experiment 

As stated, our goal was to examine the capacity 
of publicly available mainstream LLMs to 
generate SIP-like medication-oriented lists easily 
accessible by patients. For that purpose, we 
collected a number of discharge summaries in 
Serbian, prompted ChatGPT and Gemini to 
generate SIPs, and manually evaluated the 
results we obtained.  
 

3.1 Dataset 

We started our work with a small collection of 
discharge summaries in Serbian, in total 13, 
provided by the Liver Transplant Unit of the Clinic 
for Gastroenterology and Hepatology at the 
University Clinical Centre of Serbia. All discharge 
summaries are read by one medical professional 
and anonymized according to the local privacy 
regulations by masking patient-related 
information, dates, ambulance names, names of 
practicing doctors, names of doctors who are 
meant to perform additional examinations, and 
phone numbers for scheduling examinations and 
obtaining information. 
 
Due to the complexity of cases, discharge 
summaries were very diverse in terms of 
medication instructions. In total, 65 medications 
are covered, of which 38 are unique, including 
different dosage forms (tablets, capsules, 
droplets, sprays) and routes of administration. 
The average number of medications per 
discharge summary was 5.   
 
The average length of the section of discharge 
summaries comprising prescribed medications 
and follow-up care instructions was 97 tokens, 
indicating short and condensed directions to the 
patients. We used Latin script as it was used in 
the original discharge summaries. We did not use 
any preprocessing step prior to utilizing language 
models.  

3 https://stanford-aimi.github.io/discharge-me/ 
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3.2 Prompts 

To generate SIP-like lists, we prompted the 
models with the template written in Serbian in a 
zero-shot manner. The appropriate prompt 
translation in English is given below.   
 
I will forward the patient's discharge summary 
from the Clinic for Gastroenterology and 
Hepatology. You should single out each 
medication, its dosage, its method of 
administration, its frequency, and a short 
explanation of what the drug is used for. In 
addition, single out notes related to further 
examinations or controls. If abbreviations appear 
in the result, please provide the corresponding 
meanings. 
 

Figure 2: Initial prompt translated into English. 
 
The medication-related information such as 
medication name, dosage, and frequency was 
part of the discharge summary and easily 
accessible to LLMs. The method of administration 
depended on the medication form and was 
supposed to be concluded by LLMs. The same 
held for medication purposes and short 
descriptions that were to be generated based on 
LLMs' medical knowledge.    
 
In cases where medication instructions vary for 
different days of the week, we prompted LLMs 
additionally for day-dependant SIP-like lists by 
utilizing the template below.  
 
Can you now create a list with appropriate 
medications for each day of the week? 
 

Figure 3: Day-dependant prompt translated into 
English. 

4. Results 

For each discharge summary, we prompted 
ChatGPT and Gemini using prepared templates 
with the goal of generating a medication-oriented 
SIP-like list. All results were manually evaluated 
by one medical expert by carefully comparing the 
original discharge summary and generated SIP 
lists. For each medication, the evaluator scored if 
the medication was present on the SIP list, if 
dosage, dosage form, route of administration, its 
frequency, and duration (when stated) were 
appropriate, and if a short description of the 
medication's purpose was correct. The total 
number of evaluated medications in the dataset 
was 65. Table 1. summarizes our main 
quantitative findings related to medication 
inconsistencies.    
 
Both models correctly extracted medication 
names from discharge summaries. The 
exceptions were medications Entyvio and 
Zometa, not directly prescribed by the doctor but 

mentioned as a part of the patient’s existing 
medication protocol. However, not all medication 
descriptions and purposes were appropriate. For 
example, ChatGPT explained that Oglition is a 
cholesterol-lowering medication, while Gemini 
explained it is an immunosuppressor. None of 
these is correct, as Oglition is primarily used as 
an antidiabetic. In order to validate the claims, we 
relied on the expert opinion and package leaflets 
available on the official website of the Agency for 
Medicines and Medical Devices of Serbia.  
 

 ChatGPT  Gemini 

Medication  

omission 

1  2 

Inappropriate 

description 

2 7 

Inappropriate 

frequency 

9 11 

Table 1: The type and frequency of noticed 
inconsistencies between original discharge 
summaries and SIPs. The total number of 

revised medications is 65. 
 
As precise dosages and dosage forms were 
present for each medication in discharge 
summaries (for example, Advagraf caps. a 1mg 
1x2), we did not record any inconsistencies 
related to these parts. However, instructions 
related to medication frequency were the most 
challenging for the models to interpret and 
verbalize. Within discharge summaries, there 
were two different ways of specifying frequencies: 
frequency x dosage and morning dosage + noon 
dosage + evening dosage. Simple instructions, 
such as Pravacor tabl. a 20mg 1x1 containing 1x1 
form, were successfully interpreted in all cases. 
Instructions containing forms such as 1x2 or 2x1 
often led to swapping the frequency and dosage 
in the generated narratives. For example, 
instruction Imuran tabl. a 50mg 1x3 was 
interpreted as taking one tablet three times a day, 
every 8 hours, instead of taking one dose 
(consisting) of three tablets. The interpretation 
was even less successful in the case of fractions, 
for example, with frequency forms such as 1x1/2 
or 2x1/4. Gemini could not interpret these 
instructions at all, as denominators were excluded 
from the generated descriptions. Therefore, the 
instruction such as Propranolol tabl. a 40mg 2x1/4 
was interpreted as Propranolol tabl. a 40mg 2x1, 
leading to a much higher dosage. ChatGPT was 
partially successful but inconsistent within 
sessions. Instructions in the form morning dosage 
+ noon dosage + evening dosage were correctly 
interpreted by both models. 
 
Frequency instructions, such as three times a 
week or with an explicit list of the days 
(Monday/Wednesday/Friday) were correctly 
extracted by the models but partially utilized. For 
example, when prompted to generate SIP lists for 
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each day of the week, Vigantol droplets originally 
prescribed with the instruction 10 drops three 
times a week, were repeated for all days by 
ChatGPT. Gemini could interpret this instruction 
correctly and even visualize the table with 
weekday names as headers. 
 
Through the examples, we noticed that models 
can point to unspecified medical instructions. For 
example, the instruction to take medicine at 8h 
was ambiguous, as it was unclear if 8h relates to 
the morning or evening hours. We found these 
rare cases of ambiguity particularly important as 
they can also cause patients to feel unsure and 
hesitant to act. 
  
Both models demonstrated accuracy in extracting 
information concerning future appointments, 
primarily pertaining to additional analyses, 
biopsies, and scans. They proved particularly 
useful in clarifying abbreviations associated with 
medical procedures and dietary regimens. 
 
The content generated by ChatGPT was 
grammatical and of satisfactory quality. On the 
other hand, Gemini often code-switched between 
Serbian and English and even mixed Latin and 
Cyrillic script. This required additional post-
processing and content validation.  
 
When prompted several times within one session, 
ChatGPT started combining discharge 
summaries and generating improper, 
hallucinated, medications. Therefore, each 
experiment was performed within a unique 
session. We did not notice similar behavior while 
using Gemini.  

5. Conclusion 

Our study aims to improve communication 
between healthcare professionals and their 
patients. Simplified discharge summaries should 
translate complex medical information into a more 
comprehensive language, which should positively 
impact patient literacy in general. Patient literacy 
is an ever-growing concept medical experts use 
to denote levels by which individuals perceive or 
learn to comprehend health information within the 
decision-making processes. In confronting the 
existing challenges concerning the low 
understanding of discharge summaries, we 
qualitatively analyze a small dataset in the 
Serbian language - a language not equally 
covered in international protocols. Therefore, 
disseminating these summaries, knowledge 
gaps, and improvements will lead us to relevant 
statistics and possible solutions. Hopefully, these 
results will encourage scholars, stakeholders, and 
members of the healthcare system to strive to find 
more accessible paths for delivering better quality 
care.  

Presently accessible general-purpose LLMs 
exhibit promise in producing simplified discharge 
summaries, even for languages with limited 
resources like Serbian. Nonetheless, these 
summaries do not consistently align with the 
original summaries concerning critical medical 
elements such as medication frequency or 
purpose, thereby compromising their reliability. 

As shared results represent only a fraction of our 
ongoing research, the list of forthcoming activities 
needed for deeper validation and improvements 
is extensive. We plan to experiment with a larger 
dataset that includes other medical subfields and 
discharge summary writing styles. In order to 
alleviate the influence of prompts, we plan to 
design and perform additional behavior 
consistency experiments. Further, we plan to 
prepare a supporting dataset for the training of 
RAG architecture (Lewis et al., 2020) with the 
aspiration of addressing the previously 
highlighted accuracy and trustworthy-related 
observations. Finally, we plan to conduct an on-
site evaluation of SIP lists with patients and 
medical personnel to obtain a qualitative 
assessment of the proposed methodology in 
terms of improved medical literacy and instruction 
comprehension.  
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Abstract
Metaphors shape the way we think by enabling the expression of one concept in terms of another one. For instance, cancer
can be understood as a place from which one can go in and out, as a journey that one can traverse, or as a battle. Giving
patients awareness of the way they refer to cancer and different narratives in which they can reframe it has been proven to be a
key aspect when experiencing the disease. In this work, we propose a preliminary identification and representation of Spanish
cancer metaphors using MIP (Metaphor Identification Procedure) and MetaNet. The created resource is the first openly available
dataset for medical metaphors in Spanish. Thus, in the future, we expect to use it as the gold standard in automatic metaphor
processing tasks, which will also serve to further populate the resource and understand how cancer is experienced and narrated.
Keywords: Metaphors, MetaNet, MIP, Medical NLP, Linked Data

1. Introduction

Cancer has been broadly envisioned as a battle.
However, this aggressive framing of the disease is not
always useful, as it might put unnecessary pressure
on the patient (Semino et al., 2017). To facilitate the
communication of the experience in different ways
that can adapt to the patient’s needs, the Metaphor
Menu was created (Semino and Demjen, 2017). The
Metaphor Menu is a compilation of different narratives
to talk about cancer. While this tool has been proven
to be useful (Semino and Demjen, 2017), its creation,
adaptation to different people and scenarios, and
expansion to other languages require a huge amount
of manual effort. Advances in the development of
computational methods for metaphor processing
provide us with a promising scenario for the automation
of metaphor search and interpretation. The mecha-
nisation of metaphor processing would enable flexible
and faster analysis of particular discourses and people.
However, while great developments have been made
for English and the general domain (Ge et al., 2022),
little has been done in Spanish and the medical domain.
To bridge this gap, we propose Medical-FLAVOURS1:
the first Figurative Language And Vocabulary Open
Repository for Spanish in the medical domain.

As for the methodology, we have used Metaphor
Identification Procedure (MIP) (Pragglejaz Group,
2007) for the detection of metaphors from discourse,
and MetaNet (Dodge et al., 2015), through its imple-
mentation in Framester (Gangemi et al., 2016), for
the structured representation of the metaphors. MIP is
the most commonly used method for the identification
of metaphors and creation of datasets for automatic
metaphor identification (Ge et al., 2022), and, MetaNet
is a repository that encodes a wide range of metaphors

1Openly available at: https://github.com/
4dpicture/Medical-FLAVORS

(mostly in English) with relevant information about them
as their target and source domains, usage examples,
or links between different metaphors. Framester
provides a Linguistic Linked Data Hub where MetaNet
is linked to other resources such as Framenet (Baker
et al., 1998) or Ontolex (McCrae et al., 2017). Linkage
to different resources in Framester enables a deeper
description of metaphors.

We expect Medical-FLAVORS to be, not only a repos-
itory where to document different metaphors used to
refer to cancer experience, but also, to serve as gold
standard in automatic metaphor identification and inter-
pretation tasks, and, as a basis for further studies which
analyze the usage of metaphors in the medical domain.

In this work, we present the first version of Medical-
FLAVOURS. In Section 2, similar works are discussed
and the creation of our resource is motivated. Section 3
describes our work pipeline and the characteristics
of the first version of our repository. Section 4
shows preliminary usage examples of our repository.
Sections 4.1 and 4.2 aim to show the convenience of
representing data as linguistic linked data by easily
enabling the comparison of data from Reddit forums to
data available in philosophy and philology literature in
Section 4.1, and by facilitating multilingual comparison
with English and Spanish examples in Section 4.2.

2. Background
Metaphor identification is one of the most basic
and explored tasks in Computational Metaphor
Processing. In such tasks, the most used dataset is
VUA (Krennmayr and Steen, 2017), created using the
Metaphor Identification Procedure (MIP) (Pragglejaz
Group, 2007). MIP takes a discourse-based approach,
in which the text is initially read and understood to
annotate as metaphors those utterances that differ with
the literal interpretation of the text. In MIP methodology
this is named as the basic versus metaphorical
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meaning comparison. Basic meaning as described
in MIP tend to be: "a) More concrete; what they
evoke is easier to imagine, see, hear, feel, smell, and
taste. b) Related to bodily action. c) More precise
(as opposed to vague) d) Historically older". MIP has
already been used in Spanish to create the COMETA
dataset (Sanchez-Bayona and Agerri, 2022). We take
inspiration from this work and expand it by analyzing
different Spanish varieties other than the peninsular
one, and, by focusing on the medical domain.

The thorough guidelines, the need for profes-
sional annotators, and word-by-word analysis allow
replicability, exhaustivity, and quality of the dataset.
However, such a deep and human-focused method
is very time-consuming and subjective. Further,
metaphor identification alone does not provide a
clear understanding of how an overall idea is being
expressed, nor what conceptual patterns are being
conveyed. Symbolic methods such as taxonomies and
ontologies used to organize and structure knowledge
can aid in the interpretation of metaphors.

Conceptual metaphors are the vertebral column of
MetaNet. Other characteristics of the metaphor and
other metaphors are linked to conceptual metaphors
to further describe them. For example, in MetaNet2,
the conceptual metaphor LIFE IS A JOURNEY is
linked to verbalisations as ‘She hasn’t gone as far in
life as her parents had hoped’, defined by its linked
source domain JOURNEY and target domain LIFE,
and related to other metaphors as CANCER IS A
JOURNEY. By providing not only the verbalisations
but also other relevant properties of the metaphors,
MetaNet makes them comparable conceptually and
cross-linguistically (see Section 4.2) and provides cues
to metaphors that are only conceptualized but not yet
verbalized (see Section 4.1). Further, the modelisation
of MetaNet via Framester Hub (Gangemi et al., 2016)
as Linguistic Linked Data, provides more sophisticated
tools for a deeper analysis and identification, and
linkage of metaphors to other lexical resources3.

Works as Amnestic Forgery (Gangemi et al., 2018)
and ImageSchemaNet (Giorgis et al., 2022) have ex-
plored metaphors as linked data and provided very
interesting insights. However, they have been only ex-
plored for English. And, while in Magaña (2020), they
claim to work with their data for Spanish oncological
metaphors in MetaNet format, their resource is not
openly available. Our resource contributes by expand-
ing these resources to Spanish, fostering cross-lingual
and domain-focused approaches to metaphor research.

3. Resource Description
For the metaphor annotation we started by scraping
the Reddit forums (Section 3.1), once we had the
relevant posts we identified the metaphors in the texts

2see https://metaphor.icsi.berkeley.
edu/pub/en/index.php/Metaphor:LIFE_IS_
A_JOURNEY

3Framester can be accessed and queried through
https://framester.github.io/

using MIP (Section 3.2) and modeled them using
MetaNet as base (Section 3.3). As a result, we end up
with a dataset in tabular format compatible with State
of the Art algorithms for automated metaphor identifica-
tion (Ge et al., 2022), and with a turtle file that can be
inspected and linked to other relevant lexical resources.

3.1. Data Selection and Scraping
Using PRAW2 (Python Reddit API Wrapper), we
retrieved a small sample of Spanish Reddit posts
from five subreddits (‘r/argentina’, ‘r/chile’, ‘r/columbia’,
‘r/espanol’, and ‘r/mexico’), using the search term
cáncer. The relevant threads were manually selected
using the selection criteria of excluding texts that used
cancer as a metaphor to describe something else,
such as poverty or crime, and only choosing the ones
entailing the cancer experience. We finally selected 11
threads with around 700 comments and 50,000 words.
The threads were written in different Spanish varieties:
3 in Mexican Spanish, 1 in Chilean, 1 in Colombian,
and 6 in Argentinian. Some threads focus on different
kinds of cancer: testicular in the case of the Chilean
thread, cerebral cancer and leukemia in the case of the
Mexican threads, while others focus on other issues
related to cancer as the funding of medicines and
governmental aid, and others are rather general. Given
the scarcity of threads and comments, we were unable
to gather sufficient threads for different aspects of
cancer, such as treatment phases, stages, and people
involved (patients, healthcare professionals, or carers).

3.2. Metaphor Identification
For the Metaphor Identification, we used MIP proce-
dure, described in Section 2. First the whole reddit
thread was read to get the general meaning of it. Then,
the text was split into words using the PyMUSAS rule
based tagger for Spanish (Rayson et al., 2004). Thirdly,
the comment is inspected word by word comparing
its most basic meaning to its contextual meaning, if
the word’s meaning in context is different from its most
basic meaning, then, it is marked as metaphorical. As
suggested in MIP, dictionaries were used to support
the basic meaning identification: namely, Diccionario
de la Real Academia de la Lengua (Real Academia de
la Lengua, 2023) and Diccionario de Americanismos
(Asociacion de Academias de la Lengua Española,
2010) for the non-peninsular varieties.

Annotations were made by two Spanish linguists
trained in MIP and doubtful annotations were then
discussed with a third annotator expert in MIP and
the analysis of metaphors in the medical domain. The
third annotator is not a Spanish speaker, however,
translating the challenging examples to English by
the main annotators was beneficial for clarifying the
meaning and usage of the analyzed words.

When performing the manual annotation, we
encountered several problems or borderline cases in

2PRAW available at https://praw.readthedocs.
io/en/latest/.
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which the decisions taken had to be agreed upon.

1. We decided to focus on words considered open
class: verbs, nouns, adjectives, and adverbs.

2. When the Reddit comment was insufficient to
elucidate what the actual meaning was (see
Example 1), we first tried reading the original post
(see Example 2)3, if even with the original post
the interpretation was not possible no annotation
was made.

(1) Amigo,
Friend

qué
how

bien
good

que
that

todo
everything

salió
went-out

bien
well
‘Dude, I’m glad everything went well’

(2) Me operaron y me pusieron una prótesis (que
real, ni se nota) y la biopsia salió que no tenía
ningún rastro de cáncer (tumor benigno).
‘I had an operation and a prosthesis (which
is not even noticeable) and the biopsy showed
that I had no trace of cancer (benign tumor).’

3. Another issue had to do with the limits that the
topic of cancer has. For instance, in example 3,
the metaphor is about money rather than about
cancer, however, the money needed for medicines
or the paperwork that must be done to get into
a hospital also influences the cancer experience.
Discussions about where to establish the limits on
what resonates with the cancer experience and
what not, were the main cause of disagreement
between the annotators.

(3) Quizá te podemos ayudar con eso si teniendo
algo de plata es más rápido.
‘Maybe we can help you with that if having
some money makes it faster.’

4. In some cases, Reddit comments had some figura-
tive speech, but it is not enough to affirm that those
are metaphors 4. In the example below, first there
is a metonymy, where the balls are being used
to refer to the patient. Secondly, there is a person-
ification of the testicles as they are attributed the
feeling of sadness. While this could be interpreted
as having balls with tumors is having sad balls, or
as the person with cancer is a sad person, several
interpretations appear. With this example we were
sure there was some figurative speech, but not
how to mark it, thus, we left it unannotated.

(4) El
The

bolas
balls

tristes
sad

‘The person with testicle cancer has sad
testicles’

3All orthographic mistakes have been corrected by the
annotators

5. Regarding multi-word expressions we followed
the decision taken in (Sanchez-Bayona and
Agerri, 2022): if a word had its own entry in the
dictionary and could be annotated as metaphor,
so was the case.

In this initial effort we have completed the annotation
of 3 Reddit threads, 79 comments, and 5565 words.
From the annotated data, just 1.5% of the words were
annotated as metaphorical. This ratio of metaphor/literal
expressions is lower than ratios presented in other
general domain datasets (Krennmayr and Steen, 2017;
Sanchez-Bayona and Agerri, 2022), we hypothesize
the decrease is due to the constraint of focusing on a
very particular domain as the medical domain instead of
looking for metaphors on any domain. The low number
of metaphors and imbalance with literal words further
highlight the need to find computational methods for
metaphor processing that adapt to low-data scenarios.
Our current Inter Annotator Agreement was 0.37 using
Cohen’s K, usually interpreted as fair agreement in the
literature. Similar works on metaphor annotation using
MIP report kappas between 0.6 and 0.8 (Pragglejaz
Group, 2007; Steen, 2010). We expect to increase
our Inter Annotator Agreement in future annotations,
after the discussions and training for our first results.

A sample of the data with the annotated metaphors
can be found in Table 3.2.

3.3. Metaphor Modeling as Linked Data
Once metaphorically used words were annotated
with MIP, the evoked conceptual metaphor was also
annotated. E.g., taking the example in Table 3.2 ‘¿en
cuanto tiempo te mata un cancer testicular?’ which
means ‘how much time does it take to testicular cancer
to kill you?’, once the word mata (kill in English) is
identified as metaphorically used, the conceptual
metaphor being evoked in the sentence is annotated,
in this case CANCER IS A MURDERER. To verbalize
the conceptual metaphors, English was used as
metalanguage, which is the language used in MetaNet.
By using English as metalanguage we could reuse
and compare our data to the one in MetaNet (through
Framester). To avoid slightly different verbalisations
of the same conceptual metaphor (e.g., CANCER
IS ASSASAIN instead of CANCER IS MURDERER)
both annotators shared a common list of identified
conceptual metaphors. This shared list has the
metaphors in Framesters version of MetaNet as a base
and was further populated by the annotators. In cases
in which the same word can be associated with different
conceptual metaphors (e.g., CANCER IS MURDERER
and CANCER IS PERSON) both were annotated. As
in MIP, conceptual metaphors were initially annotated
individually by two different linguists, then results
were compared and discussed. The Interannotator
agreement in this case was unanimous, and in the
cases where both annotators had difficulties verbalizing
the metaphors a third annotator counseled them.

With the MetaNet procedure, 79 comments from
3 different Reddit threads have been analyzed. Among
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DocID SentenceID WordIndex Sentence ConceptualMetaphor
12yxw6r 51 5 ¿en cuanto tiempo te mata un cáncer testicular? CANCER_IS_MURDERER

Table 1: Sample of FLAVORS metaphor annotations in tabular format compatible with SoTA automatic metaphor
identification methods. DocID references the Reddit thread where the sentence is found, SentenceID is the
particular comment from the thread, WordIndex is the index of the metaphorically marked word from the sentence.

them, 94 metaphoric expressions were identified and
linked to 59 different conceptual metaphors (54 novel
metaphors found by the annotators and 5 reused
from MetaNet). Conceptual metaphors belong to 41
different source frames and 38 different target frames.

Once the linguistic metaphors in the Reddit posts
were annotated with MIP and their relative conceptual
metaphors, the data was translated into Resource
Description Framework (RDF) structured format,
following Framester’s model, and with the properties
shown in Figure 1.

In Figure 2 a brief quantitative analysis of the attested
conceptual metaphors can be seen. While some of
the metaphors in Figure 2 are very frequent given the
particular focus of the thread (e.g., TESTICLES ARE
COCONUTS was only attested on the thread about
testicular cancer) other metaphors were common
among the different threads (e.g., CANCER IS
OBJECT OR STRENGTH IS TREATMENT). Similarly,
the bias of domains given the thread’s focus can
also be observed on the target and source domain
frequencies. We expect to decrease such biases when
adding more examples from different threads.

4. Usage Examples

FLAVORS dataset could be used to train and test
SoTA models on automated metaphor identification,
where progress has been made for English and the
general domain, but less for Spanish and the medical
domain. Improving these models could aid in finding
relevant narratives about the experience of cancer.

Further, modeling metaphors as linked data can struc-
ture the information encoded in metaphors (e.g., which
semantic domains are being mostly used to refer to
particular experiences of cancer), what metaphors are
being expressed, and which ones could be potentially
expressed but have not been yet verbalized in daily
discourse and just in critical literature revisiting cancer
experience or allow multilingual comparison. Further,
the linkage of our FLAVORS to other resources such as
FrameNet (Baker et al., 1998) could elucidate what el-
ements of the cancer experience are being highlighted
(e.g, the patient’s role as in CANCER IS WAR in sen-
tences such as ‘I am tired of fighting cancer’) or it could
be linked to other lexical resources as WordNets to
group metaphors and find their hypernymic and hypon-
imic metaphors (e.g., CANCER IS JOURNEY by using
WordNets could be linked to CANCER IS MOVEMENT).

In this section we introduce two brief examples to illus-
trate how modeling metaphors as MetaNet can be bene-
ficial to show gaps and potential metaphors both mono-
lingually (Section 4.1) and crosslingually (Section 4.2).

4.1. With Manual Efforts in Spanish Data
By modelling metaphors as Linked Data we can com-
pare the ones elicited in the Reddit posts with the ones
described in literature which might not be yet verbalized.

We reviewed the following works: Chacón (2008),
Paituví (2019), Taylor and Velázquez (2020), Barrera
(2016), Barbosa and Coll-Planas (2015). At first
sight, we could observe that many metaphors used
by patients on Reddit were very common and
also represented in the more scientific literature:
CANCER IS A JOURNEY (Paituví, 2019), CANCER
IS A MURDERER (Chacón, 2008), CANCER IS
A BATTLE (Chacón, 2008), CANCER IS A STOP
IN LIFE (Barbosa and Coll-Planas, 2015), LOSE
TESTICLES IS LOSING MANHOOD (Barrera, 2016).
However, other metaphors are not usually spoken
by the patients or families of cancer patients, while
still having significance to understanding how cancer
is perceived by general society. The “Pink Ribbon
Culture” as it is explained in Paituví (2019) related to
breast cancer women makes a metaphor that could
be something like: women with breast cancer are like
children. Another example is the concept of silence
related to cancer showed in Taylor and Velázquez
(2020) article. The cancer is seen as something taboo,
something to avoid or something shameful, some of
the metaphors we could find are: BEING SILENT
IS BEING ASHAMED (Paituví, 2019), SILENCE IS
INVISIBILIZATION (Paituví, 2019). This can have
serious consequences, such as patients not voicing
their concerns for fear of not being taken seriously.
Other kind of examples are those that from a metaphor
like CANCER IS A BATTLE (Chacón, 2008) entails
other metaphors like DYING IS LOSING THE BATTLE
(Chacón, 2008), so that the patient with cancer that
dies is drawn in society as a loser, or people might think
that they haven’t fought enough to get ride of cancer.

Modelling metaphors as Linked Data allowed us to
see not only what is being said, but also what is being
silent and gives us cues to see where new metaphors
might be verbalized to explore other framings of cancer.

4.2. With English Data
In comparison to MetaNet, where only seven mappings
are cancer-related, our Medical-FLAVORS provides
a more nuanced differentiation of different aspects
of the cancer experience, including cancer itself (e.g.,
CANCER IS MURDERER), cancer patients (e.g.,
BODY IS CONTAINER), their general experience of
being ill with cancer (e.g., HAVING CANCER IS BEING
DEPRIVED), their psychological wellbeing (e.g., BE-
ING PSYCHOLOGICALLY BAD IS BEING MADE OF
SHIT), their relationships with other key stakeholders,
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Figure 1: Example of our adaptation of MetaNet model to our examples

Figure 2: Frequency count of most attested conceptual metaphors, target domains, and source domains in
the annotated Reddit threads

such as families and friends (e.g., ACCOMPANY IS
BEING BY THE SIDE) and health professionals (e.g.,
BAD DOCTORS ARE SHIT), as well as treatment (e.g.,
TREATMENT IS A BALANCE). Nevertheless, while
our study is more contextualized in a cancer scenario, it
also shares or builds up on the more generic mappings
in MetaNet, especially in terms of the Orientation and
Container metaphors that are common in human think-
ing (cf. CANCER IS CONTAINER, IMPROVEMENT
IN MOOD IS UPWARD MOTION). On the other hand,
our project’s contextualization is also illustrated through
the use of more specific mappings under a generic
mapping, such as the specific mapping CANCER IS A
STOP IN LIFE in Medical-FLAVORS under the generic
mapping LIFE IS A JOURNEY in both our project and
the MetaNet project.

However, the current datasets are quite limited, as
many generic but essential mappings in the MetaNet
were not found in the current study. For instance,
mappings related to “Action”, “Change-of-state”,
“Communication” and “Control” are not commonly
witnessed in our current Spanish data, even though
these elements are indispensable in a cancer scenario
regardless of the country contexts. Moreover, as we
have found for the mappings above, the language used
in the cancer domain is usually more specific but also
closely linked to some generic mappings. Hence, it
is likely to find the specific versions of those mappings
related to “Action”, “Emotion”, “Change-of-state”, “Com-

munication” and “Control” in our Medical-FLAVORS
project, if more data is analyzed and trained.

5. Conclusions and Future Work
In this paper we present the first version of Medical
FLAVORS, the first openly available resource for
the computational and manual analysis of Spanish
metaphors in the medical domain. We present our data
both in VUA dataset format which can be exploited
with state-of-the-art automated metaphor identification
algorithms to further populate the dataset, and in
MetaNet Linked Data format which enables the further
linking of the resource and inference-making on the
metaphors with other relevant resources as FrameNet
or Ontolex based lexical resources.
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Abstract

Electronic Health Records (EHR) store valuable patient-staff interaction data. These notes, often unstructured to save
healthcare personnel time, can be challenging to analyze manually. Proprietary online LLMs have demonstrated
impressive results in analyzing EHR notes. However, Clinical NLP faces unique challenges due to the sensitive and
specialized nature of the data. Sending patient information via external APIs poses privacy risks, and hospitals
require customized NLP systems to align with their practices. Developing customized LLMs using specific training
datasets is crucial to address these challenges. We propose generating synthetic training data using keywords
extracted without confidential information. Furthermore, we introduce a reward mechanism that iteratively refines
the quality of synthetic documents. This involves scoring synthetic candidates against real clinical reports using a
semantic textual similarity score and performing an alignment step to align the model with its best-scored utterances.

Keywords: Style Transfer, Data Generation, LLM, Reinforcement Learning, Data Privacy

1. Introduction

Electronic Health Records (EHR) contain patient
and healthcare staff interactions. Professionals
record their impressions, observations, and vari-
ous medical procedures performed. Despite the
computerization of clinical documents, notes re-
main fairly expressive and in a free format to save
time for healthcare personnel and allow for the de-
scription of unusual situations (Rosenbloom et al.,
2011; Wu et al., 2022). These notes can be handy
for medical professionals, but analyzing them man-
ually is daunting. Natural Language Processing
(NLP) techniques come here, as they speed up the
decision processes (Zhou et al., 2022; Wu et al.,
2022). In recent years, Proprietary Online Large
Language Models (LLMs) such as ChatGPT have
shown impressive results using zero or few-shot
techniques in analyzing these notes (Agrawal et al.,
2022; Meoni et al., 2023; Hu et al., 2024). How-
ever, clinical NLP faces challenges that arise from
the sensitive, confidential, and specialized nature
of its data—sending such information through an
external API risks patient privacy. Hospitals must
maintain control over their NLP systems due to
their unique practices and environments. Creating
customized LLMs is an important issue.

A specific training dataset is required to develop
such a model with clinical skills. Accessing real
clinical data to constitute this dataset remains very
complex and requires anonymization, which is time-
consuming and expensive. Another option is to gen-
erate synthetic clinical notes that resemble real data
and do not contain any patient identifiers (Melamud
and Shivade, 2019; Ive et al., 2020). This approach
reduces human intervention and is more compliant
with regulation laws.

2. Contributions

This work introduces a novel method for generat-
ing synthetic documents, enforcing privacy preser-
vation by design, only using sparsely pseudo-
anonymised data. Our key contributions include:

Privacy-conscious Synthetic Document Gener-
ation: We propose a methodology that utilizes
a small amount of manually anonymized data to
generate synthetic documents. These documents
are then used to supervise fine-tuned generators,
as illustrated in Figure 1.

Incorporating Clinical Keywords: We enhance
synthetic document generation by enriching
prompts with privacy-safe keywords as illustrated
in Figure 2. Using QuickUMLS (Soldaini and Go-
harian), we generate candidate documents based
on keywords extracted from real Clinical reports
(CR). The keywords guide the model to produce
text that closely aligns with specified content and
style criteria.

Reward Mechanism: We introduce an iterative
refinement process for enhancing the quality of
the synthetic documents generated by the seeded
model. This method involves two main key steps:

• Scoring the synthetic candidates through com-
parison with private or real CR using an Sem-
Score evaluator model in the private side re-
turning only scores to the public side;

• Aligning the model with its best utterances
using Direct Preference Optimization (DPO)
(Rafailov et al., 2023).
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Figure 1: Our workflow is delimited by the private
and public areas. Only the score is returned to the
public area.

3. SemScore as Evaluation Metrics

To evaluate the quality of the responses gener-
ated by an instruction-tuned LLM, we adopt Sem-
Score, a metric based on semantic textual simi-
larity (STS). However, we add two differences with
SEMSCORE (Aynetdinov and Akbik, 2024): (1)
we embed generated document and ground truth
using all-distilroberta-v1, fine-tuned on
synthetic documents as described in section 4.3.
(2) We compute the similarity between model and
target responses through the cosine similarity of
their embeddings. The interval [−1, 1] represents
the value where 1 indicates similarity and −1, se-
mantic opposition between a pair of two sequences.
Based on textual similarity, SemScore exhibits the
strongest correlation to human evaluation results,
even outperforming LLM-based metrics, while not
requiring special access or incurring additional cost.
We can use this metric in a real-world scenario
where the model (Mscore) must be hosted in the
clinical building to measure STS between private
clinical and synthetically generated reports.

4. Reward Training

The task aims to generate synthetic CRs with
prompts enriched with keywords (Figure 2) ex-
tracted on real CR as illustrated in Figure 1. As
preprocessing, we collect in Ktrain, keywords for
each document inDtrain, keeping in mind that these
keywords do not carry confidential information.

4.1. Seed Step

Keeping associated keywords in Ksft, we sample,
with ratio ratiosft, a very small subset of the training
dataset Dtrain to fine-tune, after deidentification,
our initial generator model Mgen.

4.2. Generation Step

For each data point in Kgen, Mgen generates N
candidate documents collected in dataset Dgen.

4.3. Scoring Step

The scoring step consists of two steps:

1. at the first generation step (step = 1), we ini-
tialize the evaluator model Mscore, fine-tuning
it with a contrastive objective on D∗

contr and
Dcontr correspond to a split of D∗

gen with the
respective real documents from Dgen.

2. With Mscore we score candidates from D∗
gen

over Dgen, we select a pair of chosen and re-
jected items among N candidates where the
chosen (resp. rejected) one is the candidate
with the maximum (resp. minimal) score. Fi-
nally, we keep the pair where the chosen candi-
date is above the percentile p to obtain DDPO.

4.4. Alignment Step

We align and update Mgen using DPO on DDPO and
pursue a new iteration as illustrated by Algorithm 1.

5. Experiments

Model: we use Mistral-7B-Instruct-v0.1
(Jiang et al., 2023), a trade-off between perfor-
mance and computational cost. We use QLoRA
(Dettmers et al., 2023) reducing the memory foot-
print.

Dataset: Our dataset is derived from the Mimic-III
database, applying a protocol to ensure its applica-
bility to generate clinical narratives. The creation
process includes pre-processing, keyword extrac-
tion and post-processing steps.
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Algorithm 1: Reward Training Algorithm
Input :Dtrain = train dataset; ratiosft = sft ratio; ratiogen = gen ratio; Mgen = generative model;

Mscore = evaluator model; p = percentile filter value; N = number of candidates to
generate;

Output :Mgen

Ktrain ← ExtractKeywords(Dtrain)
Dsft, Ksft ← Anonymize(Sample(Dtrain, Ktrain, ratiosft))
Dgen, Kgen ← Sample (Dtrain, Ktrain, ratiogen)
// Seed Step
Mgen ← Supervised fine-tune Mgen on pairs in (Ksft, Dsft)
for step = 1 to steps do

// Generation Step
D∗

gen ← generate new N candidates with Mgen per k ∈ Kgen

// Scoring Step
if step = 1 then

// Building the evaluator model
D∗

contr, Dcontr ← Sample(D∗
gen, Dgen, ratiocontr)

Mscore ← ContrastiveTrain (Mscore, neg=D∗
constr, pos=Dconstr)

endif
Dscore ← score D∗

gen over Dgen with Mscore over the candidates generated
Ddpo ← for each data point in Dscore, keep a pair of candidates, then filter pairs on percentile p

// Alignement Step
Mgen ← DPO Alignment Mgen on (Kgen, Ddpo)

endfor

<s>[INST]As a doctor, you must write an
original ’History of Present Illness’ (HPI)
section for a discharge summary. Your re-
sponse should capture the essence of a
patient’s health journey and recent medical
experiences while strictly using all the pro-
vided keywords, preserving the order. You
must adopt a medical telegraphic style, ab-
breviated, characterized by concise and di-
rect language.
Keywords: cirrhosis c, portal, esophageal
varices, SBP, angioectasias, gout, liver,
note, fractured, left wrist, hip, note, admis-
sions, asymptomatic, range, PRBCs, an-
gioectasias, estrogen, bleeding, hospital
course, SBP, guaiac, stool, L wrist, L hip,
consulted, L wrist, leg, said, surgical, pan-
toprazole, gtt, morphine, hip pain, PRBCs,
transfer, sat, hip pain, esp, feeling, note,
iron, stools, stools[/INST]

Figure 2: Example of prompt with injected keywords

1. pre-processing: we extract from Mimic-III the
clinical notes from the clinical event row. We
select only the Discharge Summaries from
these clinical notes and parse them to retrieve
the History of Patient Illness section. we use

them as data points for our Dtrain. On average,
the data points consist of a 248-word excerpt.

2. keywords extraction: We project UMLS con-
cepts using QuickUMLS over Dtrain. Quick-
UMLS is an unsupervised biomedical con-
cept extraction based on pattern matching
that guarantees only medical concepts are ex-
tracted and no identifying information. We ob-
tain Ktrain (cf. Section 4) used to enrich the
prompts, as illustrated in Figure 2. On average,
we extract 58 keywords per data point.

3. post-processing: We filter out data points with-
out keywords. We keep the keywords ordered
to force the model to follow the same narrative
as the ground truth. In this way, we constitute
a dataset of 5602 excerpts as data points. We
use 70% (either 3921 data points) of these
data points as a train set (Dtrain) and 30% (ei-
ther 1680 data points) as a test set (Dtest).

Evaluation: To monitor and evaluate Mgen pro-
gression, we also train a model (Mref ) supervised
fine-tune overall Dtrain. Mref is used as a witness
and reference, trained without privacy concerns.
We compare the performance of Mgen and Mref

along the different step as described in Algorithm 1.
Additionally, we calculate a baseline where we com-
pute SemScore between the real Dtest and Ktest

as illustrated in Table 1.
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6. Results and Discussion

Our experimental setup aimed to evaluate the per-
formance of our model trained with the method
described in section 4 with different ratiosft ∈
{4%, 6%} (i.e 4% and 6% is equal to 156 and 235
data points, respectively) against Mref , a reference
model fine-tuned with the full Dtrain. To gauge the
different fine-tuned scenarios, we use two Mscore

fine-tuned as described in Section 4.3 on Dtest.
We observe monotonous score improvements

over steps. M6%
gen model even outperforms at step 2

the score of Mref , highlighting the relative efficiency
of alignment in refining the generated documents’
quality over successive iterations. Moreover, M4%

score

trained on lower-quality synthetic data tends to over-
estimate the higher-quality generated documents.
This overestimation is observed in both M100%

ref and
M6%

gen. However, the same trends have been ob-
served with any evaluator.

These improvements can be attributed to vari-
ous factors. The scoring mechanism allows for a
focused learning approach, where a model itera-
tively learns from the chosen examples and adjusts
away from the rejected ones. Such a dynamic re-
finement process effectively distils the desired style
and content characteristics along the steps.

Comparing different data ratios further reveals
the nuanced impact of training data volume on
model performance. It underscores the efficiency of
DPO in leveraging available data regardless of the
seed dataset size to achieve superior outcomes.

steps M4%
score M6%

score

baseline - 48.43 49.35
M100%

ref - 74.48 72.48
0 67.95 65.94

M4%
gen 1 71.53 69.18

2 72.25 70.12
0 70.78 67.26

M6%
gen 1 72.54 70.78

2 76.10 74.37

Table 1: SemScore evaluation for models Ma
gen

with a = rsft ∈ {4%, 6%100%} using the different
evaluators M b

score with b = rsft ∈ {4%, 6%}. The
grey scores denote cross-evaluation where a ̸= b.

7. Related Works

Synthetic Data Generation: Recent works tend
to generate synthetic data with privacy concerns (Li
et al., 2023a; Hiebel et al., 2023; Xie et al., 2024;
Li et al., 2024). For instance, (Kweon et al., 2023)
proposes to train LLMs for different purposes using

synthetic clinical data generated by online LLMs.
This way, (Xie et al., 2024) has developed AUG-
PE, a high-quality differential privacy synthetic text
generation method leveraging API access. Fur-
thermore, the work by (Li et al., 2024) introduces
Generalized Instruction Tuning (GLAN). Unlike pre-
vious approaches that rely on seed or existing
datasets, GLAN uses a pre-curated taxonomy of
human knowledge and capabilities as input to gen-
erate instructions across all disciplines.

Self-Rewarding: Reinforced Self-Training is
an offline RL algorithm proposed by (Gulcehre
et al., 2023) for self-align LLMs generating a
dataset from the initial LLM policy and using it
to improve the policy via offline RL. Instruction
back translation, proposed by (Li et al., 2023b),
is a scalable method that automatically labels
human-written text with corresponding instructions
by finetuning a language model on a small seed
dataset and a web corpus to generate and select-
ing high-quality examples for further finetuning.
(Yuan et al., 2024) use the trained LLM to provide
rewards via LLM-as-a-Judge prompting, leading
to improvements in both instruction following and
reward provision.

Our method differs from the methods described
above in these differences :

• only the score is accessible to the learner, pre-
serving the privacy of real EHR.

• only public medical keywords extracted from
EHRs are used to generate synthetic data

• the SemScore evaluator can be easily hosted
in a clinical environment and the generator
LLM may be shared with external actors.

8. Future Directions

This study has laid the groundwork for generat-
ing synthetic documents enforcing privacy protec-
tion. It leverages a small anonymized seed dataset
for supervised fine-tuning alongside keyword-
augmented prompts and refinement steps based on
synthetic candidates to reduce human intervention.
Despite its promise, shortcomings and openings
need to be addressed.

As we can annotate privacy-free generated doc-
uments using online models for NER and EL tasks,
we can train models for downstream tasks using
the generated data and compare them with mod-
els trained on real data to reinforce our evaluation.
Moreover, We envision advancing our methodol-
ogy by exploring a mixture of evaluation metrics
incorporating more sophisticated evaluators and
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experimenting with alternative reinforcement learn-
ing such as KTO (Ethayarajh et al., 2024), or IPO
(Azar et al., 2023). These would rely on classical
metrics in style transfer and embrace notions of
document quality (Jin et al., 2022). Such advance-
ments could streamline the generation process,
reduce the computational cost, and enhance syn-
thetic documents’ overall quality and applicability
in privacy-sensitive applications.
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Appendix A. Carbon Footprint

The algorithm 1 with the experimentation protocol detailed in 5 runs in 40h on 4 GPUs NVIDIA A100 PCIe,
and draws 46.34 kWh. Based in France, this has a carbon footprint of 2.38 kg CO2e, which is equivalent
to 2.59 tree-months (calculated using green-algorithms.org v2.2 (Lannelongue et al., 2021)).

Appendix B. Outputs

<s>[INST]As a doctor, you must write an original 'History of Present
Illness' (HPI) section for a discharge summary.↪→

Your response should capture the essence of a patient's health journey and
recent medical experiences, while strictly using all the provided
keywords conserving the order.

↪→

↪→

You must adopt a medical telegraphic style, abbreviated, characterized by
concise and direct language.↪→

Keywords: metastatic, RCC, pancreas, reports, chills, tylenol, reports,
rib pain, lying, chills, reports, dark stools, fever, zosyn, headache,
contacts, anxious, pain, dysuria, joint pain, rash, hypotensive,
asymptomatic, given, lactate, baseline, guaiac, stool, saw, stent,
pancreatic, blood, tomorrow, treated, cholangitis, given, sat, ARF,
reports, anxious[/INST]

↪→

↪→

↪→

↪→

↪→

Figure 3: An example of prompt for the Figures 4,5,6

This is a 67 y.o male with h.o metastatic RCC to the pancreas,
recent ICU course for UGIB (12units pRBCs) who reports sudden
intermittent chills since wednesday for which he took tylenol.
Pt also reports R.side gnawing rib pain, while lying in bed
before the onset of chills. In addition, pt reports dark stools
for the last few days which started after taking "iron pills".
Pt states he went to [**Hospital1 2436**] ED because of a fever of 101.3,
however he felt better and did not want to wait to be seen. He
returned to [**Hospital1 2436**] today and was transferred to [**Hospital1

18**] after↪→

a dose of zosyn, HCT 25. Pt denies headache/dizziness/blurred
vision, URI/cough, sick contacts, CP, +palp when anxious, -abd
pain/n/v/d/brbpr, dysuria/hematuria, joint pain, rash,
paresthesias.
.
At [**Hospital1 18**], pt found to be hypotensive to 75/40, asymptomatic.

He↪→

was given 3L IVF, lactate 6.8. HCT 22.8 from a baseline of 35 a
few weeks ago. He was found to have black, guaiac +stool. GI saw
pt, pt s/p stent to pancreatic ampulla, ?blocked from blood.
Plan is to transfuse, ERCP tomorrow. ED also treated for
possible cholangitis/sepsis and pt was given dose of vanco.
Vitals 99.2, BP 99/66 HR 88 sat 98% on RA. Access 3PIV's 2,
20's, 18. Pt also found to be in ARF.
.
Currently, pt reports that he is anxious.
.

Figure 4: An example of a ground truth associated with the prompt 3
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Ms. [**Known lastname **] is a 69 year old woman with a history of
metastatic renal cell carcinoma (RCC) with distant metastases to the
pancreas

↪→

↪→

who presents with fever, chills, abdominal pain since [**2119-1-7**]. She
reports taking 5 grams of tylenol daily at home↪→

which she also reports taking in the past week. She also reports having
rib pain while lying in the [**location unclear **]. She reports chills
and having dark stools, but denies any associated fever or rigors.
She was recently started on zosyn for headache and nausea and

vomiting. She denies any contact with sick person, recent travel
or animals, or recent change in her work or home environment.

She is an anxious, non-smoker with a past medical history of pancreatic
insufficiency and hypertension who presents with abdominal pain and
lower extremity edema. She denies dysuria, joint pain or rash. She
is not hypotensive with a BP of 125/80 at her arrival to the
Emergency Department. She is asymptomatic for lactate at the time of
this admission to the floor. On review of her baseline admission guaiac
stool testing is not available. On her last outpatient visit to her
oncologist at [**Hospital1 **] on [**1-7**], she was seen to have a stent

placed for↪→

cholangitis and was given an ERCP. She was treated for cholangitis
at the time and was given some ARF on [**1-7**].

Her oxygen saturation was 97% on 2L. As a work up she was given
antibiotics↪→

for possible E.Coli pneumonia. She was found to have hypotension on
admission to the floor and received dobutamine.

Figure 5: An example of synthetic data generated with Figure 3 with a SemScore at 52
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77 yo M w/ hx of metastatic RCC of the pancreas (pancreo-duodenal
mass reports R/o chills since starting [**6-2**] on [**2160-5-18**] (day

7-10 from↪→

Hx. He has had fevers with taking tylenol at that time
(Ibuprofen 400mg, acetaminophen 650mg PRN for R/o rib pain and
steal). On [**2160-5-22**] he was lying in bed and became extremely
ill with chills. He reports this started a few minutes ago. Also
reports dark stools. His fever is 102F (38.3C), he is on 2g IV
zosyn (given IVF 2L NS, as he is V/5) for pneumonia with HC
reported by the Wife. He reports severe headache. He is not
compliant with PCP but has noticed many recent contacts with
his S/M. He is very anxious for relief of pain. He has some
dysuria and no joint pain. He has no rash. He is in the ED
actively pacing. He is hypotensive. He is BP 90/45 with 3+ pti
on his left hand. PRI all his vitals are stable otherwise at
BP 92/44 HR 81 RR 14 96 O2 Sat 99% RA. On ABG: pH 7.31,
PaCO2 28.1, PaO2 113. As a baseline (was done in ED), guaiac
in stool was positive. He was sent to CT with ortho in ED. Saw
his PCR [**Last Name (Only) **] [**Date**] [**Time (only) **] 5:15 and

showed a 6.2mm x 5.1mm pancreatic↪→

tail mass (blood in the head of the pancreas with no dilation
distally). He is scheduled for pancreatic stent placement
tomorrow. He was treated for acute cholangitis (e.g. given 3L NS
and 1g of IVF) and was given 1L NS to help with ARF. He
reports that he is more anxious for relief of pain.

Figure 6: An example of synthetic data generated with Figure 3 with a SemScore at 79
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Abstract
Creating a certified conversational agent poses several issues. The need to manage fine-grained information delivery
and the necessity to provide reliable medical information requires a notable effort, especially in dataset preparation.
In this paper, we investigate the challenges of building a certified medical chatbot in Italian that provides information
about pregnancy and early childhood. We show some negative initial results regarding the possibility of creating a
certified conversational agent within the RASA framework starting from unstructured data. Finally, we propose a
modular RAG model to implement a Large Language Model in a certified context, overcoming data limitations and
enabling data collection on actual conversations.

Keywords: Conversational Agent, Digital Health, Retrieval-Augmented Generation

1. Introduction

In recent research, the demonstrated effectiveness
of conversational agents and Large Language Mod-
els (LLMs) has expanded to include tasks that were
once thought unlikely, marking a notable advance-
ment in their capabilities. For instance, within the
digital health area, it has been shown that conver-
sational agents can provide emotional support to
patients, possibly more efficiently than a standard
interaction between a physician and a patient (Sup-
padungsuk et al., 2023; Ayers et al., 2023; Fadhil
and Gabrielli, 2017).

In this paper, we present the work-in-progress of
a project to create a conversational agent capable
of providing certified medical information regarding
pregnancy and the first thousand days of a child’s
life. With the expression “certified information” we
mean textual content generated or validated by
healthcare professionals, ensuring its verifiability
and alignment with the current scientific knowledge
in the respective domain.In addition, an essential
attribute of “certified information” is its predictabil-
ity, indicating that, given a specific question the
response would always be the same. The agent
will be implemented initially in Italian only.

To the best of our knowledge, there are no exam-
ples in the literature where conversational agents
have been employed to aid patients in this partic-
ular field. Likewise, there are no examples of an
Italian medical conversational solution capable of
delivering certified medical advice. Current applica-
tions of conversational agents within the healthcare
industry suffer problems of data certification and
accuracy (Srivastava and Singh, 2020; Jungmann
et al., 2019; Swick, 2021); consequently, there is

a lack of evidence of their efficacy in clinical con-
texts (Bibault et al., 2019). Therefore, medical con-
versational agents are often limited to assisting
medical staff rather than patients (Minutolo et al.,
2022), or used as a tool to help diagnostics (Ni et al.,
2017; Verma et al., 2022) and integrate the search
for medical assistance (Soprano et al., 2023; Polig-
nano et al., 2020). Also, the trust towards deploying
this kind of technology is an aspect that needs to
be addressed, as it directly impacts the potential
efficacy (Seitz et al., 2022; Martens et al., 2024;
Laumer et al., 2019). Creating a certified medical
conversational agent would address some of these
significant issues, especially when deploying these
agents in the public sector.

In the following sections, we outline the main
issues we have found in our workflow so far, sum-
marize some text insights, and explore the possible
solutions for the upcoming steps.

2. Dataset and Conversational Design

Our current corpus contains approximately 1300
texts sourced from verified medical channels 1,
focusing predominantly on informational cards.
These cards offer brief yet detailed medical informa-
tion on various topics, providing verified advice on
conditions, treatments, and procedures. They are
commonly used in FAQ sections, offering patients
reliable information without direct interaction with
healthcare professionals.

However, working with certified information

1The content is sourced from texts curated by the Ob-
stetrician Department of the Hospital of Trento and from
UPPA, a reputable child care website https://www.uppa.it/
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poses challenges, particularly when adapting it for
conversational use. Indeed, our dataset is not de-
signed for integration into a conversational frame-
work. One of the main challenges is that that editing
options are severely limited when dealing with cer-
tified medical information. The optimal approach
would be to use the texts in their original form to
preserve their certification. Yet, they often tend to
be excessively lengthy and informationally dense
for effective conversation use.

Moreover, we must consider that extracting in-
formation from these texts is complicated due to
their highly discursive nature. Automatic segmen-
tation often results in imprecise responses, occa-
sionally leading to grammatical inaccuracies since
segments are extracted from an existing discursive
context. There is also a notable risk of encoun-
tering information gaps, despite the fact they are
densely packed with information. In fact, in a cer-
tified context, all the deliverable information must
be present explicitly in the text; even the simplest
inferences are impossible since they would require
certification, ensuring that they correspond to cor-
rect medical knowledge.

Lastly, our informational cards come from spe-
cialized sites and are meant to be instructive, so
they often use medical vocabulary. This character-
istic complicates the process of generating addi-
tional data, especially when generating questions
for training a conversational agent. Medical jargon
is indeed quite influential in affecting question gen-
eration, often leading to the creation of improbable
examples.

While using an LLM could compensate for the
lack of conversational data, our requirement to pro-
vide reliable information without any changes pre-
vents us from directly using an LLM for user inter-
action. LLMs’ erratic nature doesn’t align with the
need for stable and predictable output in certified
information contexts.

3. Workflow: Creating a RASA
Chatbot

We began with an existing COVID-19 FAQ chat-
bot (Lucianer et al., 2022) named Covibot. Since
this agent was realized within the RASA frame-
work2, we used RASA to create our first test conver-
sational agent, focusing our efforts on the Natural
Language Understanding (NLU) module, as its per-
formance significantly impacts the overall conver-
sation flow. This first experiment was therefore only
focused on a simple classification pipeline, with the
goal of associating each intent with a specific reply.

Using our data, we automated the generation
of example questions with GPT-4 via the OpenAI

2https://github.com/RasaHQ/rasa

ChatGPT API. We segmented the texts into shorter
paragraphs using GPT-4 to generate the briefest
meaningful paragraphs while considering the tex-
tual excerpt’s topic. We then prompted the model
to generate three simple questions for each text.
These questions were then associated with specific
intents linked to their corresponding answers.

Since RASA intent classifier3 also supports cus-
tom word embeddings, we created a model (Le
and Mikolov, 2014) from our data. While RASA
supports various embedding techniques, support
for highly specific domains, like ours, is limited 4.

Our custom embedding model showed promising
results in improving the conversational agent’s per-
formance in an initial sample of around 50 intents
and 1500 total examples. Performance assess-
ment was conducted by partitioning the dataset
into 80% for training and 20% for testing, progres-
sively increasing the number of examples during
the training phase. In the graph shown in Figure 1,
the UPPA configuration uses the embeddings of our
dataset; the Spacy configuration uses pre-trained
Spacy embeddings 5 for Italian, whereas the Base
configuration uses no pre-trained embeddings.

Figure 1: Comparison of custom word embedding
impact on our first trained model.

Subsequently, we expanded our dataset to in-
clude 4500 intents and their corresponding an-
swers. However, this dataset extension resulted in
a noticeable decline in the RASA model’s perfor-

3https://rasa.com/blog/introducing-dual-intent-and-
entity-transformer-diet-state-of-the-art-performance-on-
a-lightweight-architecture/

4Support is limited to Gensim embeddings:
https://rasa.com/blog/custom-gensim-embeddings-
in-rasa/

5https://spacy.io/usage/models
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mance. This second evaluation assessed RASA’s
capacity for predicting the right intent class and,
consequently, giving the right answer for each of
the main topics in our dataset. Figure 2 illustrates
the model’s performance, which has been proven
to be below acceptable standards.

Our RASA chatbot could classify correctly only
an average of 28% of intents. Moreover, the model
is quite sparse, with an average confidence on cor-
rect predictions of 0.27. Also, our custom embed-
dings lost their relevance in enhancing the traning;
the model proved indeed highly sensitive to minor
rephrasing operations, where even a small alter-
ation in a training sentence could easily cause the
model to fail.

Figure 2: RASA performance across the main top-
ics with 4500 intents. In orange, the correct replies.

4. Data Limitations

Considering the outcome of the first test, some
additional considerations on data quality are nec-
essary. The data that we have is all unstructured
text. These texts have great stylistic heterogeneity,
even within the same source, combined with great
semantic homogeneity, all being part of a specific
medical domain. This dual characteristic makes
topic modeling problematic; we have currently tried
different types of approaches, ranging from the
more classic Latent Dirichlet Allocation (LDA) (Blei
et al., 2003), keywords (Bondi and Scott, 2010;
Gabrielatos and Marchi, 2011), and BERTopic 6,
which has recently been shown as one of the most
effective topic modeling techniques (Gan et al.,
2023; Egger and Yu, 2022). Regardless of the
method we used, we found that semantic areas in
our data are always rather fragmented because of
the great ramifications of sub-topics, even within
the same thematic areas. For instance, in Figure 3
we show the topics found using BERTopic. The two
main semantic macro-areas consist of one encom-
passing documents related to the newborn and an-
other containing documents regarding pregnancy.
Nevertheless, the extensive thematic fragmentation
within these areas poses a significant challenge in

6https://doi.org/10.48550/arXiv.2203.05794

training conversational agents to effectively asso-
ciate intents with their respective topics.

Figure 3: Visualization of the topics found using
BERTopic.

We would need fine-grained annotation on topics
and other relevant linguistic aspects to effectively
deliver certified information. Yet, since our seman-
tic areas frequently overlap, automatic topic ex-
traction does not produce qualitatively acceptable
document groups. This means an in-depth quali-
tative analysis of the automatic topic extraction is
required before annotation, also to highlight other el-
ements like named entities and hardly quantifiable
textual features (Hunston, 2004) such as relevant
pragmatic aspects for medical conversations.

Moreover, having only unstructured texts is a sub-
stantial problem for RASA, since its intent classifier
is designed to work with Named Entity Recogni-
tion. The existing state-of-the-art approaches such
as MedBert (Egger and Yu, 2022) are also not fo-
cused on question answering nor entity recognition
on unstructured texts like ours. Also, we have to
consider that most of the approaches regarding
medical conversational agents, especially for ques-
tion answering (Kacupaj, 2022) have a knowledge-
based approach (Dayal et al., 2023; Minutolo et al.,
2017), which also requires annotated data.

5. Future Work: Annotation and RAG

In our case, the data quality is a major issue that
might have different solutions. Looking at previous
approaches, it becomes evident that using certified
sources in a conversational context, even a basic
one, necessitates a considerable amount of contex-
tual information (Kadariya et al., 2019; Fenza et al.,
2023; Alloatti et al., 2021). Hence, developing an
annotation methodology is essential to improve the
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performance of the conversational agent, irrespec-
tive of the chosen framework. Certain information
required for building our knowledge base can only
be obtained through fine-grained annotation. How-
ever, this process proves to be time-consuming,
and its success remains uncertain.

Alternatively, an immediately implementable
strategy could involve using an LLM to address
the discursive aspects, while incorporating certi-
fied sources from our database. LLMs, especially
ChatGPT, have proven to be reasonably reliable,
at least on basic questions about medical care (Mi-
halache et al., 2024; Cheong et al., 2023; Cascella
et al., 2023). In addition to this, techniques such
as Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020; Karpukhin et al., 2020) can be used
to increase the LLM’s ability to correctly answer a
question, minimizing hallucinations (Martino et al.,
2023). Essentially, the user’s request and the ad-
ditional knowledge work together to guide the Lan-
guage Model’s response. This prevents the model
from giving inaccurate information when it does not
have it readily available. However, as we said be-
fore, in a certified context we cannot rely on an LLM
to provide the information to a patient, since it is
impossible to certify the model output because of
its stochastic nature.

Furthermore, a key issue in the standard RAG
approach is the possible mismatch between the
user’s query and the correct documents. Typically,
RAG involves the transformation of a user query
into a vector embedding representation, which is
then used to assess semantic similarity among the
repository of documents. However, the vector of
the query and documents’ vectors might be sig-
nificantly different within the semantic space; this
discrepancy introduces a consequential constraint,
as it may lead to the exclusion of relevant docu-
ments during the retrieval process.

Modular RAG with HyDE We are working within
the Hypothetical Document Embeddings (HyDE)
framework (Gao et al., 2023) to address these two
limitations. HyDE is a novel approach recently in-
troduced that operates unsupervised. In a nutshell,
HyDE uses an LLM to produce a hypothetical doc-
ument (HyDoc) based on input queries and then it
uses the HyDoc to retrieve the information from the
certified repository. Despite the hallucinations that
might be present in the HyDoc, the generated text
should lie in the semantic space in a neighborhood
of similar real documents that contain the correct
and certified answer to provide to the user.

In the pipeline that we are implementing, given
a specific question, we generate a hypothetical
document that is used to query the certified docu-
ment repository. Then, the paraphrase-multilingual-
mpnet-base-v2 Bi-Encoder model (Reimers and

Figure 4: An overview of the RAG model we are
implementing.

Gurevych, 2019) is used to retrieve the documents.
However, the Bi-Encoder performs optimally when
estimating similarity between documents of similar
sizes. Given that our HyDoc and the certified doc-
uments may differ significantly in length, we use
a cross-encoder, i.e. ms-marco-MiniLM-L-6-v2 7,
to re-rank the retrieved documents and refine the
list. Finally, the selected documents are used to
augment the initial prompt, and a Guard-Rail mod-
ule 8 ensures that the LLM reply is short enough.
As shown in Figure 4, the conversational agent’s
final answer contains the documents’ textual sum-
mary (80-120 words) and the pointers to the orig-
inal certified sources. Although our RAG model
represents a compromise, it facilitates testing in a
production environment, enabling data collection
from authentic conversations and facilitating data
augmentation.

Preliminary testing with GPT-4-turbo on 100 user-
generated questions yielded promising results, re-
trieving relevant documents in over 85% of cases.
On the same test set, the RASA model achieved
only 13% correct answers, with approximately on-
topic responses in 25% of cases and off-topic
replies in over 60% of cases. In terms of HyDoc
generation, GPT-4-turbo demonstrated the ability
to produce pertinent responses in over 95% of ex-
amples. Given that the initial module impacts the
entire model, additional investigation is required to
assess open-source LLMs 9 performance, both in
generating HyDocs and in the quality of document
summarization.
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Abstract
Temporal relation extraction in medical document analysis is crucial for understanding patient histories and treatment
outcomes. This paper introduces a novel approach leveraging a bimodal model integrating textual content and a knowl-
edge graph to enhance temporal relation extraction. The paper presents ongoing research on constructing an optimal
knowledge graph by augmenting PrimeKG with dynamically expanded information using a language model-generated
knowledge graph. It also further personalizes the information with patient-specific graphs tailored for relation prediction.
The pipeline for constructing this enriched knowledge graph is detailed, aiming to improve the capabilities of temporal
relation extraction models. The preliminary results show that adding a simple knowledge graph to the temporal relation
extraction model can significantly increase the performance, achieving new state-of-the-art results. While research on
enhanced knowledge graphs is ongoing, this paper lays the groundwork for leveraging common knowledge to advance
temporal relation extraction in medical contexts. This approach holds promise for enhancing the understanding of
patient histories and treatment outcomes, potentially leading to improved healthcare decision-making and patient care.

Keywords: Information extraction, Knowledge graph building, Large language models

1. Introduction

In medical document analysis, extracting temporal
relations is pivotal in enhancing our understand-
ing of patient histories and treatment outcomes. In
our preliminary research, we showed that we can
improve temporal relation extraction by using a bi-
modal model that integrates information not only
from the textual content of medical documents but
also from a knowledge graph containing informa-
tion about the patient’s treatment from a discharge
summary. We suggest further improving the results
by introducing common knowledge from multiple
sources to the model. Our experiments use gen-
eral medical knowledge from a knowledge graph
named PrimeKG (Chandak et al., 2023), provid-
ing a broad information foundation. As this is a
broad human-curated graph, it does not contain
information about all the concepts appearing in
the analyzed documents. Therefore, augmenting
the information and adding some common sense
knowledge about the missing concepts is impor-
tant. To address this, we use a knowledge graph
automatically constructed using a large language
model (Wang et al., 2023), allowing for dynamic
expansion to include details about each entity in
the dataset. Lastly, we introduce a patient-specific
graph, individually tailored for each relation predic-
tion. This graph contains other events from the
document we are analyzing and the relations be-
tween them. Such information can give the relation
prediction model temporal context about the events
it analyzes. We test the proposed methods on the

i2b2 2012 dataset (Sun et al., 2013) containing
medical discharge summaries.

2. Related Work

Temporal relation extraction aims to discern the tem-
poral association between events within a text doc-
ument, offering insights into the narrative behind
the document. This paper focuses on extracting
such relations from medical documents. Early ap-
proaches relied on rules (Gaizauskas et al., 2006;
Dorr and Gaasterland, 2007) and traditional feature-
based machine learning(Mani et al., 2006; Bethard,
2013; Chang et al., 2013), while recent years have
seen a shift towards deep neural network-based
models. Researchers have used two main archi-
tectures of deep neural networks. The first are long
short-term memory networks (LSTM) exemplified
by Tourille et al. (2017), Cheng and Miyao (2017),
and Leeuwenberg and Moens (2018). Such net-
works build sentence embeddings by applying the
LSTM layer over the tokens to generate token and
sentence embeddings. They predict the relations
based on the embeddings of the tokens correspond-
ing to the events. Another approach is the use
of pre-trained language models (PLM). Lin et al.
(2019) mark events with special tokens and use a
BERT network to encode the text into a vector rep-
resentation. They classify the relation based on the
sentence embedding that the PLM produces. Zhou
et al. (2021) use a similar approach but enhance
the results with soft logic regularization.
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2.1. Use of Common Knowledge
One of the improvements for temporal relation ex-
traction that has been proposed recently is the
introduction of common sense knowledge. Such
knowledge can help the model in cases where re-
lations are not explicitly mentioned in the text, as
it can be used to reason about how events might
be related. Ning et al. (2018) developed a sta-
tistical resource for temporal relation extraction,
which includes statistics about common relations
between events. These statistics are then used in
their model to improve predictions. They managed
to improve the prediction accuracy of their model
by 3% when introducing the resource (Ning et al.,
2019). The idea was later expanded by Han et al.
(2020). They enhance predictions using domain
knowledge, which includes statistics, event types,
and structured constraints based on the relation-
ships between events.

Some researchers propose using knowledge
graphs as an additional source of common knowl-
edge to help with tasks similar to temporal rela-
tion extraction. Lin et al. (2023) propose a model
for extracting disease relations from text using a
bimodal architecture where a SciBERT model en-
codes text. In contrast, a heterogeneous graph
attention network encodes additional information
from a knowledge graph. They make the final re-
lation prediction based on both sets of encodings.
Similarly, Yasunaga et al. (2022) propose a pre-
trained DRAGON model, which simultaneously en-
codes and combines text and graph information.
Such a network can be used to improve language
processing using a knowledge graph.

2.2. Automatic Knowledge Graph
Construction

When using knowledge graphs as a source of com-
mon knowledge to help information extraction mod-
els, an important problem that needs to be ad-
dressed is where to get a knowledge graph that
contains all the necessary information. As the abil-
ities of large language models to express common
sense advanced, the idea of automatically con-
structing knowledge graphs was presented. Jiang
et al. (2023) propose to use ChatGPT to generate
knowledge graph triplets about drugs, conditions,
and procedures. Such an approach enables the
creation of specialized knowledge graphs contain-
ing much information about the relevant concepts.

3. Using Common Knowledge in
Temporal Relation Extraction

Significant advancements in natural language pro-
cessing (NLP) tasks have been observed in re-
cent years, driven by the introduction of large pre-

trained language models. These models achieve
high performance due to their extensive training on
vast datasets, providing them with common sense
knowledge. However, employing such models has
drawbacks, including the need for large computa-
tional resources and lengthy training times. We
propose that equipping models with specialized
common sense knowledge tailored to specific tasks
could yield comparable or superior performance
using simpler models. To realize this concept, we
present a bimodal model for temporal relation ex-
traction. This model operates on two inputs: the
text describing events and a knowledge graph offer-
ing general knowledge about these events. By en-
coding general knowledge in the knowledge graph,
we provide essential information aiding the model
in determining temporal relations. This knowledge
inclusion is crucial, especially in medical contexts,
where predictions often demand specialized knowl-
edge that is not adequately represented in general
datasets. Furthermore, predictions in the medical
domain may rely on patient-specific histories, which
must be incorporated at inference time.

Our preliminary experiments (Knez and Žitnik,
2024) show that introducing general knowledge to
such a model can improve temporal relation predic-
tion results. We used a knowledge graph contain-
ing automatically predicted temporal relations be-
tween other events in a document. Such relations
give the model temporal context about the events
we are observing. In our tests, the model man-
aged to achieve new state-of-the-art results on the
i2b2 2012 temporal relation extraction dataset (Sun
et al., 2013) using this method (see Table 1). Based
on this result, we believe that introducing additional
general knowledge would improve the results even
further.

Relation

GNN
Language

model

Combine
embeddings

Output

Text content

Event 1

Event 2
Event 1 Event 2

Common
knowledge graph

Input

1a 1b

2

Figure 1: The architecture of the temporal relation
extraction model.
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3.1. Model Architecture

The temporal relation extraction model comprises
two event encoders labeled 1a and 1b in Figure 1.
The graph encoder (1a) utilizes a convolutional
graph neural network to aggregate information from
the local knowledge graph centered around a node
representing an event from the text, thus computing
an event embedding. Similarly, the text encoder
(1b) employs the EntityBERT model to generate
embeddings for tokens corresponding to the events
in the text, capturing sentence meaning. In the
final phase of the model (2 in Figure 1), both types
of embeddings are merged to compute the final
temporal relation prediction.

4. Building Knowledge Graphs

The proposed approach’s main advantage is the
model’s ability to use common knowledge from a
knowledge graph. We must determine how to get
the knowledge graph to include such knowledge.
In our research, we combine three separate kinds
of knowledge graphs to provide as much relevant
information as possible, shown in Figure 2. While
PrimeKG and automatically generated graphs con-
tain general relations between medical concepts,
the patient-specific temporal knowledge graph con-
tains temporal relations that determine in what or-
der the medical events occurred to the patient. We
can combine the graphs by linking events from the
text to all three knowledge graphs.

PrimeKG Link events to PrimeKG
and get relevant subgraph

OpenChat LLM

Get events that appear
in the text

Add additional
information using LLM

Add patient specific
informationPatient

discharge
summary

Text from discharge
summary

Knowledge graph

Figure 2: The proposed process of constructing a
knowledge graph.

4.1. PrimeKG Knowledge Graph

Our first source of common knowledge is PrimeKG,
a knowledge graph developed by Chandak et al.
(2023). PrimeKG focuses on precision medicine

and integrates data from 14 sources into a struc-
tured graph format. To leverage PrimeKG, we em-
ploy the SciSpacy library to identify UMLS con-
cepts within event mentions. 85% of the nodes in
PrimeKG are linked to their corresponding UMLS
concepts. We utilize these connections to deter-
mine the PrimeKG node that best represents the
medical event mentioned in the text using the UMLS
identifiers that the SciSpacy library provides. We
use the most likely identifier that appears in the
PrimeKG knowledge graph. Subsequently, we ex-
tract the neighborhood of this node from PrimeKG
and incorporate it as a subgraph in our model.

4.2. Automatically Generated Knowledge
Graph

A problem with using the PrimeKG as a source
of common knowledge is that a limited number of
medical concepts are present in such graphs. We
observed that 78% of the events described in clini-
cal discharge summaries do not correspond to any
node in PrimeKG. We propose generating larger
common knowledge graphs using large language
models to improve that. Our method is based on
the one used by Jiang et al. (2023).

We used the OpenChat pre-trained large lan-
guage model (Wang et al., 2023), which we prompt
to generate knowledge graph triplets related to the
concept in question. We generate prompts detail-
ing that the model should prepare as many relations
as possible about a medical concept in the format
[entity 1, relation, entity 2]. We found that the model
performs better if we include a small number of ex-
amples of responses that we expect in the prompt.
In this way, we were able to create a knowledge
graph that contains all of the events that occur in the
dataset. While generating such a graph requires
a large amount of resources, making it unpractical
for some applications, it is possible to generate the
graph in advance and use it at inference time.

4.3. Patient-Specific Knowledge Graph
In understanding medical notes concerning pa-
tients, their medical history holds significant impor-
tance. We aim to incorporate this information into
our knowledge graph by automatically generating
an additional graph based on patient data extracted
from clinical discharge summaries. Utilizing a dis-
charge summary as a base, our model predicts
relations between different events within the docu-
ment. These predicted relations serve as the basis
for constructing a knowledge graph, providing tem-
poral context for the events under consideration.
This approach enhances our model’s ability to com-
prehend the chronological sequence of events. We
construct the final graph to be used by the model
by combining nodes from all three graphs.
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Table 1: Comparison of temporal relation extraction
models on the i2b2 dataset without any common
sense knowledge graph to the model with informa-
tion from a patient-specific knowledge graph.

Model Text
EntityBERT encoder 73.11%
EntityBERT + patient-specific KG 74.16%
BERT base (Ul Haq et al., 2022) 72.41%
BioBERT (Ul Haq et al., 2022) 73.60%
Alpaca model 35.01%

5. Results

We tested our approaches on the i2b2 2012 (Sun
et al., 2013) dataset for temporal relation extraction
from clinical discharge summaries. The dataset
contains 14,256 training relations and 11,752 test-
ing relations.

5.1. Improving Temporal Relation
Prediction

When predicting a temporal relation in our prelimi-
nary tests, we used knowledge graphs containing
predicted temporal relations between other events
to give the model some temporal context as de-
scribed in Section 4.3. While constructing such
graphs increases the computational requirements
of the model, it shows how the prediction accuracy
can be improved using additional knowledge.

The F1 scores of the predictions in our ex-
periments are shown in Table 1. We can see
that adding a patient-specific knowledge graph im-
proves prediction results by 1 pt. We rerun the
training 20 times and found that the improvement
is statistically significant, with a P-value of 0.039.
We compare our model to two models proposed
by Ul Haq et al. (2022) and a prompt-based ap-
proach using the Alpaca large language model. Our
proposed bimodal model surpasses other state-of-
the-art models on the same dataset.

5.2. Knowledge Graph Construction

Table 2: Comparing knowledge graphs based on
PrimeKG with knowledge graphs generated using
large language models.

PrimeKG LLM
i2b2 events present 22% 100%
Average number of nodes 133.7 27.6
Average node degree 2.00 1.78

We analyzed the graphs constructed using the
procedure described in Section 4. We found that
only 22% of the concepts from the i2b2 dataset
are successfully linked to PrimeKG. This happens

because we need a very broad knowledge graph
that contains concepts from a large variety of areas.
As a result, such a knowledge graph cannot contain
all of the concepts from each area. This represents
a large problem for our relation extraction model,
as it has no common sense information for most
of the events it encounters in a clinical document.
For this reason, we enrich the knowledge graph
using nodes and relations generated using a large
language model.

Using a large language model to construct the
knowledge graphs, we generated a knowledge
graph about each concept from the i2b2 dataset.
While generated graphs can contain errors as hu-
mans did not curate them, we believe they can be
much more useful as they contain information about
each concept.

We compare the knowledge graphs extracted
from PrimeKG to those automatically generated us-
ing a large language model in Table 2. We found
that the subgraphs we extracted from PrimeKG are
generally larger than those created by a large lan-
guage model. While a larger graph is generally
beneficial, the graphs created using LLMs might be
more useful for helping a machine learning model
as they contain only the highly relevant information.
The average degree of nodes in both graphs is
quite similar at around two. Based on the analysis
results, we recommend using a manually curated
knowledge graph like PrimeKG enriched using au-
tomatically determined relations.

6. Conclusion

In our study, we demonstrated that adding addi-
tional knowledge to the model for temporal relations
extraction can improve its performance, allowing it
to achieve state-of-the-art results. While we only
tested the performance gains when using knowl-
edge graphs containing information from the active
document, we believe including additional informa-
tion could improve the results even further. When
constructing knowledge graphs, we propose to en-
rich information from a large knowledge graph like
PrimeKG by automatically generating relations us-
ing a large language model. Our results show that
adding such relations greatly increases the cover-
age of a knowledge graph for the relation extraction
task. The research is ongoing, and we expect to
evaluate the model’s performance using the pro-
posed knowledge graph in future work.
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Abstract
Hospital discharge letters are a fundamental component of patient management, as they provide the crucial
information needed for patient post-hospital care. However their creation is very demanding and resource intensive,
as it requires consultation of several reports documenting the patient’s journey throughout their hospital stay. Given
the increasing pressures on doctor’s time, tools that can draft a reasonable discharge summary, to be then reviewed
and finalized by the experts, would be welcome. In this paper we present a comparative study exploring the possibility
of automatic generation of discharge summaries within the context of an hospital in an Italian-speaking region and
discuss quantitative and qualitative results. Despite some shortcomings, the obtained results show that a generic
generative system such as ChatGPT is capable of producing discharge summaries which are relatively close to the
human generated ones, even in Italian.

Keywords: Generating Discharge Summaries, LLMs, NLP

1. Introduction

The management of an hospitalization foresees the
preparation of a Discharge Letter (DL) to summa-
rize important information about the patient’s diag-
nosis, treatment, medications, follow-up care, and
any additional instructions or recommendations for
the patient’s ongoing health management. The pri-
mary goal of a DL is to convey critical information
regarding a patient’s care and treatment throughout
their hospitalization to their general practitioner or
primary care provider. The redaction of DLs is a
resource-intensive process, both for the caretaker
and the hospital (Golder et al., 2011; Cocco, 2012).
The process often involves junior physicians who
initially compose the first draft, which is then re-
viewed and validated by senior physicians before
finalization. Physicians incur high risks of burnout
(Hartman et al., 2023), which has been correlated
to the bureaucratic tasks involved in their daily ac-
tivities (Reith, 2018). While certain sections of the
letter necessitate straightforward data extraction
from the clinical records, others call for the capacity
to distill and summarize complex clinical notes ef-
fectively. To fully or partially automate this process

would imply a reduction in the time investment from
the physician (Reith, 2018).

This paper explores the potential of large lan-
guage models (LLMs) in enhancing the summariza-
tion of clinical records, written in Italian. In particu-
lar, we present an experiment aimed at validating
the effectiveness of utilizing LLMs for supporting the
summarizing of clinical diaries to be integrated into
the discharge letter. The experiment is grounded in
real-world clinical diaries correlated with their asso-
ciated discharge letters, which are provided by our
partner hospital. The evaluation process involves
expert knowledge assessment and similarity-based
metrics, with the aim of comparing the quality of
the summaries generated by the LLM against the
manually generated summaries (i.e. the DL).

2. Related Work

The interest and relevance of the task of automated
generation of discharge summaries is shown by
several publications and initiatives such as the
BioNLP ACL’24 Shared Task on Streamlining Dis-
charge Documentation (Xu, 2024). The genera-
tion of discharge summaries specifically tailored
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to the needs of the patient, aiming to maximize
readability and understandability without sacrific-
ing correctness, is discussed by (Zaretsky et al.,
2024; Eppler et al., 2023). Other projects, as in
(Ando et al., 2022; Hartman et al., 2023), research
better strategies for summarizing structured or un-
structured medical notes while still maintaining the
domain’s expert terminology, akin to our own goal.
Given the recent advancements in transformer-
based architecture and their performance in text
summarization, recent studies almost exclusively
rely on transformer-based neural network architec-
ture for their experiments, such as (Ando et al.,
2022) with BERT, (Hartman et al., 2023) with BERT
and BART. Studies such as (Zaretsky et al., 2024;
Eppler et al., 2023) approach the problem of text
summarization through the use of readily available
LLMs, specifically GPT-4.0. The problem then re-
volves around enhancing the language generation
model by providing instructions to the LLM about
the task, also known as prompt-engineering. The
latter is a heuristic process highly specific to its
target model. The use of more tailored prompts
in these studies has shown measurable improve-
ments in most metrics.

The typical evaluation strategies we find in the lit-
erature often involve the following metrics: ROUGE
(Lin and Hovy, 2003), BLEU (Papineni et al., 2002),
BertScore (Zhang et al., 2019), BLEURT (Sellam
et al., 2020) and MoverScore (Zhao et al., 2019),
which score the similarity between documents, usu-
ally between the reference, written by a physician,
and the generated one. Some studies employ
ROUGE and BLEU (Ando et al., 2022; Hartman
et al., 2023), now considered less sophisticated
than their neural network alternatives, which offer a
more human-like judgment. Neural network-based
metrics usually consider semantic and contextual
information, thus providing more reliable insight
into the generated text when comparing it against
the reference, as employed by (Ando et al., 2022).
Some authors, as (Hartman et al., 2023; Zaret-
sky et al., 2024; Eppler et al., 2023) supplement
their evaluations by involving one or more domain’s
experts to review the generated document and pro-
vide a correctness measure based on human judg-
ment.

Related literature involving the usage of LLMs in
the medical context with Italian language seems to
be quite restricted, studying for example the capac-
ity of LLMs (including ChatGPT-3.5 and ChatGPT-
4) to answer the questions and provide templates
related to structured reports in radiology (Mallio
et al., 2023). Another study investigated ChatGPT
potential in generating and annotating goal-oriented
dialogues, and used as one of the use cases a sce-
nario when doctor needs to explain the diagnosis
and treatment to a patient (Labruna et al., 2023).

In (Montagna et al., 2023), a comprehensive frame-
work for creating an LLM-based chatbot system that
assists chronic patients is introduced. To the best
of our knowledge, this is the first study focusing on
discharge letters/summaries in Italian.

3. Methodology

We screened the hospital database and collected
both discharge letters and the corresponding clini-
cal notes utilized in their composition. Clinical notes
are written by nurses and doctors during the pa-
tient’s stay, describing the current status of the pa-
tient and the future steps in the patients care. The
timeframe was restricted to a recent six-month pe-
riod. The language of discharge letters and corre-
sponding clinical notes is Italian. Our focus was
on simple cases, defined as clinical notes with a
character length ranging between 3400 and 4000.
This character length was chosen in order to not
exceed the ChatGPT character limit and is close to
the mean length of the clinical notes. Additionally,
we targeted two medical specialties: surgery and
medicine, sampling 30 cases from each group. Dis-
charge letters from medicine cases tend to be more
complex in nature compared to those of surgical
cases. Clinical notes and discharge letters were de-
identified using an internally developed tool capable
of removing patient names and ages, contacts, lo-
cations and organizations. We produced two sum-
maries for each case: one utilizing ChatGPT-3.5
(denoted as AI3.5) and the other using ChatGPT-4
(denoted as AI4). As the purpose of this experiment
was only to test the feasibility of the idea, we used
a prompt composed by a simple request (“Crea un
riassunto del seguente decorso clinico da includ-
ere nella lettera di uscita”)1 followed by the clinical
notes in JSON format2. Each case had then 4 doc-
uments: the prompt including the clinical notes (P),
the summary written by medical doctors (MD), and
the two summaries generated by ChatGPT (AI3.5
and AI4).

The similarities between each document pairs
were evaluated the using following metrics:

• ROUGE-L (Recall-Oriented Understudy for
Gisting Evaluation) (Lin and Hovy, 2003), a
recall-oriented metric based on longest shared
common subsequence in the documents.

• BLEU (Bilingual Evaluation Understudy) (Pa-
pineni et al., 2002), a precision-based metric
quantifying the overlap of n-grams between
the documents

1In English: “Create a summary of the following clini-
cal discourse to include in the discharge letter”

2An example is provided in the Appendix A.
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• BERTscore (Zhang et al., 2019), which har-
nesses contextual embeddings from BERT to
compute the similarity between the documents

• BLUERT (Sellam et al., 2020), a BERT-based
text similarity evaluation metric modeled to
mimic human judgment and optimized for gen-
erality. It is designed to compare sentences, so
it might not be effective on entire documents.

We use ROUGE-L as the chosen ROUGE metric
computed with the rouge_score python library. The
BLEURT score was computed using the code from
the official BLEURT GitHub repository. The stan-
dard scorer uses the BERT-Tiny3 model.

Additionally, we conducted an expert evaluation
of the ChatGPT-generated summaries with the as-
sistance of two medical doctors.

4. Results

Medicine Surgery
Metric AI3.5 AI4 AI3.5 AI4

BERTscore 0.8890 0.9050 0.8900 0.8950
BLEU 0.0003 0.0002 0.0006 0.0006
BLEURT -0.3710 -0.3740 -0.3420 -0.3240
ROUGE 0.1130 0.1280 0.1370 0.1360

Table 1: Comparison of DLs generated by doctors
(MD) versus AI generated ones (AI3.5 and AI4) in
the Medicine & Surgery specialties (30 cases each)

Table 1 illustrates the average of the numeri-
cal comparison for the 30 samples in each of the
two specialties. It shows that ChatGPT-4 gen-
erally outperforms ChatGPT-3.5 across all met-
rics except for BLEU. Specifically, ChatGPT-4 has
higher BERTscore and ROUGE scores for general
medicine, indicating better semantic similarity and
n-gram overlap with reference texts. Additionally,
ChatGPT-4 achieves better BERTscore for surgery
than ChatGPT-3.5. BLEU scores are very low for
both models, but slightly better for ChatGPT-3.5
in one instance and equal in another. BLEURT
scores, while negative for both, are slightly higher
for ChatGPT-4, suggesting a slight improvement
in semantic quality. Overall, ChatGPT-4 demon-
strates a marginal but consistent improvement in
text generation quality over ChatGPT-3.5.

The qualitative evaluation was conducted with
the collaboration of two medical doctors, one spe-
cialized in Medicine and the other in Surgery. Each
doctor evaluated cases from their respective spe-
cialty. Both doctors found the AI-generated sum-
maries well-done and potentially useful, expressing
a preference for those generated by ChatGPT-4

3https://github.com/google-research/bert

over ChatGPT-3.5. The following section aims to
illustrate the problems that have been identified, us-
ing one case for each of the two specialties. Figure
1 refers to a general medicine case, while Figure
2 refers to a surgery case. Both figures show on
top the original human-generated summary, and on
the bottom the summary generated using GPT-4.

In the medicine case (Figure 1), we observe that
a significant portion of the medical doctor’s sum-
mary (highlighted in yellow) reports information that
was not present in the clinical notes processed by
the AI models. This is because this information
comes from the notes collected in the emergency
room, which were not used in our experiment. The
AI-generated summary begins by stating when the
patient was discharged (see 1 in Figure 1)4. While
this information is factually correct, it does not follow
the typical style of discharge letters, which typically
do not begin in this manner. The AI-generated
summaries also included a series of stay-related
information that are not relevant in this discharge let-
ter, namely: fever episodes (2), infusion treatment
(3), addressing hypokalemia (6), conducting regu-
lar laboratory tests (8), planning the return home
after the hospital stay (9), and treating with Sintrom
due to INR values (10). The AI-generated sum-
mary includes a sentence stating that the patient
was treated with azithromycin because of a posi-
tive result on the Legionella test (4). However, this
is not entirely accurate, as the treatment decision
was based on the positive test result, along with the
patient’s medical history and other diagnostic inves-
tigations. The AI models incorrectly interpreted the
Italian acronym for vital parameters (PV) as venous
pressure (5).

In the surgery case (Figure 2), we notice that the
yellow-highlighted portion is smaller compared to
the medicine case. This indicates that the notes
used in our experiment include a larger portion of
the necessary information. The AI models omitted
two important pieces of information: that the patient
had an intraductal papillary mucinous neoplasm
(IPMN), as well as the result of the cholangiogra-
phy. Similarly to the medicine case, the AI models
included a series of stay-related information that are
not relevant in a discharge letter: comprehensive
blood tests (see 2 in Figure 2), a Cholangiography
performed and report pending (3, 5), fasting blood
glucose test (4), and a summary of the patient’s sta-
tus (7). The AI-generated summary also included
a sentence (6) that is not entirely correct from a
clinical perspective, and it also hallucinated about
colestasi (1).

4Notice that specific text segments in the figures are
identified by a superscript, which we use from here on to
refer to them.
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Figure 1: Comparison of the MD summary with the AI-generated summary for a medicine case. Color
coding: yellow - information not present in clinical notes and consequently neither in the prompt; grey -
information provided in the prompt but omitted in the generated summary; olive - wrong discharge letter
style; cyan - information not relevant in a discharge letter; magenta - information not entirely correct; red -
hallucination.

Figure 2: Comparison of the MD summary with the AI-generated summary for a surgery case. Color
coding: yellow - information not present in the prompt; grey - information provided in the prompt but omitted
in the generated summary; cyan - information not relevant in a discharge letter; magenta - information not
entirely correct; red - hallucination.

5. Discussion

Our experiment shows that LLMs offer consider-
able potential for improving the summarization of
clinical records in healthcare, particularly for the
preparation of discharge letters. However, their
adoption faces challenges.

First and foremost, our experiment setup, which
relies on a publicly available ChatGPT model,

raises significant privacy concerns, as the de-
identification tool may fail to completely remove
sensitive parts of the data. In our case, since the
number of cases was limited, the risk was mitigated
by manual validation of complete de-identification
before submission. Secondly, it remains challeng-
ing to ensure that the generated summaries consis-
tently maintain a high level of accuracy. The most
common quantitative metrics excel at capturing the
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broad meaning of a text, but they cannot capture
specific details crucial in clinical practice. Qual-
itative evaluations, while providing more specific
indications, rely on expert evaluation, which is often
subjective, and also extremely expensive to obtain.
The observation that the versions of the DLs gen-
erated by ChatGPT-4 were considered better than
those generated by ChatGPT-3.5, in particular with
enhanced understanding of temporal aspects, is a
positive signal that indicates further improvements
can be expected. From a quantitative standpoint,
it’s interesting to observe that ChatGPT-4 produces
longer summaries compared to ChatGPT-3.5, with
an increase of around 20%.

We would like to add several observations regard-
ing the obtained quantitative results. First, as was
evidenced in yellow coded parts in Figure 1 and
Figure 2, given that AI models operated exclusively
based on the information provided in the prompts,
which were missing some of the extra information
available to doctors, the content of expert summary
(MD) remarkably extends that of the AI-generated
one. This clearly drastically reduces the overlap-
ping parts of AI-generated DL and MD summaries.
Given that ROUGE-L is based on the longest com-
mon sequence of words (not necessarily consecu-
tive, but still in order) shared between AI-generated
DL and ground truth (MD summaries), it is thus not
surprising that the obtained scores are very low for
both ChatGPT-3.5 and ChatGPT-4. The same prob-
lem reflects even more drastically on BLEU scores,
since they exploit consecutive sequences of words
(in our case, up to 3-grams were considered). Fi-
nally, there are at least three reasons for obtaining
somewhat unexpected negative BLEURT scores:
1) using BERT-Tiny as checkpoint was probably
not the best option since although very light is also
known to be very inaccurate5; 2) the more stable
BLEURT checkpoint BLEURT-20 was not tested
on Italian language; 3) BLEURT scores heavily
depend on the quality and representatives of the
training data and may not fully capture the nuances
of language quality across different domains or con-
texts. We thus recommend to consider BLEURT
scores with caution.

Clinical notes are very detailed in nature, as they
must contain all the information utilized for patient
management during hospitalization. In our exper-
imental setup, the AI models appeared unable to
accurately filter relevant information to be included
in the discharge letter. To address this gap, we
could modify the structure of the clinical notes (e.g.
by implementing a more structured reporting format
for the information), or enhance the prompt, or try
different models.

Given the positive outcome of the feasibility study
described in this paper (as corroborated also by

5https://github.com/google-research/bleurt

medical experts), we are now setting up a larger
and more advanced experiment which will enable
us to tackle some of the shortcomings previously
described. The first crucial step will be to use
a local installation of an advanced open-source
domain-specific model such as (Chen et al.; Jin
et al.; Li et al., 2023), which were specifically trained
on medical terminology and context. These spe-
cialized models can better capture the intricacies
of medical causality, enhance the coherence and
reduce errors in term interpretation. Additionally,
the local installation will enable larger experiments,
while at the same time mitigating privacy risks.
The experimental strategy will involve a combina-
tion of prompt engineering techniques, including
knowledge-infused prompting, chained inference,
and corrective retrieval-augmented generation (Yan
et al.). During prompt engineering (Brown et al.,
2020), we can enrich the model’s prompt with spe-
cific information about guidelines governing the
generation process. In a chained inference process
the AI model self-reflects and critiques its initial an-
swer, subsequently generating a refined response
based on this introspection. Finally, by contextu-
alizing prompts with clinical topics from reputable
sources, potentially obtained through retrieval aug-
mented generation, we aim to provide more rele-
vant and grounded knowledge to the LLM, enabling
it to accurately correlate medical information.

6. Conclusion

In this paper we presented the results of a prelimi-
nary experiment aimed at testing the feasibility of
automatic generation of discharge summaries in
Italian. The setting of our experiment is deliberately
oversimplified, in order to enable the validation of
the idea, before attempting experiments that would
require larger investments, such as the in-house
installation and usage of an open-source LLM.

The results show that a generic generative sys-
tem such as ChatGPT is capable of producing dis-
charge summaries which are relatively close to the
human generated ones, even in Italian. We have
however noticed some shortcomings, which will
need to be addressed in order for the system to
be used in production. These observations have
been collected and will guide the development of
strategies to overcome them, such as enhanced
prompting and retrieval-augmented generation.
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7. Limitations and Ethical
Considerations

We are aware that this work has several limitations.
First, we operate with limited number of clinical
notes and consider only two medical specialities.
Second, we consider only Italian language hence
the obtained insights might not be transferable to
other languages.

In accordance with ethical principles, this sci-
entific study exploits data de-identification to safe-
guard the privacy and confidentiality of patients,
thus aiming to minimize the risk of potential harm
or identification. All clinical notes were manually
revised after de-identification, to make sure that no
instance of personally identifiable information was
left in them.

We also contacted the ethical committee and
they confirmed that this type of research did not
require their authorization.
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A. An Example of a Prompt

Figure 3: Example of a prompt (P)
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Abstract
The aim of this work is to extract Temporal Entities from patients’ EHR from pediatric hospital specialising in Rare
Diseases, thus allowing to create a patient timeline relative to diagnosis . We aim to perform an evaluation of
NLP tools and Large Language Models (LLM) to test their application in the field of clinical study where data
is limited and sensitive. We present a short annotation guideline for temporal entity identification. We then
use the tool EDS-NLP, the Language Model CamemBERT-with-Dates and the LLM Vicuna to extract temporal
entities. We perform experiments using three different prompting techniques on the LLM Vicuna to evaluate the
model thoroughly. We use a small dataset of 50 EHR describing the evolution of rare diseases in patients to
perform our experiments. We show that among the different methods to prompt a LLM, using a decomposed
structure of prompting method on the LLM Vicuna produces the best results for temporal entity recognition.
The LLM learns from examples in the prompt and decomposing one prompt to several prompts allows the
model to avoid confusions between the different entity types. Identifying the temporal entities in EHRs helps
to build the timeline of a patient and to learn the evolution of a diseases. This is specifically important in the
case of rare diseases due to the availability of limited examples. In this paper, we show that this can be made
possible with the use of Language Models and LLM in a secure environment, thus preserving the privacy of the patient.

Keywords: Temporal Entities, Vicuna, Prompt-based learning, rare diseases

1. Introduction

Electronic Health Records (EHR) contain several
valuable information that help in advancing clinical
research. Automatic extraction of information from
EHRs has evolved greatly overtime with the devel-
opment of Machine Learning and Natural Language
Processsing (NLP) techniques. In the present arti-
cle we focus on a sub-task of NLP: Named Entity
Recognition (NER) of temporal entities. In partic-
ular, we aim at extracting temporal entities from
EHRs of patients with Rare Diseases. Identifying
the temporal Entities in such texts allows to build
the timeline of a patient, allowing for the analysis
of patient history, prediction of next steps in the
process of diagnosing a disease and the evolution
of a patient after a therapeutic decision has been
taken. This is a very important application in the
field of rare diseases where the data is limited.

There have been several research works for the
automatic extraction of information from clinical
texts. These works have enabled building several
novel methods and models for the extraction of
useful information within the clinical texts such as
drugs, treatments, diagnosis, symptoms, etc. How-
ever, to be able to create a timeline of a patient,
the relations between these entities and temporal
entities such as date, time, duration etc must be
established. For this purpose, the extraction of

temporal entities is also essential.
Although there have been considerable efforts

in making de-identified EHRs publicly available,
accessible after considerable ethical training, the
language and format of the EHRs influence greatly
the development of Large Language Models for
Information Extraction. Models and methods that
perform well for the English Language do not nec-
essarily have the same performance on the French
language. Also, the format of EHR used in a clinic
might not be the same as the format used in an-
other clinic, this also affects the performance of a
model. Thus external validation of LLMs with local
datasets is essential.

Thus in this work, we use EHR from patients with
rare disease particular to the Necker Hospital in
Paris 1 2 for the extraction of temporal entities. Our
contributions in this paper are as follows: (i) a short
annotation guideline that has been used for a man-
ual annotation. (ii) using existing tools and Large
Language models for temporal entity extraction to
study their performance and re-usability in a secure
environment.(iii) applied to real hospital data.

1Hospital located at 149 Rue de Sèvres, 75015 Paris
2The dataset is private and cannot be distributed
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2. Related Works

(Bose et al., 2021) gives a detailed study on all
NER methods and models available in the clinical
context until the year 2020. The entities that are
often used in the clinical context are drugs, diag-
nosis, treatment, dosage, family history etc. The
methods of NER used include dictionary-based ap-
proach, rule-based approach, CRF, Machine Learn-
ing based approach, Deep Learning-Based Meth-
ods and some hybrid approaches. The authors
show the several models that are available in dif-
ferent language, most being in Chinese and some
in English. Although this study does not mention
extraction of temporal entities, there has been sev-
eral works done in the field of temporal relation
extraction in clinical text in the English Language.
(Alfattni et al., 2020) points to the general approach
used in Temporal Relation Extraction which include
pre-processing, NER of EVENTS and TIMEX en-
tities, TLINK candidate extraction, TLINK classi-
fication and post-processing, thus indicating the
importance of having an efficient temporal entity
recognition method for the task of Temporal Rela-
tion Extraction. Within the context of clinical texts
in the French language, (Tourille, 2018), has stud-
ied various approaches for NER within the clinical
context and presented the results on publicly avail-
able French corpora. The author uses an LSTM
approach with inspiration from sequence labelling
for the purpose of NER, while the temporal relation
extraction relies solely on LSTM. Lastly, in (Vincent
et al., 2022) and (Faviez et al., 2022) the authors
use deep learning and hybrid NER methods to per-
form deep phenotyping on a specialised rare dis-
ease dataset, using the resulting models and infor-
mation extraction to augment the UMLS metathe-
saurus with specific and previously not included
terms.

2.1. Prompt Learning for NER
Prompt learning has gained increasing popular-
ity with the development of LLM and they have
been used successfully for several NLP applica-
tions (Brown et al., 2020). Prompt learning involves
using prompts which are injected to the input into a
designed template. This converts the downstream
task into a fill-in-the-blank task, then allows the lan-
guage model to predict the slots in the prompts
and eventually deduce the final output. This is
often used for text generation and classification
tasks. There have been several research works
on the several prompting techniques such as dis-
crete and continuous prompt templates (Jiang et al.,
2020), (Shin et al., 2020), (Liu et al., 2023),(Li and
Liang, 2021), (Lester et al., 2021), (Qin and Eis-
ner, 2021). (Cui et al., 2021) is one of the first
attempts in using prompt learning for NER. (Ashok

and Lipton, 2023) introduces PromptNER, where
a text and a task description is given along with
the question for the prediction of entities. This has
been tested on the biomedical dataset GENIA (Kim
et al., 2003) for NER and outperforms competing
models like GPT 3.5. In (Liu et al., 2022), the au-
thors present QaNER, which is a prompt-based
learning NER method with Question Answering.
The authors of (Ye et al., 2023) propose a decom-
posed two-stage prompt learning framework for
few-shot named entity recognition, which include
the entity location and entity typing stages. (Shen
et al., 2023) unify entity locating and entity typing
in prompt learning for NER with a dual-slot multi-
prompt template. (Huang et al., 2022) proposes a
few-shot NER approach named COPNER, which
combines contrastive learning and prompt guiding,
where the prompt is concatenated with the sen-
tence and is then fed to a pre-trained language
model.

In this work, we use three different prompts with
the "Vicuna" large language model (LLM). The first
prompt is a basic question which asks the LLM
to identify all the temporal entities in a given clini-
cal text. The second prompt, is a definition based
prompt where the entities are defined as part of the
prompt which helps the LLM understand the enti-
ties that are to be identified. For the third prompt,
we decompose the prompt into different prompts
(one for each entity).

3. Dataset

As mentioned previously, the language and format
of clinical text have a great deal of influence to the
performance of large language models. (Youssef A,
2023) has stressed the need for external evalua-
tion in the setting where the LLM models are to be
deployed. The selection of testing dataset would
depend on the setting of the deployment environ-
ment. In this work, we focus on clinical texts in the
French language. Our dataset is a collection of
patients’ EHRS from The Necker pediatric Hospital
in Paris, specialised in Rare diseases. (Garcelon
et al., 2018) describes Dr Warehouse, which is a
database used at the Necker Children’s Hospital.
The features and capabilities of this database en-
ables efficient use of NLP techniques in a secure
environment.

DATE AGE DURATION FREQ TIME
213 47 12 58 81

Table 1: Number of each entity in the Gold Standard
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3.1. Annotation Guidelines
Defining temporal entities within the clinical context
can be a difficult task, we build on previous works
to do so, most notably the guidelines presented
as part of the annotation of the MERLOT corpus
(Campillos-Llanos et al., 2018). Broadly, tempo-
ral entities can be categorized into the following
classes: Dates (including Date of Birth, Date of
visit, Date of Report, Date of test, Date of consulta-
tion, Date of next scheduled visit), Time, Frequency,
Duration and Age. In order to produce reliable and
reproducible annotations of the available clinical
data, we established the following guidelines, giv-
ing precise definitions of each categories as well
as informative or borderlines cases that were found
by comparing several annotators outputs:

DATE: All dates that are presented within the
clinical text. This can be any date including the
dates representing the history of the patient, date
of birth, date of visit, date of creation of the record,
date of identification of a diagnosis, date of com-
mencement of medication etc.

Date mentions can be either complete or incom-
plete. We consider date mentions to be complete
if they mention a year (optionally completed by a
month and/or a day), while mentions lacking the
mention of a year are considered incomplete (i.e.
they require extra information to unambiguously
determine the ‘absolute’ date they refer to). Irre-
spective of complete or incomplete mentions, these
entities are annotated as DATE.

Examples:

• “Craniopharyngiome type decouvert sur des
signes d’HTIC en Aout" → Aout annotated as
DATE

• “Radiotherapie prevue debut Novembre” → de-
but Novembre annotated as DATE

• “Je propose un rendez-vous de consultation le
20 decembre” → 20 decembre annotated as
DATE

• “Dicte le: 02/02/2021" → 02/02/2021 anno-
tated as DATE

• “Paris le 01/07/2000" → 01/07/2000 annotated
as DATE

If the Date is written as a range with the year
and/month attached to the second part, a fragment
with the day,month and year to complete the DATE
Ex: “Hospitalise(e) du 19 au 29/07/2023”: fragment
with 19/07/2023 annotated as DATE and another
entity 29/07/2023 annotated as DATE (not as DU-
RATION)

If the DATE includes days such as “Lundi 3 Mars
2011”, the entire phrase is annotated as DATE,
including the day

AGE: This refers to the age of the patient pre-
sented in the text, his/her parents or relations, age
of a fetus. A fetus’s age is usually represented in
terms of “SA” or as “Age Gestationnel” Ex1: IMG à
33SA + 5jours pour immobilisme foetal, Caryotype
normale → 33SA + 5jours annotated as AGE. Ex2:
Il a 36 ans → 36 ans annotated as AGE

DURATION: This entity reference to a continu-
ous duration of time. Ex: “depuis le 20/1/2001”,
“pendant 2 jours”, “depuis plus de 25 ans” etc.

FREQUENCY: Any time related quantity re-
peated at regular intervals. Ex: “par jour”, “par
semaine”, “par seconde” “/jour”, “/hr” , “/le soir”, “/le
matin”, “tout les matins” etc. FREQUENCY also
includes visits to the clinic schedules at specific
intervals or tests scheduled at/taken at specific in-
tervals.

• KCL 10ml par jour → par jour annotated as
FREQUENCY

• Heparine 70 mg dans 48 ml, vitesse 5ml/heure
→ /heure annotated as FREQUENCY

TIME: This entity refers to the any time relative to a
date. (i.e) when the date is unclear, it is TIME. Ex:
“4 semaines”, “4 jours”, “toujours”, "ce moment",
"ce jour", "matin", "midi", "soir" etc

• Any specific time to be marked as time. Ex:
“9:28”

• A “rendez-vous” made after certain amount of
time is to be annotated as Time, without a spe-
cific date mentioned. Ex1: Nouveau controle
endoscopique dans 3 mois → 3 mois anno-
tated as TIME. Ex2: Prochain RDV dans 1
semaine →1 semaine annotated as TIME

• Time indicated as J1, J2 ..etc indicate “Jour 1”,
“jour 2” etc. Thus these should be annotated
as time, since they are relative to the date.

3.2. Annotation Process
For the purpose of testing our experiments, we an-
notate 50 clinical notes using the annotation guide-
lines as mention in section 3.1. Three annotators
were asked to annotate the same set of clinical
notes to be able to establish a gold standard. They
were given the same set of the above mentioned
annotation guidelines. The methods and models
are tested and evaluated on these 50 notes.

A set of 150 EHRs has been annotated by one
annotator using the above mentioned guidelines
which can be used for training any language model.

4. Experimental Setup

There are indeed several tools that explore tempo-
ral entities in the French language. Even if these
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tools and models are not particularly tailored for the
clinical context, these can be used to identify basic
dates and times within the text. In this paper, we
perform experiments with 3 existing tools and mod-
els on our hospital local dataset. We then evaluate
the results to determine how the tools and models
perform on our internal dataset.

The experiments are performed using local in-
stallations of the tools and models, thus preserving
the privacy of patient information.

EDS-NLP: (Wajsburt et al., 2022) is a NLP frame-
work that aims at extracting information from French
clinical notes. It is a collection of components or
pipes, either rule-based functions or deep learning
modules. EDS-NLP has a component (eds.date)
for extracting dates in medical reports. In this pa-
per, we apply EDS NLP’s date component to detect
temporal entities in our datatset. This method is
able to identify the dates as an entity, however this
method fails to differentiate between the temporal
entities such as duration and frequency. We use
the 50 clinical texts annotated by the 3 annotators
to extract the temporal entities. The results are then
used to be compared with the manual annotations.

CamemBERT-with-Dates: (Martin et al., 2020)
CamemBERT is a state-of-the-art language model
for French based on the RoBERTa architecture pre-
trained on the French subcorpus of the multilingual
corpus OSCAR. CamemBERT-with-dates is an ex-
tension of french camembert-ner model with an
additional tag for dates. This model was trained
on an enriched version of wikiner-fr dataset. This
model is able to identify the dates as an entity, how-
ever this model fails to differentiate between the
temporal entities such as duration and frequency,
as the model is not trained for these entities. For
the first experiment, we extract the temporal enti-
ties from the 50 clinical texts annotated by the 3
annotators. The results are then compared with the
manual annotations. For the second experiment,
we fine-tune the CamemBERT-with-dates model
using the 150 clinical texts that has been annotated
by one annotator as stated in section 3.2. The fine-
tuned model is then tested on the 50 clinical texts
(annotated by the 3 annotators). The results from
the fine-tuned model is then used to be compared
with the manual annotations.

Large Language Model: In this work, we use
the Vicuna model (Chiang et al., 2023) for testing
the prompt based approach on the dataset. Vicuna
is an open-source large Language Model (LLM)
with 13 billion parameters. There are several ver-
sions of Vicuna available. For experimentation, we
use Vicuna v1.5. This model is fine-tuned from
Llama2 with supervised instruction fine-tuning and

linear RoPE scaling. The training data is around
125K conversations collected from ShareGPT.com.
These conversations are packed into sequences
that contain 16K tokens each.

In this work, we setup a local version of the model
that is used for experimentation, so as to preserve
the privacy of the dataset. This model is prompted
with three different kinds of prompts to identify the
temporal entities.

We use prompt based methods to query the LLM
for the purpose of identifying temporal entities. As
mentioned in section 2.1, there have been sev-
eral works on using various types of templates for
prompting LLMs. In this work, we experiment with 3
different prompts to extract temporal entities using
the Vicuna LLM. They are as follows:

• Posing a general question to the LLM (Vicuna)
to identify the temporal entities (i.e What are
the temporal entities in the text "..."?).

• Defining the temporal entities to the LLM be-
fore posing the question to the LLM. For ex-
ample: We define all entities together such
as "date: date written in any format. time:
time of the day or any time without mention
of date. age is the age of the patient or fe-
tus. frequency: time related quantity repeated
at regular intervals. Ex: “par jour”, “par se-
maine”, “par seconde” “/jour”, “/hr” , “/le soir”,
“/le matin”, “tout les matins” etc Duration: a
continuous duration of time. Ex: “depuis le
20/1/2001”, “pendant 2 jours”, “depuis plus de
25 ans” etc.” and then ask Vicuna to identify
all temporal entities defined above

• Decomposing the prompt into several parts.
In this part, we split the prompt into 5 differ-
ent prompts (one for each entity). Each of the
prompt has a definition of the entity with exam-
ples and a question asking the LLM to identify
that particular entity. For example: "time is de-
fined as any time of the day like "matin", "soir",
"midi" or any time without mention of date like
"ce jour", "ce moment", "aujourd’hui" or time
indicated as number of says like "Jour 1", "Jour
2" etc or "J1", "J2" etc. Identify all the mentions
of TIME entities in the following text: ..."

For the purpose of evaluation, a certain amount
of post-processing is required as comparison to the
gold standard annotation requires the outputs from
the tools and models to have span (start and end
indices) of the entities. As mentioned in (Ashok and
Lipton, 2023), one of the limitations of prompting
LLMs is the preservation of spans for the entities.
As the testing data is small (50 EHR), the post
processing of matching the entity with the span
was done manually.
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5. Results and Discussion

The results from our experiments (as mentioned in
section 4) are presented in Tables 2 and 3. Table
2 gives the F1 scores of the entities, while table 3
provides a token level evaluation that counts partial
token matches of multi-tokens terms as positives.

EDS-NLP and CamemBERT: Both EDS-NLP
and CamemBERT, do not differentiate dates with
frequency, duration, time or age. That is, every
temporal entity is labelled as DATE. For example:
In the text: "Depuis Juin 2008, la creatininemie aug-
mente", the entity "Juin 2008", is marked as DATE
by both EDS-NLP and CamemBERT, while accord-
ing the Gold Standard annotations they should be
marked as DURATION. Phrases such as "Il y a 5
mois", "par semaine" are also marked as DATE by
both EDS-NLP and CamemBERT, while accord-
ing the Gold Standard annotations they should be
marked as TIME and FREQUENCY respectively.
Thus, to have a fair evaluation of these tools, we
mark all temporal entities as DATE in the Gold Stan-
dard as well (i.e), all the other entities (AGE, DU-
RATION, FREQUENCY and TIME) are renamed
as DATE for the purpose of evaluating EDS-NLP
and CamemBERT with our test dataset.

It has to be noted that EDS-NLP has been devel-
oped for French Clinical texts, while CamemBERT-
with-dates has been trained for the French lan-
guage but not particularly for clinical texts.

CamemBERT Finetuned: For the purpose of
fine-tuning a language model, we use the 150 doc-
uments annotated by one annotator. All tempo-
ral entities in these 150 texts are DATE, (i.e), all
the other entities (AGE, DURATION, FREQUENCY
and TIME) are renamed as DATE. This will help
to fine-tune the CamemBERT-with-Dates model
more efficiently as DATE is already a supported
entity by the model. The fine-tuned model (dubbed
CamemBERT-ft in the results tables) is then tested
on the 50 EHRs (annotated by 3 annotators). As
seen from Tables 2 and 3, there is definitely im-
provements in the results when a fine-tuned model
is used. However, table 2 shows very low F1 score
(0.047) for the DATE entity. This is because of
variations in the tokenization used by the model.
For example: the text "16.04.1968" is marked as a
whole as DATE, however, the model splits the to-
kens into three different tokens as "16","04","1968"
and each of them are labelled as DATE. This is evi-
dent from Table 3 where the token level evaluation
is presented. This shows a F1 score of 0.758 for
the fine-tuned CamemBERT-with-Dates model. It
is to be noted that only 150 documents were used
to fine-tune the model. The number of Epochs used
for fine tuning is 25. Given the improvement in re-
sult of a fine-tuned model when compared to the
raw model, even while using such a small amount

of data for fine-tuning, it can be envisioned that
using a bigger amount of data for fine-tuning could
result in a more competitive model.

LLM - Vicuna: We have used three different
prompts with Vicuna to extract the temporal entities
in the text. It has to be noted that Vicuna is not
particularly trained for the French Language, nor
particularly for clinical texts but positive results on
early experiments prompted us to continue testing
it.

The first prompt, being a very general prompt
demanding the LLM to identify all temporal entities,
while performing well for the identification of DATE,
AGE and Duration entities, does not perform well for
FREQUENCY and TIME (Tables 2 and 3). It has a
poor performance specifically for the FREQUENCY
entity as the LLM is not able to understand our
definition of FREQUENCY. For example: In the
text, KCL 10 ml par jour, the entity "par jour" is
not marked at all, while it has to be marked as
frequency. this is because a general question to
the LLM demanding the identification of temporal
entities is not well understood by the model.

The second prompt, where the definitions of all
the entities are given to the LLM before posing a
question asking for the identification of the defined
entities, the results (Tables 2 and 3) are better. The
results for the entity FREQUENCY has improved
a lot as the model is now able to understand each
entity. The definition of the FREQUENCY and DU-
RATION also includes examples for each entity,
thus helping Vicuna to learn from example. For the
TIME entity, there seem to be several TIME entities
misclassified as DATE like "ce jour", "ce semaine"
etc.

The third prompt, where a prompt is generated
for each entity with examples before posing ques-
tions to the LLM, performs the best. In particular,
the TIME entity improves in performance drasti-
cally. Not only does the model learn from examples
but by giving individual prompts for each entities,
the confusion between DATE and TIME is avoided.
Thus entities like "ce jour", "ce matin", "aujourd’hui"
etc which are classified as DATE while using the
second prompt is correctly classified while using
the third prompt.

6. Conclusion

In this paper, we performed an external validation
for extraction of temporal entities using the NER
tool (EDS-NLP), Language model (CamemBERT-
with-Dates) and Large Language Model (Vicuna).
There are several other LLM, such as described in
(Touvron et al., 2023) with Llama models ranging
from 7B to 70B parameters. There are also newer
models such as Mistral-7B-v0.1 (Jiang et al., 2023),
which is a small ( 7-billion parameters) but powerful
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Method DATE AGE DURATION FREQ. TIME
EDS-NLP 0.560 NA NA NA NA

CamemBERT 0.024 NA NA NA NA
CamemBERT-ft 0.047 NA NA NA NA
Vicuna Prompt1 0.842 0.84 0.857 0.067 0.527
Vicuna Prompt2 0.853 0.854 0.957 0.840 0.615
Vicuna Prompt3 0.862 0.860 0.960 0.848 0.860

Table 2: F1 scores for entities

Method DATE AGE DURATION FREQ. TIME
EDS-NLP 0.779 NA NA NA NA

CamemBERT 0.543 NA NA NA NA
CamemBERT-ft 0.758 NA NA NA NA
Vicuna Prompt1 0.830 0.861 0.822 0.097 0.577
Vicuna Prompt2 0.867 0.840 0.938 0.852 0.667
Vicuna Prompt3 0.912 0.881 0.938 0.867 0.90

Table 3: Token wise F1 evaluation

language model adaptable to several down-stream
tasks and shown to perform better than Llama 2
13B on all tested benchmarks. (Jiang et al., 2023).
We made a choice to use Vicuna for our experi-
ments as we had the computing power and mem-
ory to store a Vicuna model (13 billion parameters),
and it displayed good performances (Zheng et al.)
that our early experiments confirmed. As the set of
available LLMs changes rapidly we intend to test
further models such as Mistral-7B-v0.1, keeping
in mind performance to cost ratio. Indeed, deploy-
ing a Language Model (Large or small) locally in
a clinic can be difficult as it requires a significantly
higher amount of storage space and computing
power than smaller deep learning models, propor-
tional to the increase in the number of parameters
(assuming comparable implementations - other fac-
tors coming into play such as quantization, method
for underlying attention, etc...).

Fine-tuning and storing any Language Model lo-
cally is expensive, thus the efficiency of the model is
an important factor to be considered. We have se-
lected other tools and models to perform a compar-
ison study between tools tailored for clinical texts,
models trained for French (not for clinical texts in
particular) and an entirely different model without
any context to the french language or for clinical
text. This gives us a variety of options to consider
before deployment.

From Tables 2 and 3, it can be seen that prompt-
ing a LLM with question for NER performs bet-
ter than EDS-NLP and CamemBERT-with-Dates,
even-though Vicuna is not specifically trained for
French clinical texts. It is important to note that the
dataset used for testing is small (50 EHR). This is
a small sample size to generalize the results glob-
ally, however locally (within the clinic) it is a good

amount to be able to understand the requirements
for good performance.

Language Models such as CamemBERT, though
trained on fewer parameters, are easier to fine-
tune for downstream tasks. While LLMs such as
Vicuna, can have a good performance without any
fine-tuning which can make them very useful in
a context where data is not readily available and
costly to produce. Thus choosing a model for ex-
traction of information depends greatly on the local
requirements.

The tools and models have been tested for tem-
poral entities in EHRs of patients with rare diseases,
however, this could be easily extended to other en-
tities in any type of clinical text. Thus this presents
a feasible method for analysing a patient’s history,
prediction of next steps and the evaluation of deci-
sions taken.
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Abstract
In medical and social media domains, annotated corpora are often hard to distribute due to copyrights and privacy
issues. To overcome this situation, we propose a new method to generate a surrogate corpus for a downstream
task by using a text generation model. We chose a medical multi-label classification task, MedWeb, in which
patient-generated short messages express multiple symptoms. We first fine-tuned text generation models with
different prompting designs on the original corpus to obtain synthetic versions of that corpus. To assess the viability
of the generated corpora for the downstream task, we compared the performance of multi-label classification models
trained either on the original or the surrogate corpora. The results and the error analysis showed the difficulty of
generating surrogate corpus in multi-label settings, suggesting text generation under complex conditions is not trivial.
On the other hand, our experiment demonstrates that the generated corpus with a sentinel-based prompting is
comparatively viable in a single-label (multiclass) classification setting.

Keywords: Text Generation, Language Model, Privacy Protection, Social Media

1. Introduction

Supervised machine learning, which is the de facto
standard in today’s natural language processing
(NLP), requires annotated corpora. Although shar-
ing corpora with researchers enhances further de-
velopment in scale, annotated corpora may not be
distributed due to privacy policies and copyrights.
Especially in the medical domain, this problem
arises frequently and critically (Hahn and Oleynik,
2020; Aramaki et al., 2022). Also, social media
posts may not only contain some personal informa-
tion but are also often limited to content-excluding
distribution in the platform’s terms1.

Two major approaches have been taken to tackle
the problem of difficulty in corpus distribution. The
first approach is to delete personal information in
the corpus, that is, de-identification (Sibanda and
Uzuner, 2006; Uzuner et al., 2007) or anonymiza-
tion (Zuo et al., 2021), which is well studied in the
medical domain. MIMIC (Johnson et al., 2016) is
the most popular de-identified corpus in the med-
ical domain. However, it is costly and difficult to
achieve perfect de-identification of arbitrarily large
corpora, regardless of whether the method is based
on machine learning or human labor.

The second approach is to generate new corpora
in which any real person’s information is not con-
tained. One such corpus is MedWeb (Wakamiya
et al., 2019), where patients’ self-reports of symp-
toms were composed manually via crowdsourcing.
Whereas manually generating data is highly costly,
model-based automatic generation enables large-
scale and low-cost corpus creation. The recent

1https://twitter.com/en/privacy

advance in text generation (Zhang et al., 2022) pro-
motes such an approach, for example, in the social
media domain (Claveau et al., 2021) and in the
medical domain (Amin-Nejad et al., 2020). How-
ever, existing studies investigate the viability of such
generated corpora mainly for data augmentation,
which extends the existing small datasets to be
larger for data-hungry deep learning models. The
generated corpora in this approach are to be mainly
combined with the original dataset. The remaining
question is: Can a synthetic corpus created by text
generation be a surrogate for a downstream task?

This study aims at generating a distributable sur-
rogate corpus and investigating its viability in the
downstream task. We set the downstream task to
multi-label classification in the medical domain, i.e.,
the aforementioned MedWeb task: Multiple symp-
toms (such as runny nose and cough) expressed
in patient-generated short messages must be cor-
rectly labeled. We first generate synthetic corpora
by generation models trained on the original corpus.
Then, we evaluate the quality of the generated cor-
pora by solving the task with classification models.

Specifically, in the generation step, we fine-tuned
text generation models with different prompting
methods (i.e., the sentinel tokens and soft prompts)
to obtain different qualities of generated corpora.
In the evaluation (classification) step, we trained
the classification models on either the generated
corpora or the original corpus. The flow of this
experiment is outlined in Figure 1.

While a few recent studies (Claveau et al., 2021;
Amin-Nejad et al., 2020; Ive et al., 2020) started
investigating the viability of generated corpora as
a replacement for the original datasets, we tackle
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the following challenging settings:

User-generated text: Our target corpus to gener-
ate is patient-generated text, which depends
highly on context. The textual nature, thus,
becomes ungrammatical and fragmented.

Multi-label condition: A patient-generated mes-
sage of the target corpus has multiple symp-
tom labels. The generation model must under-
stand the multiple conditions to create a correct
message that expresses the corresponding
symptoms.

The contributions of this paper are as follows:

• We propose a text generation approach for
patient-generated corpus using pre-trained
text generation models.

• We evaluated the proposed approach using an
existing dataset in a multi-label classification
task in the medical domain (that is, MedWeb).

Figure 1: Flow of our experiment. Language gen-
eration models (Gens) were trained using the origi-
nal MedWeb training dataset Dtrain

org with different
prompting methods. Classification models (Morg

and Mgens) are trained on the MedWeb training
data Dtrain

org or the generated corpora (Dgens), re-
spectively. The MedWeb test data Dtest

org is used for
evaluation of both Morg and Mgen.

2. Related Work

2.1. Training Corpus Generation

Most studies on corpus generation are motivated
by data augmentation rather than the creation of
surrogate corpus. On the other hand, this study
aims to replace the original corpus. Some studies
evaluated surrogate corpus as part of their experi-
ments in the medical and social media domains.

2.1.1. Medical Domain

A few previous studies utilized a pre-trained lan-
guage model (PLM) for text data generation in the
medical domain. The generated text was used as
a training corpus.

Amin-Nejad et al. (2020) utilized PLM for Electric
Health Record (EHR) generation. They generated
texts given the patient’s conditions, including demo-
graphic data, diagnosis, procedures, medications,
microbiology tests, and laboratory tests. Generated
data were evaluated based on the performance of
unplanned readmission prediction and phenotype
classification. Generated data accomplished com-
parable results with original data. In addition, this
study showed that when combined with original
data, using generated data improves the perfor-
mance of classifiers in downstream tasks.

One of the advantages of automatic text gen-
eration is that it can generate a large number of
text that are hard to sample from the real world.
Motivated by the lack of data for rare symptoms,
PLM was used for the generation of symptom defi-
nitions alongside with biomedical dictionary in Kim
and Nakashole (2022). Given one symptom or two
symptoms, definitions were generated. Generated
definitions were used in vaccine side effect detec-
tion.

Pappas et al. (2022) also applied a pre-trained
language generation model for data augmentation.
They experimented with different data augmenta-
tion approaches for biomedical factoid question
answering. As one of the approaches, they uti-
lized question generation using fine-tuned T5 (Raf-
fel et al., 2020). ALBERT (Lan et al., 2019) was
used in the downstream task (biomedical factoid
question answering). They found that adding gen-
erated data to original data results in slightly better
performance than only using original data.

2.1.2. Social Media Domain

The generation of social media posts can also be
important because it also cannot be distributed
for confidentiality reasons. Claveau et al. (2021)
utilized a pre-trained language generation model
(GPT-2) (Radford et al., 2019) for a surrogate
training corpus generation. In downstream tasks,
namely sentiment analysis on product reviews and
fake news detection, the quality of generated cor-
pora was evaluated. In neural classification ap-
proaches, they trained BERT (Devlin et al., 2019)
as a classification model using 1) only original cor-
pus, 2) only generated corpus, and 3) a mixture
of original corpus and generated corpus. As a re-
sult, they found that 1) leads to better classifier
performance than 2) and without filtering, 1) tends
to perform better than 3).
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2.2. Controllable Text Generation

Controllable text generation (CTG) is one of the
hottest research topics in recent NLP. There could
be many possible ways to achieve a patient-
generated training corpus.

Zhang et al. (2022) gave a comprehensive sur-
vey on different approaches for CTG, which are 1)
fine-tuning, 2) retrain/refactor PLMs and 3) post-
process. Also, as described in Zhang et al. (2022),
there are three major categories of fine-tuning
approaches: prompt-based approaches, adapted
module approaches, and reinforcement learning
inspired approaches.

Jiang et al. (2021) showed that the performance
of PLM is sensitive to prompt design modification.
Liu et al. (2021a) provided a survey on different
prompting approaches and those performances.
In terms of methods for designing prompts and
their human effort, most of the methods can be
categorized into two: hand-crafted and automated
search. Hand-crafted is the approach where hu-
mans design the suboptimal suitable prompt, while
automated search is the approach where a suitable
prompt is chosen automatically.

Among automated search approaches, Liu et al.
(2021b) and Lester et al. (2021) experimented with
soft prompts, tokens with trainable embeddings in-
troduced in the fine-tuning stage. By inserting soft
prompts, PLM can automatically search for an opti-
mal prompt in the continuous space of all possible
prompts. Wang et al. (2022) applied the soft prompt
method for data augmentation in few-shot settings.
Generated corpora were used for sequence label-
ing and sentence classification tasks.

T5 (Raffel et al., 2020) was used in corpus gen-
eration and BERT was used for downstream tasks.
They found that adding soft prompts is effective in
both downstream tasks. Also, Lester et al. (2021)
experimented with sentinel tokens used in pre-
training of T5. In pre-training of T5, unique sentinel
tokens are used for marking masked spans in the
input text. The task for T5 is to reconstruct these
masked spans. They showed that in some experi-
mental settings, using sentinel tokens in prompts
is beneficial for the performance of PLM.

In the context of natural language generation,
Schick and Schütze (2021) experimented with
combining multiple instructions (prompts) through
knowledge distillation. They evaluated the pro-
posed automated search in a summarization task.

Although most prompt designing methods men-
tioned above are proposed in the context of Natural
Language Understanding (NLU) tasks, we applied
those methods to experiment with different prompt-
ing methods.

3. Dataset

MedWeb dataset consists of pseudo-posts for multi-
label symptom classification.

To avoid privacy issues, the dataset was devel-
oped by crowdsourcing and not extracted from the
actual X (previously Twitter) platform. In crowd-
sourcing, data were constructed from the symptom
keywords (called “seed words”) that frequently ap-
peared in real-world disease-related posts. Each
post includes a description of whether the X (pre-
viously Twitter) user is experiencing a combina-
tion of symptoms, that is, a combination from a
set “Influenza”, “Diarrhea”, “Hay fever”, “Cough”,
“Headache”, “Fever”, “Runny nose”, and “Cold”. Ex-
amples of pseudo-posts in the dataset are listed in
Table 1.

Classifying a combination of symptoms given a
post can be considered a multi-label classification
task among NLP tasks. In the following sections,
we refer to one label pattern as a symptom combi-
nation.

MedWeb dataset contains 2,560 posts, and the
ratio of training to test data is 75% (1,920 posts) to
25% (640 posts). “No symptom”, “Cold”, “Runny
nose”, “Fever”, “Headache”, “Cough”, “Cold and
Runny nose”, “Hay fever and Runny nose”, “Diar-
rhea”, and “Influenza and Fever” consist of 1,754
posts in total, which is 91% of all MedWeb training
data.

4. Method

To investigate the viability of automatically gener-
ated corpora as surrogate training datasets, we
trained; 1) the generation model (Section 4.1),
which is utilized to create generated data (denoted
with Dgen) and 2) the classification models (Section
4.2), which are used to evaluate the quality of the
generated texts.

4.1. Generation Models
We fine-tuned a text generation model Gen on the
original MedWeb training dataset Dtrain

org . Following
the previous study (Amin-Nejad et al., 2020), we
decided to choose a fine-tuning approach among
different controllable text generation (CTG) ap-
proaches. We used T5 (Raffel et al., 2020) as Gen
in our method. Specifically, we fine-tuned the model
pre-trained on Japanese corpora.2 Since, we are
handling a data-to-text generation task, encoder-
decoder-type models are suitable. We considered
T5 as representative of such models.

Gen is fine-tuned in the following manner: given
a symptom combination, it should generate a post

2https://huggingface.co/sonoisa/
t5-base-japanese
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Post Influenza Diarrhea Hay fever Cough Headache Fever Runny nose Cold
風邪をひくと全身がだるくなる。
(The cold makes my whole body weak.) – – – – – – – +

花粉症の症状が出てたのは久しぶりだ。
(It’s been a while since I’ve had allergy symptoms.) – – + – – – + –

インフルエンザのワクチン打ちに行ってきた。
(I went to get vaccinated for the flu.) – – – – – – – –

Table 1: Examples of MedWeb pseudo-posts. English translations are shown in the examples. + sign
stands for the existence of the corresponding symptom in the user; – sign stands for the absence.

that expresses the corresponding symptoms. For
example, when the model is given a combina-
tion of “fever and headache”, the generated post
should say, for example, “I had a fever today. Bad
headache too. . . ”. Among various ways to achieve
this conditional text generation, we chose prompt-
ing as a method because of its conceptual simplicity
and relative efficiency in computational cost. Previ-
ous studies (Lester et al. (2021), Jiang et al. (2021),
Liu et al. (2021b)) showed that giving appropriate
instruction improves the performance of large gen-
erative PLMs on multiple tasks. Based on those
work, we chose the following prompting methods:

base (bs): A hand-crafted symptom prompt.
As a baseline prompting method, we designed
hand-crafted prompts. We represented a com-
bination of symptoms by symptom name + the
description of whether the symptom should
appear or not. We put this expression at the
beginning of the input sentence. To transform
the instruction into the form of a question, we
put “のTweetは？ (What is the tweet?)” at the
end of the input sentence.

sentinel (st): A hand-crafted symptom prompt
with a sentinel token.
We added a sentinel token (denoted with <X>)
to the base prompt. Adding the sentinel to-
ken makes the task more similar to the task in
pre-training of generative PLMs. We expected
that catastrophic forgetting of the model could
be avoided by making fine-tuning stage more
similar to pre-training.

soft (sf): A hand-crafted symptom prompt with
soft prompt tokens.
In our baseline design, we added soft prompt
tokens (<s[id]>) that are trained simultane-
ously with the model parameters, inspired by
Liu et al. (2021b) and Lester et al. (2021). This
method was originally adopted to solve natural
language understanding tasks. We assumed
that this method would work for text generation
too.

sentinel+soft (st+sf): A hand-crafted symptom
prompt with soft prompts and a sentinel token.

We applied two modifications (the sentinel to-
ken and soft prompts addition) to the baseline
design.

Examples of the four prompt designs given the
same symptom combination are listed in Table 2.
Finally, we created four Gens and 40 Dgens (10
datasets per prompt design) as we will explain in
Section 5.1.

4.2. Classification Models
We evaluate the Dgen quality on a classification
task, the same as the MedWeb shared task.

We compared the evaluation results of different
models using Dtest

org . To do so, we trained the clas-
sification models using data created by different
Gens (mentioned in Section 4.1). We also trained
the classification model using Dtrain

org .
We trained Gens using the prompt base, sen-

tinel, soft, and sentinel+soft, and generated
posts (Dgens) from each Gen. Then we trained indi-
vidual classification models on the different Dgens.
Mgen(bs), Mgen(st), Mgen(sf), and Mgen(st+sf) re-
spectively denote these classification models.

The classification models used in our experiment
are a pre-trained BERT model3 with a linear trans-
formation layer for the symptom combination classi-
fication. We trained our classification models on the
task of symptom combination classification. Given
a post, the model estimates the probabilities for
eight symptom labels. When the output probability
of a label surpassed a threshold, we considered
the post to contain the corresponding symptom.

5. Experimental Setup

We evaluated the generated posts on Dtest
org by mea-

suring the performance of the different Mgens com-
pared to Morg. The flow of this experiment is shown
in Figure 1.

The hyperparameters for the models Mgen and
Morg are as follows: Mgen is trained for 20 epochs
with a batch size of 32 using the Adam optimizer
with 3e-4 learning rate, while Morg is trained for 24

3https://huggingface.co/cl-tohoku/
bert-base-japanese
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Prompt design Example prompt

base インフルエンザの症状なし、. . .鼻水・鼻づまりの症状あり、風邪の症状なしのTweetは？
(What is the tweet in which the symptom of influenza doesn’t appear, . . . runny nose appears, and cold doesn’t appear?)

sentinel インフルエンザの症状なし、. . .鼻水・鼻づまりの症状あり、風邪の症状なしのTweetは？<X>
(What is the tweet in which the symptom of influenza doesn’t appear, . . . runny nose appears, and cold doesn’t appear?<X>)

soft
インフルエンザの症状なし、. . .鼻水・鼻づまりの症状あり、風邪の症状なしのTweetは？<s1>. . .<s99>
(What is the tweet in which the symptom of influenza doesn’t appear, . . . runny nose appears, and cold doesn’t ap-
pear?<s1>. . .<s99>)

sentinel+soft
インフルエンザの症状なし、. . .鼻水・鼻づまりの症状あり、風邪の症状なしのTweetは？<s1>. . .<s99><X>
(What is the tweet in which the symptom of influenza doesn’t appear, . . . runny nose appears, and cold doesn’t ap-
pear?<s1>. . .<s99><X>)

Table 2: Examples of different prompt designs, given “Runny nose” as the input symptom combination.
<X> denotes the sentinel token and <s[id]> denotes soft prompt tokens.

epochs with a batch size of 8 using the AdamW opti-
mizer with 1e-8 learning rate. As for the generation
process, the hyperparameters include setting the
number of beam search and beam groups equal
to the number of posts for each label, a diversity
penalty of 0.4, and a temperature value of 1.0.

5.1. Generation of Data
In order for the generated dataset to be distributable
and comparable to Dtrain

org , Dgen should meet the
following conditions. 1) generated post should be
de-identified and 2) the distribution of symptom
combinations should be the same as that in Dtrain

org .
To ensure that the settings of the task are the same
for Mgens and Morg, we made the distribution of
conditional labels for a generation the same as that
of the distribution of labels in the Dtrain

org . Because
of these conditions, additional steps were needed
to generate posts. Using the fine-tuned Gens, we
first generated a larger number of posts for each
symptom combination than that of Dorg

4. Then, we
subtracted the subset of generated posts using an
exact match search. The ratios of exactly matched
posts generated by Gens using the prompt base,
sentinel, soft, and sentinel+soft were 2.0%,
1.5%, 1.1%, and 1.1%, respectively5.

5.2. Evaluation
We evaluated classification models using the basic
metrics used in the MedWeb shared task, and
those are precision (micro average), recall (micro
average), F1 score (micro average) and exact
match accuracy. Dtest

org is used for the evaluation
of classification models. We created Dgen for
each prompt 10 times and trained 10 Mgen for
each Dgen, resulting in 100 models with different
parameters per prompt. Similarly, we trained

4Since we have no a priori knowledge about the num-
ber of exactly matched posts to be generated, we gen-
erated 35% more posts for each symptom combination
and then randomly sampled them.

5Dgen generated in this experiment is available at
https://github.com/seiji-shimizu/medweb-gen

Morg 10 times on Dtrain
org . We obtained the scores

(precision, recall, F1 score, and exact match
accuracy) for each 100 models for Mgen and 10
models for Morg, and present the average scores
as the scores for Mgen(bs), Mgen(st), Mgen(sf),
Mgen(st+sf), and Morg.

We evaluated the performance in the following
three settings:

• Multi-symptom setting which is a usual multi-
label classification (multi in short).

• Single-symptom classification using all data
including multi-symptom posts for training data
(singleall in short).

• Single-symptom classification without us-
ing multi-symptom posts for training data
(singleonly in short).

5.3. Manual Evaluation of Fluency
Additionally, we independently evaluated the flu-
ency of the generated corpus with a Turing-test-like
evaluation. To do so, we built the mixed 300 test
set, which consisted of 150 generated posts and
150 original posts. We asked three Japanese an-
notators (two of them are nurses with more than 10
years of experience) to label the constructed data.
Given a post, the annotators labeled whether the
post is from original data or generated data.

6. Results

6.1. Results of Classification
The results are summarized in Tables 3, 4 and
5. Multiple Mgen with different prompting meth-
ods are denoted with Mgen(bs) (prompted by
base), Mgen(st) (prompted by sentinel), Mgen(sf)

(prompted by soft), and Mgen(st+sf) (prompted by
sentinel+soft).

The results of multi are shown in Table 3.
Among the four prompting methods, Mgen(st) gave
the best result in terms of precision (0.757) and
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Model Prompt Accuracy F1 (micro avg.) Recall (micro avg.) Precision (micro avg.)
Mgen(bs) base 0.632 (0.0105) 0.759 (0.0120) 0.762 (0.0080) 0.756 (0.0064)
Mgen(st) sentinel 0.654 (0.0105) 0.757 (0.0114) 0.758 (0.0085) 0.757 (0.0065)
Mgen(sf) soft 0.629 (0.0119) 0.716 (0.0095) 0.695 (0.0201) 0.738 (0.0120)
Mgen(st+sf) sentinel+soft 0.615 (0.0062) 0.692 (0.0080) 0.671 (0.0176) 0.716 (0.0078)
Morg - 0.855 (0.0325) 0.910 (0.0126) 0.919 (0.0317) 0.901 (0.0170)

Table 3: Scores for multi. Values in parentheses represent standard deviations of the scores from 10
models. The highest accuracy and F1 scores are presented in bold.

Model Prompt Accuracy F1 (micro avg.) Recall (micro avg.) Precision (micro avg.)
Mgen(bs) base 0.682 (0.0166) 0.800 (0.0171) 0.867 (0.0134) 0.742 (0.0148)
Mgen(st) sentinel 0.701 (0.0132) 0.807 (0.0146) 0.875 (0.0096) 0.750 (0.0099)
Mgen(sf) soft 0.677 (0.0120) 0.726 (0.0125) 0.741 (0.0260) 0.712 (0.0145)
Mgen(st+sf) sentinel+soft 0.679 (0.0062) 0.673 (0.0115) 0.770 (0.0200) 0.718 (0.0065)
Morg - 0.861 (0.0085) 0.915 (0.0172) 0.938 (0.0110) 0.889 (0.0074)

Table 4: Scores for singleall. Values in parentheses represent standard deviations of the scores from 10
models. The highest accuracy and F1 scores are presented in bold.

exact match accuracy (0.654). Mgen(bs) gave the
best F1 score (0.759) and recall (0.762). Since
the highest exact match accuracy is the hardest
to achieve, we consider Mgen(st) to be the best
performing Mgen. Compared to Morg, the best per-
forming Mgen (that is, Mgen(st)) could not achieve
comparable scores.

The results of singleall are shown in Table 4. In
this evaluation, we used the same classification
models (trained on Dgen and Dtrain

org ) as in multi
and excluded posts with multiple symptoms only
from the test data. Both Morg and Mgen performed
slightly better compared to the results of multi. The
gap between Morg and the best performing Mgen

was still relatively large.
The results of singleonly are shown in Table 5.

We only evaluated Mgen(st), which was the best
performing Mgen model in other experiments. The
gap betweenMorg andMgen became smaller in this
experiment. Compared with the results in Table 4,
the scores of the best performing Mgen increased
by 0.0407 on average. On the other hand, the
scores for Morg increased by 0.0218 on average.

6.2. Results of Manual Evaluation of
Fluency

The average accuracy of the labeling was 0.648
and average inter-human Cohen’s kappa was 0.355.
Both of those scores can be interpreted positively
in the context of the Turing-test-like evaluation.

The low accuracy score suggests that the fluency
of the generated corpus is relatively indistinguish-
able from that of the original corpus, and the task
of labeling itself was difficult. Also, the low Cohen’s
kappa coefficient suggests the subjectivity of label-
ing. These results can be evidence that the quality
of the generated texts is almost equivalent to that
of the original.

7. Discussions

In Section 6, we found that the gap between Morg

and Mgen was prominent. We also found that the
scores for Mgen improved, and the gap between
Morg and Mgen became less prominent with train-
ing data without multiple symptoms (labels). This
indicates that the quality of the generated multi-
symptom posts is lower than that of single-symptom
posts.

7.1. Difficulty in Multi-symptom Handling
To find out what is the main cause of the gap be-
tween Morg and Mgen, we further analyzed the
quality of generated text from different symptom
combinations.

We analyze the qualitative difference of gener-
ated posts with single-symptom labels and multi-
symptom labels. Table 6 shows examples of posts
labeled “Influenza and fever”, “Hay fever and Runny
nose”, and “Cold and Runny nose” from Dgen gen-
erated from the prompt sentinel in the upper half of
the table. As a comparison to multi-symptom labels
mentioned above, we provide examples of posts la-
beled with “Fever”, “Runny nose”, and “Cold” from
Dgen generated from the prompt sentinel in the
lower half of the table. Note that, for this qualita-
tive error analysis, even if only the expression of
“Influenza” is in the generated post, we consider the
generated post correct for “Influenza and Fever”.
Similarly, for “Hay fever and Runny nose”, we con-
sider the generated post correct, even if only the
expression of “Hay fever” is in the generated post.
The reason is that such posts (only including ex-
pression of “Influenza” or “Hay fever” and labeled
“Influenza and Fever” and “Hay fever and Runny
nose”) exist in Dorg. We provide the correct ex-
amples in Table 6 (ids 1, 2, 6, 7, 11, and 12 for
multi-symptom post generation and 16, 19, and 22
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Model Prompt Accuracy F1 (micro avg.) Recall (micro avg.) Precision (micro avg.)
Mgen(st) sentinel 0.785 (0.0053) 0.837 (0.0111) 0.849 (0.0100) 0.825 (0.0041)
Morg – 0.893 (0.0091) 0.932 (0.0122) 0.950 (0.0066) 0.915 (0.0067)

Table 5: Scores for singleonly. Values in parentheses represent standard deviations of the scores from
10 models.

Multi-symptom id (correct or error) Generated post
1 (correct) 高熱が出て、インフルエンザにかかってしまった。 (I got a high fever and caught flu)

Influenza 2 (correct) 昨日、インフルかかったから今日は休むわ。 (I’ll take a break today because I’ve got a flu yesterday.)
and 3 (error) 高熱で仕事できないから今日は休むわ。 (I can’t work because of the high fever, so I’m taking a day off. )
Fever 4 (error) 兄もインフルで寝込んでる。 (My brother is also in bed with the flu.)

5 (error) 風邪ひいた。 (I’ve got a cold)
6 (correct) 花粉症で鼻水止まらない。 (I can’t stop running nose with hay fever)

Hay fever 7 (correct) まさか自分が花粉症になるとは思ってもなかったわ。 (I never thought I would get hay fever.)
and 8 (error) 鼻水止まらん。 (I can’t stop my runny nose.)
Runny nose 9 (error) 兄が花粉症で、今日も休むわ。 (My brother has hay fever, so I will be absent today.)

10 (error) そんなにひどい頭痛は久し振りだなあ。（I haven’t had a headache that bad in a long time.)
11 (correct) 風邪で鼻水止まらない。 (I have a cold and can’t stop my runny nose.)
12 (correct) 鼻風邪ひいた。薬飲んだら眠くなってきた (I caught a nose cold. I fell asleep after taking medicine)

Cold and 13 (error) 風邪ひいたー。 (I caught a cold.)
Runny nose 14 (error) 兄が鼻風邪で寝込んでる。 (My brother is in bed with a nose cold.)

15 (error) 花粉症のせいか、鼻風邪が治らない。

Single-symptom id (correct or error) Generated post
16 (correct) 今年一番の熱。今日は仕事休むわ (The most horrible fever of the year. I’m off work today)

Fever 17 (error) 弟が熱でて、仕事休むわ。 (My brother has a fever, so I will be absent from work.)
18 (error) これって風邪? ( Is this a cold?)
19 (correct) 今日は鼻水止まらない。 (My nose won’t stop running today.)

Runny nose 20 (error) 兄が鼻水でぐったりしてる。 (My brother is exhausted from a runny nose.)
21 (error) 日本には花粉症の人が多いんだってね。 (There are many people with hay fever in Japan.)

22 (correct) また、風邪ひいたかも。 ( I might have caught a cold, again.)
Cold 23 (error) 中国で大流行した風邪が流行ってるらしいね。 (It seems that there is an epidemic of cold in China.)

24 (error) 日本の夏は本当に寒いんだけど・・・・? (Summer in Japan is really cold, but...?)

Table 6: Examples of generated posts. The upper half is the examples of multi-symptom posts, and the
lower half is examples of single-symptom posts

for single-symptom post generation).
We observed three types of typical errors.

Shortage error: The first type of error is a short-
age of symptom expressions. In this type of er-
ror, even when given multiple conditions, such
as “Influenza and Fever”, generated posts only
contain a part of symptom expressions. Ex-
amples are posts in ids 3, 8, and 13 in Table
6.

Out-of-user error: The second type of error is
non-user symptom expressions. In this type of
error, the posts are referring to a symptom of a
non-user, rather than that of the X (previously
Twitter) user who wrote the post. Examples
are posts in ids 4, 9, and 14 in Table 6.

Label inconsistency error: The third type of er-
ror is those that include other symptoms. Ex-
amples are posts in ids 5, 10, and 15 in Table 6.
Note that no symptom at all is also classified
into this type of error.

We observed the same types of errors as multi-
symptom post generation in single-symptom post
generation. Since single-symptom post generation
is supposed to satisfy only one condition, the first
type of error observed in multi-symptom was not

observed. Examples of the second type of error
are shown in ids 17, 20, and 23 in Table 6, and the
third type of error is shown in ids 18, 21, and 24.

7.2. Scores for Individual Symptom
Combination

Since multi-symptom post generation has more
complex conditions, more types of error can oc-
cur compared to single-symptom post generation.
A possible reason for the lower scores for multi-
symptoms is that the number of types of error in
the multi-symptoms condition is larger than that
in the single-symptom condition. We analyze the
scores for individual symptom combinations.

The scores improved after the removal of multi-
symptom labels. This suggests that the scores
for multi-symptom labels are lower than those of
single-symptom labels. Also, the difference in eval-
uation scores between singleall and singlewithout

suggests that using generated multiple-symptoms
posts in training had a negative influence even on
classification of posts labeled with single and no
symptom. We investigate those two assumptions
by analyzing the scores for multi-symptom labels
and single-symptom labels.

As mentioned in Section 3, multi-symptom la-
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Model Label Accuracy F1 (micro avg.) Recall (micro avg.) Precision (micro avg.)

Mgen(st)

Influenza and Fever 0.561 (0.0349) 0.701 (0.0055) 0.639 (0.0284) 0.776 (0.0218)
Hay fever and Runny nose 0.874 (0.0126) 0.930 (0.0046) 0.912 (0.0111) 0.948 (0.0060)
Cold and Runny nose 0.886 (0.0179) 0.952 (0.0020) 0.945 (0.0089) 0.960 (0.0047)

Morg

Influenza and Fever 0.754 (0.0346) 0.824 (0.0271) 0.779 (0.0325) 0.876 (0.0202)
Hay fever and Runny nose 0.874 (0.0197) 0.904 (0.0171) 0.876 (0.0214) 0.934 (0.0122)
Cold and Runny nose 0.928 (0.0431) 0.961 (0.0064) 0.956 (0.0307) 0.966 (0.0176)

Table 7: Metrics score for each multi-symptom label. Values in parentheses represent standard deviations
of the scores from 10 models. The highest scores for accuracy and F1 are shown in bold.

single-symptom labels “No symptom”
Model Training data Accuracy F1 (micro avg.) Recall (micro avg.) Precision (micro avg.) Accuracy

Mgen(st)
mix 0.900 (0.0208) 0.939 (0.0126) 0.931 (0.0137) 0.948 (0.0108) 0.562 (0.0161)
single 0.907 (0.0179) 0.928 (0.0021) 0.907 (0.0179) 0.949 (0.0109) 0.723 (0.0161)

Morg
mix 0.929 (0.0252) 0.953 (0.0148) 0.944 (0.0235) 0.963 (0.0133) 0.750 (0.0312)
single 0.950 (0.0207) 0.962 (0.0160) 0.950 (0.0207) 0.974 (0.0110) 0.802 (0.0245)

Table 8: Average metrics score for single-symptom labels and for “No symptom”. Values in parentheses
represent standard deviations of the scores from 10 models. The highest scores for accuracy and F1 are
shown in bold.

bels with more than 30 posts are “Cold and Runny
nose”,“Hay fever and Runny nose”, and “Influenza
and Fever”. We present the scores for those three
multi-symptom labels in Table 7. As shown in Table
7, only the multi-symptom combination “Influenza
and Fever” has apparently different results between
Mgen(st) and Morg. This suggests that the other
two combinations (“Hay fever and Runny nose” and
“Cold and Runny nose”) have less influence on the
gap between Mgen(st) and Morg in overall scores,
and improvement after removal of posts with multi-
symptom labels.

Scores for single-symptom labels, we found that
most of them have similar results. The scores of
Morg and Mgen(st) from singleall to singlewithout

tend to slightly increase compared to those of
with multiple-symptom. We present the aver-
age scores of Mgen(st) and Morg in singleall and
singlewithout for “Fever”, “Runny nose”, “Cold”, “Di-
arrhea”, “Headache” and “Cough” in Table 8.

“mix” represents that model is trained on mixed
data of multi, single, and no symptom posts, and
“single” represents that model is trained on only
single and no symptom posts. As shown in Table
8, the scores of the four models do not differ much.

Only the label “No symptom” had different results
from others. Due to this, we present the results for
“No symptom” in Table 8. As shown in Table 8, the
exact match accuracy for “No symptom” improved
after the removal of posts with multi-symptom la-
bels.

To summarize, the scores for multi-symptoms
are lower than those of single-symptoms in gen-
eral. Especially, the scores for the label “Influenza
and Fever” was the lowest among three symptom
combinations.

7.3. Prompting Methods in Post
Generation

The results showed that adding the sentinel token
to the prompts effectively improves the classifica-
tion performance. The improvement implies that
the quality of the data generated by Gen can be
improved with proper instructions.

We explore the soft-prompting method in our ex-
periment. Despite the findings in the previous work,
we did not see an improvement from the baseline
method. Although we did not analyze the reason
for the underperformance of the soft prompting
method, it would be interesting to investigate how
we can apply the prompting methods usually used
in natural language understanding tasks to gen-
eration tasks (such as experimenting with the dif-
ferent numbers of soft prompts). As mentioned
in (Schick and Schütze, 2021), methods to avoid
overfitting are necessary for prompting methods in
future work.

8. Conclusions and Future Work

This study experimented with a method for gener-
ating a distributable surrogate corpus and investi-
gated its viability. We experimented with different
prompting methods in fine-tuning the pre-trained
language generation model and evaluated the qual-
ity of generated corpora by the classification task.
The results showed that when generating posts that
contain multiple symptoms, the generated corpora
suffer from the problem of semantic inconsistency
between the labels and the generated content. Still,
if the surrogate corpus was used in simpler set-
tings, the generated data would be comparatively
viable as a training corpus, as demonstrated in a
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single-symptom classification without using multi-
symptom posts for training data.

In further pursuit of the research in this direc-
tion, we plan to 1) generate corpora in different
languages than Japanese, namely MedWeb’s En-
glish and Chinese datasets, 2) measure the down-
stream performance in generating a larger amount
of surrogate corpora than the original corpus, and
3) compare different models (other than T5) to in-
vestigate the impact of the choice of the model
architecture on generation quality.

9. Limitations

Although we considered posts as a corpus in the
medical domain, some clinical texts, such as dis-
charge summaries, consist of much longer sen-
tences. Since the pre-trained model used in this
experiment accepts only less than 512 tokens, the
low scalability to long texts, especially those with
more than 512 tokens, is the limitation of this work.

10. Ethics Statement

The data used in this study, MedWeb, is deemed
ethically sound. However, in the context of gen-
erating training data for medical NLP tasks, it is
crucial to acknowledge the potential presence of
errors in the generated data. Consequently, it is
strongly advised against employing this data for
tasks that have a direct impact on human life, such
as automated diagnosis. Additionally, the study
recognizes the possibility of the generated model
memorizing and reproducing training data, empha-
sizing the importance of continuously integrating
improvements based on relevant research findings.
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Abstract
This paper presents a human-readable resource for mapping identifiers from various clinical knowledge bases.
This resource is a version of UMLS Metathesaurus enriched with WordNet 3.0 and 3.1 synsets, Wikidata
items with their clinical identifiers, SNOMED CT to ICD-10 mapping and Spanish ICD-10 codes description.
The main goal of the presented resource is to provide semantic interoperability across the clinical concepts
from various knowledge bases and facilitate its integration into mapping tools. As a side effect, the mapping
enriches already annotated medical corpora for entity recognition or entity linking tasks with new labels. We
experiment with entity linking task, using a corpus annotated both manually and with the mapping method and
demonstrate that a semi-automatic way of annotation may be used to create new labels. The resource is available in
English and Spanish, although all languages of UMLS may be extracted. The new lexical resource is publicly available.

Keywords: clinical coding, entity linking, data interoperability, lexical resource, clinical NLP

1. Introduction
Annotation of training corpora for clinical coding,
clinical concepts detection, entity disambiguation
and entity linking tasks is very expensive in exper-
tise and time. Considering that most clinical con-
cepts are transferable across various knowledge
bases, terminologies, lexicons and languages, we
hypothesise that we can transfer one type of anno-
tated code to another. For this purpose, we create
CliniRes—a mapping human-readable resource to
get related synonyms in various clinical lexicons
so that target entities or concepts can be anno-
tated in different clinical notations. This resource
permits to align different types of clinical identifiers
(IDs, codes) from different knowledge bases (KB)
such as UMLS (Bodenreider, 2004), ICD-10 (World
Health Organization (WHO), 2004), SNOMED CT
(Donnelly et al., 2006) and others. Also, we enrich
the resource with lexical resources, such as Wiki-
data items (Vrandečić and Krötzsch, 2014) and
Wordnet synsets (Fellbaum, 2005). This allows
to make clinical codes inter-operable, to use it in
data annotation or other applications where clinical
codes are involved. Moreover, it allows us to en-
rich manually annotated corpora with extra clinical
codes and to obtain multilingual inter-operable cor-
pora annotated with various coding notations. For
instance, if we have a corpus annotated in UMLS
codes we can map each code to SNOMED CT
codes in order to derive automatically a new version
of the corpus with SNOMED CT annotations. And
vice versa, corpus annotated with SNOMED CT
codes can be used to derive automatically new cor-

pora annotated with UMLS codes, semantic types
or groups.
This research is an extension of previously pub-
lished works (Zotova et al., 2022, 2023a) where
we described ClinIDMap1, a clinical IDs mapping
tool with the presented database integration. The
functionality of the mapping application includes
mapping of a source code (may be UMLS CUI,
SNOMED CT, ICD-10-CM and ICD-10-PCS) to the
clinical IDs and lexical resources such as Wikidata,
Wikipedia and WordNet, including WordNet do-
mains. It also allows updating of the database, as
new versions of the ontologies are released yearly
and Wikidata annotations are added regularly. The
application is developed as REST API, accepts
queries in JSON format, the database is indexed in
Elasticsearch (Lucene). The source code is Dock-
erized, so it can be easily deployed.
The main contribution of this work is CliniRes— an
alignment resource for mapping of clinical identi-
fiers based on UMLS Metathesaurus, enriched with
Spanish version of ICD-10, WordNet, and Wikidata
items and annotations. It is ready to be integrated
into a mapping application or be processed for syn-
onym and annotation generation. This database is
avalable under the licence of UMLS and SNOMED
CT 2. Also, this paper contributes to the methods
of semi-automatic corpus annotation in clinical cor-

1https://github.com/Vicomtech/
ClinIDMap

2https://www.nlm.nih.gov/research/
umls/knowledge_sources/metathesaurus/
release/license_agreement_snomed.html
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pora showing that the entity linking systems trained
with the corpora annotated with this method, per-
form with the same accuracy as the systems trained
with gold-standard corpora.
This paper is organized as follows. In Section 2
we briefly describe the background of clinical IDs
mapping. Section 3 is dedicated to the knowledge
bases and the mapping method. In Section 4 we
give the details about the experiment with entity link-
ing task done with the code mapping method. Fi-
nally, Section 5 concludes the work and discusses
the future work in this topic.

2. Related Work
Two main parts of clinical codes mapping exist:
(1) concept alignment, or ontology alignment (also
known as ontology matching); (2) applications
which use the concept mapping to enrich biomedi-
cal text or extract these concepts.
Ontology matching. The aim of ontology match-
ing is to find semantically related entities in knowl-
edge bases of different notations. For instance,
the OAEI Campaign (Ontology Alignment Evalua-
tion Initiative) 3 organizes every year an ontology
matching evaluation shared task. The applied meth-
ods combine multiple strategies such as lexical
matching, structural matching, logical reasoning,
using background knowledge such as general pur-
pose lexical resources, automatic translation and
pretrained language models (Portisch et al., 2022;
Wang et al., 2021). For instance, WordNet graphs
were broadly used to clinical ontology matching (Lin
and Sandkuhl, 2008) for measuring semantic simi-
larity between the concepts (Pedersen et al., 2007).
Some attempts to integrate WordNet to the clini-
cal knowledge bases (Smith and Fellbaum, 2004)
were made. Nevertheless, we should admit that the
most of the studies are done with the resources in
English. Novel machine learning and deep learning
methods, such as generative adversarial networks,
are also applied to ontology alignment (Chen et al.,
2021; Kim et al., 2017).
Concept mapping applications. To our knowl-
edge, there are not many open-source applications
for concept mapping, especially for languages dif-
ferent from English. One of them is I-MAGIC, an
application, implemented by US National Library of
Medicine, that visualises clinical ID mappings. A
demo version of the application is also available4.
Using the rule-based SNOMED-CT to ICD-10-CM
Mapping (Fung and Xu, 2012), the algorithm de-
termines whether a valid ICD-10-CM code can be
found based on the SNOMED-CT term and patient

3http://oaei.ontologymatching.org/
2023/

4https://imagic.nlm.nih.gov/imagic/
code/map

context information (age and gender). The applica-
tion allows one to search a term in SNOMED-CT
vocabulary, however, it is limited to a lexical match.
The tool does not consider synonyms, nor other
languages other than English, and its code is not
open-source.
Most applications for clinical coding are designed
to enrich clinical text with clinical concepts and rela-
tions. MetaMap 5(Aronson and Lang, 2010; Aron-
son, 2001) is an application for mapping biomed-
ical text to the UMLS Metathesaurus or, equiva-
lently, to discover UMLS concepts referred in the
text. MetaMap uses a knowledge-intensive ap-
proach based on symbolic, NLP and computational-
linguistic techniques to provide a link between the
text of biomedical literature and the KB, including
synonymy relationships, embedded in the Metathe-
saurus. The input of the application is English
text. It is based on a lexical lookup of input words.
Another example is CLAMP (Soysal et al., 2017),
which takes two approaches: a machine learning
using Conditional Random Field and a dictionary-
based approach, which maps mentions to stan-
dardised ontologies. Apache cTAKES (Bodenrei-
der, 2004) uses a dictionary look-up in unstructured
clinical text, detects maned entities and each men-
tion is mapped to a UMLS concept.
Some applications are also private, as they are de-
veloped by big tech companies. Spark NLP6 and
Amazon Comprehend Medical7 offer service for
mapping clinical findings to ICD-10-CM, SNOMED
CT and other codes, in addition to entities and re-
lations extraction.
There are also studies in topic of UMLS and
Wikipedia connection, for instance, Rahimi et al.
(2020) proposes to match UMLS concepts to Wiki-
data using a cross-lingual neural re-ranking model
which is fine-tuned as a pair binary classification
model aimed to categorize if a pair of texts is simi-
lar or not. As the UMLS descriptions are brief and
the medical entity pages in Wikipedia provide de-
tailed descriptions (also enriched with the Wikidata
knowledge graph), they use the UMLS concept
description to query the Wikidata entity aliases to
retrieve the best matching Wikipedia pages.

3. Method
This section describes the knowledge bases and
lexical resources used to create CliniRes and the
method of mapping of clinical identifiers.

5https://www.nlm.nih.gov/research/
umls/implementation_resources/metamap.
html

6https://demo.johnsnowlabs.com/
healthcare/ER_ICD10_CM/

7https://aws.amazon.com/es/comprehend/
medical/
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3.1. Knowledge Bases
To interconnect the different identifiers from the
knowledge bases of interest, we use the follow-
ing existing KBs and mappings created by clinical
experts.
UMLS Metathesaurus8. This database has been
derived from the 2023AB UMLS Metathesaurus
Files which contains approximately 3.15 million
concepts from 220 source vocabularies, including
ICD-10, MeSH, and SNOMED-CT, Hierarchies, def-
initions, and other relationships and attributes. The
Metathesaurus is the biggest component of the
UMLS. It is organised as a set of Concept Unique
Identifiers (CUI), which links all the names from the
source vocabularies with the same meaning (syn-
onyms) in various languages. The Metathesaurus
assigns several types of unique, permanent identi-
fiers to the concepts and concept names it contains,
in addition to retaining all identifiers present in the
source vocabularies. The Metathesaurus concept
structure includes concept names, their identifiers,
and key characteristics of these concept names
(e.g., language, vocabulary source, name type).
The majority of the concept descriptions are short,
less than one sentence. The entire concept struc-
ture appears in a single file in the Rich Release
Format (MRCONSO.RRF). The distribution across
the non-English languages is not proportional, as
we can see in Table 1 there are significantly less
concepts and synonyms in Spanish than in English.
The Semantic Network and Semantic Groups
from UMLS is used to map semantic groups of
each CUI. The Semantic Network consists of a set
of broad subject categories, or Semantic Types,
that provide a consistent categorization of all con-
cepts represented in the UMLS Metathesaurus.
The concepts are also grouped according to the
semantic types assigned to them. For certain
purposes, however, an even smaller and coarser-
grained set of semantic type groupings may be
desirable. The following principles were used to
design the groupings: semantic validity, parsimony,
completeness, exclusivity, naturalness, and util-
ity. The semantic groups provide a partition of
the UMLS Metathesaurus for 99.5% of the con-
cepts. Examples of semantic groups are Organ-
isms, Anatomical structures, Biological functions,
Chemicals, Events, Physical objects, Concepts or
Ideas. These types are suitable for corpus anno-
tation and training sequence labelling models and
further linking to UMLS.
SNOMED-CT to ICD-10-CM Mapping9. The main

8https://www.nlm.nih.gov/research/
umls/knowledge_sources/metathesaurus/
index.html

9https://www.nlm.nih.gov/research/
umls/mapping_projects/snomedct_to_
icd10cm.html

purpose of the SNOMED-CT to ICD-10-CM map-
ping is to support semi-automated generation of
ICD-10-CM codes from clinical data encoded in
SNOMED-CT for reimbursement and statistical pur-
poses. It is designed as a directed set of relation-
ships from SNOMED-CT source concepts to ICD-
10-CM target classification codes. This mapping is
curated by trained terminology specialists, and it is
more comprehensive than the Metathesaurus CUI
linking. About a third of all active SNOMED-CT con-
cepts are within the scope of the mapping, about
125,000 SNOMED-CT codes from the international
version are mapped to ICD-10-CM codes. About
57,000 codes from the Spanish SNOMED-CT are
included in the mapping (around 30% of all Span-
ish SNOMED-CT codes). Due to the differences
in granularity, emphasis and organising principles
between SNOMED-CT and ICD-10-CM, it is not
always possible to have one-to-one mappings be-
tween a SNOMED-CT concept and an ICD-10-CM
code, moreover, not all ICD-10-CM codes will ap-
pear as targets.
ICD-10-CM (International Statistical Classification
of Diseases and Related Health Problems) estab-
lishes a standardized coding that allows the statis-
tical analysis of mortality and morbidity of patients
in healthcare services. The corresponding Span-
ish version is called CIE-10-ES and it consists of
100,158 codes, which are organised hierarchically.
We use the official Spanish version of the CIE-10
from January 2022.
ICD-10-PCS (Procedure Coding System) is an in-
ternational system of medical classification used for
procedural coding, it consists of 80,266 codes, or-
ganised hierarchically. We use the official Spanish
version of the ICD-10-PCS from March, 202210.
Wikidata11 (Vrandečić and Krötzsch, 2014) is a free
and open knowledge base that can be consulted
and edited by both humans and machines. Wiki-
data is a central repository for the structured data
of its Wikimedia sister projects including Wikipedia,
Wikivoyage, Wiktionary, Wikisource, and others.
The Wikidata repository consists mainly of items,
each with a label, a description and several aliases.
Wikidata items related to clinical concepts are man-
ually annotated with UMLS ID (CUI), Medical Sub-
ject Headings (MeSH) (Rogers, 1963), NCBI12

(biomedical and genomic database) and other clini-
cal taxonomies, so we can search items in Wikidata
by these identifiers and extract the corresponding
articles in all available languages.
WordNet 3.113 (Fellbaum, 2005) is the latest ver-

10https://www.sanidad.gob.es/
fr/estadEstudios/estadisticas/
normalizacion/home.htm

11https://www.wikidata.org
12https://www.ncbi.nlm.nih.gov/
13https://wordnet.princeton.edu/
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Code Num
Total rows 13,501,908
Unique CUIs 3,145,136
ENG CUIs 8,510,801
ENG Unique 3,144,365
SPA CUIs 1,371,376
SPA unique 491,713
CUIs with SNOMED mapping 359,757
SNOMED codes with CUI mapping 367,700

Table 1: Number of concepts in UMLS

sion of a lexical database of English. Nouns, verbs,
adjectives and adverbs are grouped into sets of
cognitive synonyms (synsets), each expressing
a distinct concept. Synsets are interlinked using
conceptual-semantic and lexical relations. The
WordNet also contains senses which are discrete
representations of each aspect of the meaning of
words. In the database, each sense has its unique
sense key index (SKI) which provides a method for
accessing synsets and word senses in the WordNet
database. This version contains 155,327 words or-
ganised in 175,979 synsets for 207,016 word-sense
pairs.
WordNet 3.0 14 (Fellbaum, 2005) is the previous
release of the lexical database. The WordNet 3.0
release has 117,798 nouns, 11,529 verbs, 22,479
adjectives, and 4,481 adverbs. The average noun
has 1.23 senses, and the average verb has 2.16
senses. In total, there are 206,941 sense keys. As
far as we know, no direct mapping between WN 3.0
and WN 3.1. exists, so we map the WordNet 3.1
to the WordNet 3.0 on the base sense key index.
There are about 1,000 senses in all WordNet graph
that cannot be transferred.

3.2. Code Mapping
To generate the enriched version of UMLS The-
saurus, we extracted all the Wikidata items anno-
tated with UMLS CUI, NCBI, Wordnet 3.1, ICD-10
and SNOMED CT identifiers (updated on October
5, 2023). The Wikidata items are manually anno-
tated by Wikidata experts. As shown in Table 2,
there are about 860,000 items labelled with clinical
IDs, the largest number is for UMLS CUI (about
86%), followed by NCBI IDs, and a smaller propor-
tion, about 4% of items is annotated with WordNet
synsets. Some of the Wikidata items are annotated
with multiple WordNet synsets, up to six per item,
in the table they are separated with a blank space.
The less present identifiers in Wikidata items are
SNOMED CT and ICD-10-PCS.
We merge all the tables databases described in
Subsection 3.1 to the UMLS Thesaurus based on
the CUI, SNOMED CT and ICD-10 codes. As a

14https://wordnetcode.princeton.edu/3.0

Source Num
UMLS CUI 742,537
NCBI 623,397
Wordnet 3.1 31,897
Wordnet 3.0 31,884
MeSH 46,023
ICD10 7,650
ICD10CM 15,618
ICD10PCS 74
SNOMED_CT 1,579
Total Wikidata items 860,245

Table 2: Number of Wikidata items annotated with
clinical codes extracted from Wikidata database.

result, we obtain a large matrix of 37 columns and
15,945,228 rows where the first 18 columns are
from the original UMLS table, and the rest of the
columns are added through the SNOMED CT to
ICD-10 mapping and through the Wikidata annota-
tions. Figure 1 schematically depicts the method
of mapping, where we can see how the identifiers
are connected. Wikidata annotations and Seman-
tic groups and types are connected through the
UMLS CUI, the SNOMED CT to ICD-10 mapping is
based on SNOMED CT codes, and ICD-10 codes
presented in UMLS are extended to their Spanish
definitions.
SNOMED CT to ICD-10 mapping adds more map-
pings between CUI and ICD-10, because the Span-
ish version of ICD-10 is not presented in UMLS,
while SNOMED CT is presented. Spanish descrip-
tions of ICD-10 codes are added, too. The codes
extracted from Wikidata are marked as _WIKI, and
this code may be different to the UMLS mapping,
because of the manual expertise of the Wikidata
editors. As the table is large, the definitions of the
columns are detailed in Appendix A, Table 6. We
also encourage the reader to see the sample of the
resulting table in the GitHub repository15.
This large matrix allows us to extract all related
information based on any ID, WordNet sense or
Wikidata item and then extend to more details. Wiki-

15https://github.com/Vicomtech/
ClinIDMap/tree/master/LREC2024/samples
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Figure 1: Scheme of clinical resources mapping, where they are connected by CUI, SNOMED CT or
ICD-10 IDs. Dotted lines show a possible connection to more information about each concept.

data annotations allow us to derive further details,
such as extracting more information about the item:
its Wikipedia articles in all available languages,
aliases, synonyms and other annotations. With
that, short KB descriptions are extended to lexical
resources, encyclopedia definitions and contexts.
Moreover, Wikidata items exist, annotated both with
CUI and ICD-10, so that we can consider it to be
new code mapping. This provides 8,698 ICD-10
and 5,746 codes present in Wikidata annotations
but not in UMLS mapping.

4. Entity Linking Experiment
To show that the codes in the clinical KBs are in-
teroperable, we have already experimented with
named entity recognition task to detect diagnosis
and procedures or semantic types from UMLS no-
tation in previous study, the work is described in
our previous publication (Zotova et al., 2022). Now,
we experiment with the entity linking task. Entity
linking, or entity normalisation, is the key technol-
ogy enabling semantic applications and informatics
pipelines in the biomedical domain. This task aims
to assign an identifier from clinical KB to the text
span from clinical text written in natural language.
In our case, both texts and KBs are in Spanish.
For the experiment, we use two annotated datasets
of similar nature. These datasets consist of clinical
case reports—a type of textual genre in medicine
that describes a patient’s medical history, symp-

toms, diagnosis, and treatment in detail. Both
datasets are prepared for the entity linking task.
Short descriptions of each corpus are below.

• MedProcNER (Lima-Lopez et al., 2023) is a
collection of 1,000 clinical case reports written
in Spanish, from which 750 documents are
prepared for system training and 250 are for
testing. In the train set, 4,857 text spans are
manually annotated with SNOMED CT codes;
1,829 are unique, and some of the codes are
composite, where two or more codes overlap.
All codes are also annotated as procedures.

• CodiEsp 2020 (Miranda-Escalada et al., 2020)
is a collection of 1,000 clinical case reports
written in Spanish, where 750 documents are
prepared for training purposes and 250 docu-
ments are reserved for testing. All documents
were manually annotated by professional clin-
ical coders with codes from the Spanish ver-
sion of ICD-10 (procedure and diagnosis), and
contain 3,427 unique codes, 2,557 of them
are diagnoses and 870 codes are procedures.
There are overlapping codes, too. The train
set consists of 13,658 annotated text spans.

We evaluate unsupervised systems and use the
whole training subset, without splitting it to the de-
velopment subset. With the mapping tool, we trans-
fer the gold-standard annotations (SNOMED CT
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and ICD-10) to UMLS CUI and obtain corpora an-
notated with new codes. There are limitations of
exact mapping because of the granularity of the
ontologies and the annotations guides; some of
SNOMED CT or ICD-10 codes have no direct map-
ping to another vocabulary. In MedProcNER cor-
pus, from 4,857 entities there are 176 codes which
cannot be transferred to CUI, in CodiEsp corpus
100% of ICD-10 codes are transferable to CUIs. At
the same time, one SNOMED CT or ICD-10 code
may be mapped to various CUIs, to simplify the
experiment and make it comparable with the single
SNOMED CT annotations we take only one CUI,
the first in the database.
The example from MedProcNER corpus below
shows a case of codes mapping from SNOMED
CT to UMLS CUI. The term ”Serologías específi-
cas para Brucella” (Specific serologies for Brucella)
is annotated with SNOMED CT code 104279004
”prueba de anticuerpos anti-Brucella” (anti-Brucella
antibody test) and mapped to the CUI C0523269.

Durante el ingreso se solicitan Hemocul-
tivos: positivo para Brucella y Serologías
específicas para Brucella: Rosa de Ben-
gala +++; <...>
During admission, blood cultures are re-
quested: positive for Brucella and spe-
cific serologies for Brucella: Rosa de
Bengala +++; <...>

Our approach to entity linking task is based on
Semantic Text Similarity (STS) techniques. STS
determines how similar two textual documents are
by measuring their degree of semantic closeness.
Semantic search is based on STS, allowing retrieval
of relevant text results beyond mere lexical match-
ing. The main concepts of semantic search are
query, collection of documents (database), and de-
gree of relevance between a query and retrieved
documents. There are different methods of mea-
suring the degree of relevance and relatedness of
two pieces of text-—cosine distance, inner product,
etc. We implement the following two unsupervised
approaches.

• Statistical method with BM25 algorithm
(Robertson et al., 1998). This function ranks
a set of documents based on the query terms
appearing in each document, regardless of
their proximity, and it works on the concept of
bag-of-words and TF-IDF. In a search time all
the documents and a query are tokenized by
white space and lower-cased.

• Transformer-based Semantic Search based
on pre-trained Transformer models (Vaswani
et al., 2017) to obtain the corresponding em-
beddings (multidimensional vectors) and com-
pute the score using a similarity metric, in this

case it is normalised inner product. This type
of approach is implemented with HuggingFace
(Wolf et al., 2020) and FAISS framework (John-
son et al., 2021).

The semantic search involves embedding all entries
(sentences, documents, or, in this case, KB code
descriptions) into a single vector space. At search
time, the query, represented by a texts span from a
clinical narrative, is also embedded into the same
vector space. This allows a direct comparison of
vectors using cosine distance between the vectors.
The closest document, in our case, CUI, ICD-10 or
SNOMED CT description, is linked to our query and
the code assigned to this document is returned as
a prediction of linked identifier. In this case we en-
code the texts with SapBERT-XLM-R-large model
(Liu et al., 2021), as it is a XLM-RoBERTa-large
model (Conneau et al., 2019) trained on the descrip-
tions from UMLS Thesaurus and brings the domain
knowledge to the entity linking system. An embed-
ding dimension of 1024 is enough to encode all
the terminology and corpus entities without trunca-
tion. [CLS] token of the transformer’s architecture
is used for the vector representation of a text.
To reduce the search space and make it com-
parable to the original task, developed with clin-
ical experts (search in SNOMED CT and ICD-10
databases in Spanish), we filter UMLS Thesaurus
to Spanish terms only, lowercase the descriptions,
and obtain about 1.28 million Spanish synonyms
from different vocabularies related to approximately
490,000 unique CUIs, still being the largest of three
collection of documents to search. Table 3 shows
the exact number of the KBs for entity linking, where
we can see that the size of SNOMED CT and ICD-
10 is comparable, but UMLS is much larger.

KB Num
UMLS CUI 1,283,535
SNOMED_CT 242,228
ICD10CM+ICD10PCS 180,424

Table 3: Size of knowledge bases for entity linking.

Annotation Method Accuracy

SNOMED CT (gold) SapBERT 43.44
BM25 19.96

UMLS CUI (map) SapBERT 34.78
BM25 24.27

Table 4: Performance of semantic search ap-
proach on MedProcNER corpus.

The results of the search methods, as depicted in
Tables 4 for MedProcNer corpus and 5 for CodiEsp
corpus, are comparable across the gold-standard
and mapped corpus, regardless of different size
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Annotation Method Accuracy

ICD-10 (gold) SapBERT 29.62
BM25 10.57

UMLS CUI (map) SapBERT 28.76
BM25 25.75

Table 5: Performance of semantic search ap-
proach on CodiEsp-2020 corpus.

of the vector space and different coding systems.
Transformer based system in case of MedProc-
Ner performs 9 points better on the gold-standard
corpus, but we should admit that the database to
search in is much bigger— 1,3 millions entries in
UMLS versus 242,000 in SNOMED CT. The BM25
model perform 4 point better in case of mapped
labels (CUI). It can be explained with the fact that
UMLS contains various vocabularies which could
be closer lexically to the corpus. As the STS
method based on distance measure, it highly de-
pends on the number of documents in the collection
to search in, the less is the collection, the easier is
the retrieving task.
Entity linking on CodiEsp also shows very simi-
lar result in both systems, we observe less than
one point difference in transformer-based semantic
search with SapBERT model. The BM25 method,
which performs in the gold-standard corpus worse.
It can be explained by the broader variety of syn-
onyms in UMLS, which represents better the lexical
content of the corpus.
These STS models do not perform with the state
of the art accuracy scores, and we do not compete
with these scores, moreover the original task de-
signed for these corpora, based first on the named
entity recognition task, and then, the recognised
entities should be linked to the KBs. We skip the
named entity recognition step and experiment with
entity linking only, where the exact text span is al-
ready known and manually annotated. That is why
our results are nor comparable to the previous stud-
ies. In summary, we can conclude that the new
models and corpora are quite inter-operable with
respect the different coding systems.

5. Conclusions and Future Wok
In this paper we described a human-readable
database for interoperability between clinical con-
cepts of various knowledge bases. For this, we ex-
plained how we enriched the UMLS Thesaurus with
Wikidata items, WordNet senses and SNOMED CT
to ICD-10 mappings, we also added Spanish defini-
tions of ICD-10 codes present in this resource. This
resource is ready to be integrated into any appli-
cation or be used for clinical synonyms generated.
We demonstrate the use of the resulting resource
in the mapping tool which is publicly available as
opens-source, both the code and the demo-version

of the API.
We experimented with entity linking task on the
corpora annotated with different coding systems,
showing that the labels obtained with the mapping
method can be used to build new entity linking or
information retrieval systems, as the results of the
entity linking systems are comparable.
As future work we see the experimentation on deep
learning methods and large language models for
mapping between English and multilingual con-
cepts, paying special attention to underrepresented
in UMLS languages. As we mentioned in Subsec-
tion 3.1, the distribution of the UMLS concepts and
vocabularies are disproportional for non-English
languages. We see the opportunity to use the novel
approaches to contribute to creation of clinical ter-
minologies and create background knowledge for
concept matching in multilingual setting. We also
plan to experiment with more methods for entity
linking in clinical databases and lexical resources.
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A. Appendix A

Column Name Description
CUI Concept unique identifier
LAT Language of terms
TS Term status
LUI Lexical (term) Unique Identifiers
STT String Type
SUI String Unique Identifiers
ISPREF Atom status - preferred (Y) or not (N)
AUI Atom identifier
SAUI Source asserted atom identifier
SCUI Source asserted concept identifier
SDUI Source asserted descriptor identifier
SAB Abbreviated source name, for example, SNOMEDCT_US or ICD10CM
TTY Abbreviation for term type in source vocabulary
CODE Most useful source asserted identifier
STR String
SRL Source restriction level
SUPPRESS Suppressible flag
CVF Content View Flag
ICD10CM_SPA ICD-10-CM definition in Spanish
ICD10PCS_SPA ICD-10-PCS definition in Spanish
SNOMEDCT2ICD10 ICD-10 identifier, mapped to SNOMED CT identifier
SNOMEDCT2ICD10_ENG ICD-10 definition in English from SNOMED CT to ICD-10 mapping
WIKIDATA Wikidata item identifier
MESH_WIKI MeSH identifier extracted from WIkidata
SNOMED_CT_WIKI SNOMED CT identifier extracted from WIkidata
ICD10_WIKI ICD-10 identifier extracted from WIkidata
ICD10CM_WIKI ICD-10-CM identifier extracted from WIkidata
ICD10PCS_WIKI ICD-10-PCS identifier extracted from WIkidata
NCBI_WIKI NCBI identifier extracted from WIkidata
WN31 WordNet 3.1 identifiers, blank space separated
WN30 WordNet 3.0 identifiers, blank space separated
WN_SENSE WordNet synsets, blank space separated
TUI Semantic Type Unique Identifier
SEMTYPE Name of the Semantic Type
SEMGROUP Semantic group abbreviation
DEF Definition of the Semantic Group

Table 6: Description of the columns in the lexical
resource.
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Abstract
This article presents MedDialog-FR, a large publicly available corpus of French medical conversations for the medi-
cal domain. Motivated by the lack of French dialogue corpora for data-driven dialogue systems and the paucity of
available information related to women’s intimate health, we introduce an annotated corpus of question-and-answer
dialogues between a real patient and a real doctor concerning women’s intimate health. The corpus is composed of
about 20,000 dialogues automatically translated from the English version of MedDialog-EN. The corpus test set is
composed of 1,400 dialogues that have been manually post-edited and annotated with 22 categories from the UMLS
ontology. We also fine-tuned state-of-the-art reference models to automatically perform multi-label classification
and response generation to give an initial performance benchmark and highlight the difficulty of the tasks.

Keywords: Medical Corpus, Women’s Intimate Health, Multi-label Question Classification, Response Genera-
tion

1. Introduction

Medical conversation data is an essential resource
for advancing healthcare research on dialogue
systems. However, freely-available medical con-
versation data in certain languages is often lim-
ited, which poses a significant challenge for re-
searchers working in those languages. This is
particularly true for certain specialised domains,
such as women’s intimate health, where the data
sources are scarce and data collection is challeng-
ing due to ethical and privacy concerns.

There are large-scale dialogue corpora avail-
able in the field of healthcare in both English and
Chinese, such as MedDialog (Zeng et al., 2020)
and medical_conversation (Song et al., 2020), two
extensive medical dialogue datasets covering var-
ious medical specialities. Regarding French cor-
pora, we are aware of only two examples of di-
alogue datasets. In the context of the PVDial
project, Campillos-Llanos et al. (2020) created a
virtual patient for medical education purposes. In-
teracting with both clinicians and non-clinicians,
they released PG-logs-eval, a dataset comprising
115 dialogues. The dialogues simulate medical
consultations. While this dataset is clearly use-
ful for studying lexical choices and dialogue, it is
based on a virtual agent and not real human pa-
tients. More recently, Laleye et al. (2020) intro-
duced a medical conversation corpus of 41 dia-
logues, Labforsims, as part of the development

of a dialogue system between virtual patients and
physicians. It is also worth mentioning the Px-
Corpus (Kocabiyikoglu et al., 2023)(Kocabiyikoglu
et al., 2022) composed of spoken dialogues be-
tween a smartphone and 55 participants including
clinicians for drug prescription in French. Although
these datasets clearly serve to enrich the French-
speaking community, they are too small in size to
train data-driven systems. Furthermore, none of
them include topics related to women’s intimate
health, while it is known that in many societies, the
latter are disadvantaged by discrimination rooted
in sociocultural factors (Aleksanyan and Weinman,
2022; Mehta et al., 2022).

In this study, we address the challenge of limited
healthcare dialogue data in the French language
by building a corpus of 20,000 dialogues on gen-
eral medicine and women’s intimate health1. Due
to the lack of available data in French, we lever-
aged the MedDialog-EN English dataset Zeng
et al. (2020) and translated it into French. We then
post-edited and annotated the translated corpus to
support experiments of a multi-label classification
task and a response generation task in French 2.

The paper presents (1) the construction of a
new medical dialogue dataset in French related
to women’s intimate health and general medicine

1The corpus is available at our Zenodo repository:
https://doi.org/10.5281/zenodo.10889881.

2The code for the experiments can be found at:
https://github.com/getalp/FRMedDialog.
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(in section 2), (2) the implementation and compar-
ison of state-of-the-art approaches for two tasks:
multi-label classification and response generation
(in section 3).

2. The French MedDialog dataset

In this section, we present the method used in con-
structing the corpus, including the post-editing of
the machine translation of dialogues selected and
the manual annotation of questions. Additionally,
we provide statistics on the corpus, such as the
number of dialogues selected, the analysis of post-
editing results, as well as the distribution of topics
covered.

2.1. Method
2.1.1. Data Selection and Translation

The source of our corpus, MedDialog-EN dataset,
contains 257,454 English consultations between
patients and doctors. Each consultation is com-
posed of a of textual single-turn dialogue: a pa-
tient describing their medical condition and asking
a question which is answered by a physician.

MedDialog-FR-women We extracted dialogues
concerning women’s intimate health through the
use of specific keywords provided by 2 women’s
intimate health practitioners. Each keyword corre-
sponds to a distinct entry in the UMLS Metathe-
saurus (Bodenreider, 2004), an ontological med-
ical data resource that combines multiple termi-
nology systems.The corresponding keywords and
UMLS entries are presented in the appendix Ap-
pendix A.

Using a set of 17 keywords, we extracted a total
of 16,149 dialogues. However, it should be noted
that some of the dialogues extracted were not re-
lated to women’s intimate health. For instance, the
patient identified menopause as her health condi-
tion in her question, however, the query pertains
to her liver issues, thus falling outside our study’s
focus.

MedDialog-FR-general In order to provide a
more general-domain set of dialogues alongside
the focus on women’s intimate health, we ex-
tracted and translated an additional set of 7,120 di-
alogues based on a broad set of medical keywords,
of which 500 were subsequently post-edited. We
consulted with a French physician involved in the
field of medical informatics research to put to-
gether a list of health conditions judged to be partic-
ularly interesting and/or important for general med-
ical practice. The keyword list used to select the
general-domain documents from MedDialog-EN is
detailed in the appendix Appendix A.

The subsequent step involved the use of neural
machine translation to automatically translate the
chosen dialogues. We employed DeepL’s API3 to
automatically translate the extracted dialogues.

2.1.2. Post-Editing

Machine translation has greater productivity and
reduced costs compared with human transla-
tion. Current state-of-the-art automated trans-
lation from English to French appears to yield
comprehensible and fluent translations. However,
when it comes to medical text, accuracy and clarity
are critical.

In order to align the translated text more closely
with human standards of accuracy, fluency, and
naturalness, and to ensure the accurate transla-
tion of medical terminology, we performed post-
editing with native French speakers on a portion
of the translated text.

PE Platform The post-editing was conducted
with doccano (Nakayama et al., 2018) (see Fig-
ure 1), an open-source web-based text annotation
tool. It provides annotation features for text clas-
sification, sequence labelling, and sequence-to-
sequence tasks. Doccano met our requirements
in this regard.

Participants In Figure 1, the presented exam-
ple illustrates a machine translation that translated
the English phrase “on birth control” as “sous con-
trôle de naissance” in French, a literal translation
that was not natural. A more natural and accu-
rate French expression should be “sous contracep-
tion”. We decided that, for a dataset on women’s
health, female post-editors would be a more suit-
able choice. In our case, we recruited 2 under-
graduates and 4 master’s students in the fields of
linguistics or natural language processing with a
proficient level (B2) of English, all female. Before
the PE task, we provided a one-hour training ses-
sion to the post-editors with our PE guidelines. At
the end of this session, we provided them with five
common translations to post-edit, in order to en-
sure their understanding of the relevant principles.

Guidelines To ensure the effectiveness of the
post-editing process and make the target text as
consistent as possible, we prepared guidelines
for the post-editing task. The basic PE rules in
our guidelines rely upon the guidelines established
by TAUS (Translation Automation User Society)
(TAUS, 2016), such as “Ensure that no informa-
tion has been accidentally added or omitted” and
“Use as much of the raw MT output as possible”.
Our guidelines also included procedural steps re-
lating to the use of our PE platform and a list of

3https://www.deepl.com/api
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Figure 1: Post-Editing Interface with Doccano with an example from MedDialog-EN.

Ed TER BLEU
Women’s health 37.81 0.079 0.91
General medicine 31.73 0.065 0.92

Table 1: Post-editing effort indicators

corresponding English to French translations for
the specialized medical acronyms found in texts.
The PE guidelines will be given as supplementary
material in the final version of the paper.

PE Technical Effort Indicators Technical effort
refers to the alterations made by the translator,
which typically include insertions and deletions
(Krings, 2001). Once post-editors finished post-
editing, following previous works dealing with post-
editing (Koponen, 2016; Snover et al., 2006; Al-
varez et al., 2020), we calculated the following
metrics as PE technical effort indicators (shown
in Table 1) : Edit Distance (Ed) calculates the
smallest number of edits needed to match the ma-
chine translation output with its post-edited ver-
sion, Translation Edit Rate (TER) quantifies the
edit operations required on the word level, and
BLEU assesses the coherence of the machine-
translated text with the post-edited content. A de-
tailed explanation and examples are provided in
the appendix Appendix B.

Lower TER scores indicate better machine trans-
lation quality, and higher BLEU scores are gen-
erally associated with better machine translation
quality, which can lead to reduced post-editing ef-
fort. In our task, TER scores below 0.1 and BLEU
scores above 0.9 indicate that the results of ma-
chine translation were acceptable in general. In
terms of the qualitative analysis, the main edits in-
volved modifying medical acronyms and address-
ing incomplete translations.

Anonymization During the post-editing process,
it came to our attention that certain user first
names and doctors’ names had not been prop-

erly anonymized. In order to enhance data pri-
vacy, we carried out some additional anonymiza-
tion steps. Names in questions were replaced
with #Person1#, and names in answers with #Per-
son2#. Additionally, URLs, email addresses, tele-
phone numbers and other digits present in the orig-
inal dataset were identified using regex and re-
placed by specific strings (e.g. #URL#, #EMAIL#).
Manual verification was then carried out on a
randomly-sampled subset of question-response
pairs.

2.1.3. Annotation of MedDialog-FR-women

We initiated the process of multi-label annotation
with questions related to women’s intimate health.
As for the general medicine data, we plan to con-
duct the annotation in the future based on labels
provided by doctors as per their requirements.

With the goal of categorizing user questions
into different themes related to women’s intimate
health, we leveraged the post-edited data by an-
notating it with predefined labels provided by 2
women’s intimate health practitioners.

Annotation Platform The multi-label annotation
task was conducted with doccano (See Figure 2).

Participants The question labelling annotators
were the same 6 annotators as for PE task. An-
other training session for the annotation was pro-
vided following the PE session.

Labels Following domain-expert recommenda-
tions, we selected 27 labels for annotation. This
includes 25 topics related to women’s intimate
health, such as endometriosis, menopause, and
contraception, alongside two additional labels:
hors-sujet (out of scope), indicating questions un-
related to women’s intimate health topics, and
autres (other), signifying women’s intimate health
subjects not covered by the other labels.
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Figure 2: Multi-label Annotation Interface with doccano

Guidelines Multi-label annotation refers to anno-
tation shemas where each question can be as-
signed to multiple labels or categories. In our
guidelines, we presented the annotation proce-
dure, provided explanations for each label, and of-
fered illustrative examples to clarify situations in-
volving multiple labels. We also asked annota-
tors to specify the additional categories in the com-
ments when selecting the autres (other) label for
cases not covered by predefined categories.

2.1.4. Post-Processing of Labels

After instructing annotators to specify the category
of the question in comments when selecting the
autres (other) label, we subsequently processed
these comments to consolidate the list of labels
and introduce new ones into our dataset.

Additionally, due to the limited occurrence
of certain labels, we merged them to create
more broadly defined categories, such as com-
bining contraception_implant (contraceptive im-
plants), contraception_urgence (emergency con-
traception), and pillule (contraceptive pill) into
contraception (contraception), a single, higher-
granularity label.

The post-processing of labels was validated by
an expert in women’s intimate health. In the
end, our multi-label dataset contained 22 labels
(showed in Table 2). In the final dataset, we re-
tain both the initial labels and the post-processed
labels.

2.1.5. Data Partitioning

We split the MedDialog-FR-women multi-label
dataset into a training set of 500 instances, a
validation set of 100 instances and a test set of
300 instances. The ratio was chosen to balance
the need for maximizing the amount of fine-tuning
data available while also ensuring that the test set
is large enough for the results to be statistically
significant, given the scarcity of some categories.
To maintain consistent label distribution, we lever-
aged the iterative stratification algorithm (Sechidis

labels-en labels-fr
endometriosis endométriose
menopause ménopause
PCOS SOPK
conception conception
painful sex douleur_rapport
contraception contraception
disorders of breast affection_sein
ovarian cancer cancer_ovaire
vaginal discharge sécrétion_vaginale
abortion/VTP IVG
uterine fibroid fibrome
fertility/infertility fertilité
cervical cancer cancer_col_utérus
abdominal pain douleur_abdominale
menstruation disorders menstruation
swelling gonflement
hot flushes bouffée_chaleur
emotional disorder troubles_humeur
out of scope hors_sujet
sexually transmitted infections IST
pelvic inflammatory disease affection_appareil_génital
pregnancy, childbirth or the puerperium g_a_p

Table 2: 22 post-processed French labels with En-
glish translation

et al., 2011) during the data splitting process. The
label distribution is shown in Figure 3.

2.2. Statistics
To construct our French MedDialog Dataset
(MedDialog-FR), we initially extracted from
MedDialog-EN and automatically translated a
total of 16,149 dialogues related to women’s
intimate health and an additional 7,120 dialogues
related to general medicine. From this dataset,
we randomly selected 900 dialogues on women’s
intimate health and 500 dialogues concerning
general medicine for the PE task. Table 3 shows
the statistics of the post-edited data. Subse-
quently, we performed multi-label annotation on
the 900 questions extracted from these same
dialogues focused on women’s intimate health. In
total, 1,286 labels were distributed over the 900
dialogues, averaging 1.43 labels per instance.

The 6 annotators were thus tasked with post-
editing 900 dialogues related to women’s inti-
mate health and 500 dialogues concerning gen-
eral medicine. Additionally, they annotated in to-
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Figure 3: Label distribution per split

Women General Total
# Dialogues 900 500 1400
# Tokens 199,574 81,958 281,532
Avg. # of tokens/Dialogue 225 163 203
Max. # of tokens/Dialogue 897 320 897
Min. # of tokens/Dialogue 59 40 40
Med. # of tokens/Dialogue 162 151 159

Table 3: Size of post-edited data

tal 900 questions from the post-edited dialogues
on women’s intimate health with multi-labels. The
summary of the dataset is shown in Table 4.

Task Women General
Machine translation (# dialogs) 16,149 7,120
Post-editing (# dialogs) 900 500
Multi-label annotation (# questions) 900 -

Table 4: Statistics of MedDialog-FR dataset

3. Experiments

In this section, we introduce two tasks carried out
using the MedDialog-FR-women dataset: multi-
label question classification and response gener-
ation. We undertook these tasks with future appli-
cations in mind. These processes could be bene-
ficial for determining the topic of a user’s question
and proposing responses within a dialogue system
focused on women’s intimate health.

3.1. Multi-label Question Classification

3.1.1. Method

Multi-label classification is concerned with catego-
rizing instances into multiple classes at the same
time. Each class associated with a given instance
is referred to as a label. Following the previous
work (Nam et al., 2014), we adopted the Binary
Relevance method to convert the multi-label classi-
fication challenge into multiple single-label classifi-
cation tasks. This approach involves treating each
label as an independent binary classification prob-
lem.

3.1.2. Models

Our classification architecture comprised a pre-
trained BERT type model and a linear layer to
convert the BERT representation to a classifica-
tion task. The [CLS] representation is fed into
a linear classification layer. We furthermore uti-
lized a binary cross-entropy loss over sigmoid out-
put (BCELosswithlogits with PyTorch) to mea-
sure the error for each label. Given the label im-
balance in the dataset, we also experiment with
weighted versions of the loss function, which
aims to balance the precision-recall tradeoff by
multiplicatively weighting positively-labelled exam-
ples in proportion to their prevalence in the training
data.

As for the baseline models, we ran experiments
on state-of-the-art large language models for the
French language: FlauBERT (Le et al., 2020) and
CamemBERT (Martin et al., 2020); and special-
ized French models tailored for the biomedical do-
main: CamemBERT-bio (Touchent et al., 2023)
and DrBERT-4G (Labrak et al., 2023).

3.1.3. Results

We present the results of our experiments involv-
ing two labeling approaches: one using all 22 cat-
egories and the other restricted to the 12 most
common, grouping the 11 least frequently occur-
ring labels under the autres (other) category. The
purpose of using the 12 labels was to assess the
performance of our method on a less imbalanced
dataset, where we grouped the 11 least frequently
occurring labels under the autres (other) category.

22 labels Once the model training was finished,
its output could be construed as a probability dis-
tribution across the labels for a given instance.
Based on its probability in the output, a thresh-
old was required to decide if a label was pre-
dicted. We conducted a correlation analysis be-
tween various thresholds and F1 scores on the
validation set using the best checkpoint during
training to establish an optimal threshold for each
model, as shown in Figure 4 for example. For
the CamemBERT-bio-base-weighted model,
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Model macro weighted
P R F1 F1

FlauBERT-base 0.36 0.43 0.38 0.59
FlauBERT-base-weighted 0.41 0.36 0.37 0.54
CamemBERT-base 0.23 0.33 0.26 0.58
CamemBERT-base-weighted 0.38 0.29 0.32 0.53
CamemBERT-bio-base 0.33 0.40 0.35 0.59
CamemBERT-bio-base-weighted 0.45 0.44 0.42 0.63
DrBERT-4gb 0.45 0.29 0.33 0.50
DrBERT-4gb-weighted 0.40 0.31 0.31 0.46

Table 5: Model performance with on the
MedDialog-FR-women test set containing 22
labels

when the threshold was 0.41, we achieved the
highest F1 scores on the validation set.
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Figure 4: F1 scores of
CamemBERT-bio-base-weighted on the
MedDialog-FR-women validation set of 22 labels
with different thresholds

Table 5 shows the performance of the models
on the annotation test set of 22 labels. Mod-
els with the “weighted” suffix in their names in-
dicate their utilization of class weighting in the
loss function. The precision, recall and F1 score
are calculated as the macro average across all
labels. Additionally, the weighted F1 scores
are calculated. The two best-performing mod-
els are CamemBERT-bio-base-weighted and
FlauBERT-base, with macro-F1 scores of 0.42
and 0.38 respectively.

However, even for these two models, the F1
scores for certain labels with low occurrences,
such as cancer_ovaire (ovarian cancer) and trou-
bles_humeur (mood disorders), are exceedingly
low and even reached 0. In an effort to mitigate
the impact of data imbalance, we subsequently
aggregated the 11 least frequently occurring
labels under the autres (other) label and evalu-
ated our approach on the remaining 12 labels
with CamemBERT-bio-base-weighted and
FlauBERT-base.

12 labels Table 6 shows the perfor-
mance of CamemBERT-base-weighted and
FlauBERT-base on the test set of 12 labels.

Model macro weighted
P R F1 F1

FlauBERT-base 0.54 0.60 0.56 0.58
CamemBERT-bio-base-weighted 0.56 0.67 0.60 0.61

Table 6: Model performance on the MedDialog-FR-
women test set containing 12 labels
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Figure 5: Confusion matrix for CamemBERT-bio-
base-weighted on MedDialog-FR-women test set
of 12 labels

In contrast to the 22 labels, the macro-averaged
metrics for the 12 labels show significant improve-
ment, which is understandable given the reduc-
tion in label imbalance. Moreover, the weighted-
average scores are similar to macro-average
scores, which suggests that the models are not
significantly biased towards the larger labels and
perform consistently across our dataset.

To assess the model’s performance for
each label individually, we used the con-
fusion matrix on the predictive accuracy of
CamemBERT-base-weighted (see Figure 5).
The matrix layout consists of rows representing
true labels and columns representing predicted
labels. High values along the diagonal indi-
cate the model’s proficiency in making accurate
predictions.

By examining the matrix, we can observe that
the affection_sein (breast disorders) category has
yielded the highest number of accurate predictions.
This can be attributed to the relatively independent
nature of breast disorders within the domain of
women’s intimate health, where questions of this
category are less related to other topics. Addition-
ally, there is some confusion between fertilité (fer-
tility) and conception (conception), two closely re-
lated concepts. It can be difficult even for humans
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Model PPL Ó ROUGE-1 Ò ROUGE-2 Ò ROUGE-L Ò Meteor Ò BertScore Ò
Barthez 3.5 30.6% 18.6 % 16.1% 20.9% 70.1
mBarthez 2.4 27.3% 6.8% 13.2% 18% 68.9
LLama2 (FT) 1.1 23.9% 4.5% 13.2% 15.8% 62.0

Table 7: Results of the response generation task
using Barthez and LLama2 (w/t Fine-Tuning) on
the test set of the corpus.

to clearly distinguish them apart.

3.2. Response Generation
3.2.1. Method

We also evaluated our corpus in a response gen-
eration task in which the goal is to automatically
generate a response to a given user’s question.
We followed the experimental protocol described
in Zeng et al. (2020) where language models are
used to generate answers.

We evaluated several language models from
two families. On the one hand, we used the
pretrained seq2seq models Barthez (French-only)
and mBarthez (multilingual) (Kamal Eddine et al.,
2021). We also included LLaMa24 (Touvron et al.,
2023), an autoregressive model pretrained on a
multilingual corpus. For the response generation
task, we fine-tuned each of the pre-trained mod-
els on the training post-edited and non-post-edited
data and evaluated them on the same validation
and test post-edited data splits as used in the multi-
label question classification task. For inference,
we generated responses to questions through a
beam search with (n=5) and a top-k random sam-
pling (Fan et al., 2018) set to 50. To measure the
quality of our generated answers, we compared
them to the gold answers (i.e provided by real doc-
tors) applying standard automatic methods used
in generation and automatic translation: perplex-
ity, ROUGE score (Lin, 2004) , METEOR (Baner-
jee and Lavie, 2005), and BERTScore (Zhang
et al., 2020). These metrics capture different as-
pect of the quality of the generated answers: per-
plexity measures the quality of language modeling,
ROUGE and METEOR are used in machine trans-
lation to evaluate the similarity between the hypoth-
esis and the reference through n-gram matching.
BERTScore measures the similarity between sen-
tences using the BERT language models’ repre-
sentations.

3.2.2. Results

The results of our experiments on the response
generation task are presented in Table 7. We also
provide examples of generation by different mod-
els in Table 8. Overall, the models fine-tuned on
our corpus are able to generate well-formed and

4We used the Llama2-7b-chat version

coherent responses, which is reflected in good per-
plexity scores (the lower the better). The best
model in this regard is Llama2, with an aver-
age perplexity of 1.1 on the entire test set, while
Barthez obtains the highest perplexity with 3.5.

When examining the evaluation metrics ob-
tained from automatic translation, they consis-
tently behave and reveal two trends: Firstly, the
overall results are relatively low, with the best
ROUGE-1 score reaching approximately 30%, un-
derscoring the challenging nature of the task with
this dataset. Secondly, the Barthez model con-
sistently outperformed other models across all
metrics, while LLama2 consistently performed the
poorest. Specifically, when comparing the per-
formance of Barthez and LLama2 in terms of
BERTScore, Barthez’s output appears to be more
semantically aligned with human responses than
LLama2’s. This observation may suggest the chal-
lenge faced by general multilingual autoregressive
models in adapting to specialized domains and
tasks.

4. Conclusion and Future Works

In this research, we present the MedDialog-FR
dataset, a French version of the MedDialog-EN
dataset. This dataset comprises 16,149 dialogues
related to women’s intimate health topics and
an additional 7,120 dialogues covering general
medicine. Within this dataset, 1,400 dialogues
have been post-edited, and 900 questions have
been annotated with multiple labels pertaining to
women’s intimate health topics. The post-editing
process required several adjustments to align the
data more closely with the French medical con-
text, including changes in the names of medica-
tions and clinical procedures to their French equiv-
alents. Additionally, the names within the dataset
have been converted to French names to better
adapt to the target medical system and enhance
anonymization. To the best of our knowledge, this
dataset represents the first dedicated resource in
French for dialogues related to women’s intimate
health.

Applying current state-of-the-art model to the
multi-label classification task exhibits moderate
performance with the best model achieving a 60%
macro F1 score when dealing with 12 labels.
Given the relatively small size of the dataset and
the imbalance present in the data, these outcomes
can be considered reasonable. They underscore
the challenge that current NLP models face when
tackling this task.

Automated response generation remains a chal-
lenging task, with the highest METEOR score in
our experiments being 20%. Overall, the perfor-
mance of the generative models in these experi-
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User question Bonjour docteur, j’ai beaucoup d’irritation sur l’ouverture de mon vagin et quand je le gratte, ça fait du bien mais ça devient plus
irritant. Je suis allée chez le médecin récemment et j’ai eu une infection urinaire, mais je ressens toujours de fortes démangeaisons
et je commence à m’inquiéter. J’ai 22 ans et pour l’instant je ne prends que des antibiotiques pour l’infection urinaire.

Human response Bonjour, cela ressemble à un furoncle. Et c’est surtout lié à l’infection urinaire (pièce jointe supprimée pour protéger l’identité du
patient). Continuez à prendre des antibiotiques. Il peut être en phase de guérison et c’est pourquoi les démangeaisons doivent
être présentes. Mais vous pouvez prendre du sirop Cital 2 fois par jour pendant 15 jours. Et vous pouvez aussi appliquer de la
pommade Candid-B qui aidera à réduire les démangeaisons. Ne vous grattez pas. Cela augmenterait l’infection. Buvez plus d’eau.
Gardez la zone vaginale aussi sèche que possible. Si vous avez des pertes blanches par voie vaginale, vous pouvez prendre les
comprimés Candid V6 par voie vaginale tous les soirs pendant 6 jours. Si l’infection n’est pas contrôlée par les antibiotiques
donnés, il peut être nécessaire de changer d’antibiotiques ou d’utiliser des antibiotiques par injection.”

barthez response Bonjour, d’après vos antécédents, il semblerait que vous ayez développé une candidose, une infection génitale. Faites faire votre
culture d’urine pour détecter la bactérie causant l’infection et prendre des antibiotiques en conséquence. Vous pouvez prendre
des comprimés contre les infections urinaires jusqu’à deux fois par jour.”

mBarthez response “Bonjour, il pourrait s’agir d’une bactérie. Faites-moi savoir si je peux vous aider davantage. Pour plus d’informations, consultez
un obstétricien et un gynécologue en ligne –> https://icliniq.com./ask-a-doctor-online/obstetrician-and-gynaecologist.”

Llama2 “Bonjour, je suis désolé d’apprendre que vous ressentez des démangeaisons et de l’irritation à l’ouverture de votre vagin. Il est
important de consulter un médecin pour obtenir un diagnostic précis et un traitement adéquat. Il est possible que votre infection
urinaire soit la cause de vos démangeaisons et de l’irritation, mais il est également possible que cela soit lié à d’autres facteurs,
tels que des infections vaginales ou des allergies. Il est donc important de consulter un médecin pour obtenir un diagnostic précis
et un traitement adéquat. En ce qui concerne les antibiotiques que vous prenez pour l’infection urinaire, il est important de suivre
les instructions du médecin et de prendre le médicament jusqu’à la fin de la prescription, même si vous vous sentez mieux. Cela
aidera à éliminer l’infection et à vous aider à vous sentir mieux.

Table 8: Examples of generated responses to questions from the validation dataset

ments fell short of providing a solid basis for mean-
ingful human evaluation of the generated outputs
Nevertheless, a brief examination of some of the
generated responses revealed that existing auto-
matic metrics may not be suitable for assessing re-
sponse generation accurately. As a result, future
work will involve implementing more refined fine-
tuning techniques to attain outputs that are usable,
and subsequently, we intend to conduct thorough
human evaluations to more comprehensively as-
sess the models’ performance.

To further enable improved model performance,
a key component of our upcoming efforts will be to
expand our annotations, paying special attention
to the less common categories that have low occur-
rences. We also aim to introduce annotations for
medical entities within our datasets, with the aim
of making significant contributions to the advance-
ment of task-oriented medical dialogue systems.
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6. Ethics Statement and Limitations

Access to actual medical data is heavily restricted
in France. We thus used an already publicly avail-
able corpus in English. In addition to translation,
a number of additional steps were taken to ensure
that the MedDialog-FR dataset is fully anonymized
and properly adapted for French-language applica-
tions. We first made sure that no personal informa-

tion could be found in the data. This is why we re-
placed all names that could have been kept in the
original data. We also performed post-edition af-
ter automatic translation to adapt the phrasing and
medical terminology to more natural French. In ad-
dition, our annotation project adhered to strict eth-
ical guidelines, which include, but are not limited
to, fair compensation for annotators. We do not
foresee any direct social consequences or ethical
issues.

The primary focus of this study centers on the
dataset, with the conducted experiments serving
as an initial benchmark to assess the task’s com-
plexity. Our preliminary goal is to reach a decent
value on automatic metrics such as BLEU and
METEOR prior to allocating valuable human re-
sources for output evaluation. These experiments
are designed to highlight the tasks’ challenges,
and we plan to undertake human evaluations once
our models attain more robust metrics.

Since the original corpus is derived from dia-
logues in the U.S.A., there might be some cultural
differences with French-speaking countries in the
way people interact with doctors and which treat-
ments and medical advises can be provided.
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Appendix A. Matching UMLS
Terms for Keywords

Keyword UMLS Concept
endometriosis Endometriosis (C0014175)
menstruation/period Menstruation(C0025344)
menopause Menopause (C0025320)
PCOS Polycystic Ovary Syndrome (C0032460)
spotting Metrorrhagia (C0728993)
conception Fertilization (C0015914)
pregnancy Pregnancy (C0032961)
pain&sex/pain&intercourse Dyspareunia (C1384606)
contraception Contraceptive methods (C0700589)
breast cancer Malignant neoplasm of breast (C0006142)
ovarian cancer Ovarian neoplasm (C0919267)
white discharge/vaginal discharge Vaginal Discharge (C0227791)
miscarriage Spontaneous abortion (C0000786)
abortion/VTP Induced abortion (procedure) (C0392535)
postpartum Postpartum Period (C0086839)
uterine fibroid Uterine Fibroids (C0042133)
fertility/infertility Female infertility (C0015895)
papillomavirus/HPV Human Papillomavirus (C0021344)

Table 9: Keywords for women’s health dialogue se-
lection and corresponding UMLS entries

Keyword(s) UMLS Concept
angioedema Angioedema (C0002994)
hypertension, high blood pressure Hypertension or high blood pressure (C3843080)
hypoglyc(a)emia Hypoglycemia (C0020615)
ACS, acute coronary syndrome Acute Coronary Syndrome (C0948089)
pulmonary (o)edema Pulmonary Edema (C0034063)
cardiac arrythmia Cardiac Arrythmia (C0003811)
diabet(es|ic) Diabetes (C0011847)
ketoacidosis Ketoacidosis (C0220982)
meningitis Meningitis (C0025289)
cholecystitis Cholecystitis (C0008325)
pyelonephritis Pyelonephritis (C0034186)

Table 10: Keywords for general-domain dialogue
selection and corresponding UMLS entries

Appendix B. Post-Editing Example

The example below show the difference between
a translated sentence and a post-edited one:

Machine translation: Mes règles ont été re-
tardées de 5 jours. D’habitude, j’ai des cycles
réguliers. Je prends de la metformine 1000 mg
depuis 6 mois, après avoir appris que j’ai un prob-
lème de PCOS. J’ai fait un test de grossesse au-
jourd’hui matin, mais le résultat était négatif...

Post-edited: J’ai un retard de règles de 5 jours.
D’habitude, j’ai des cycles réguliers. Je prends de
la metformine 1000 mg depuis 6 mois, après avoir
appris que j’ai un problème de SOPK. Ce matin,
j’ai fait un test de grossesse, mais le résultat était
négatif…

• Ed: Levenshtein distance calculates the mini-
mum number of single-character edits (inser-
tions, deletions or substitutions). For this ex-
ample, 58 single-character edits are needed
to transform the machine translation text into
the reference text. This measure provides a
granular view of the textual differences, re-
flecting the extent of similarity or divergence
at the character level.

• TER: the Translation Edit Rate (TER) mea-
sures human edits on the machine translation,
including the insertion, deletion, and substitu-
tion of single words. Using the post-edited
text as reference, the TER score is calcu-
lated as the number of edits needed to change
the machine translation into the reference, di-
vided by the total number of words in the ref-
erence. There are 13 edits in the example
above involving substitution (like “PCOS” (En-
glish acronym of Polycystic Ovary Syndrome
Ñ “SOPK” (French version)), deletion (such
as “aujourd’hui” (today) to say “this morning”
in a natural way in French), and insertion (in-
cluding “J’ai”, “un”, “retard”, to express “I have
a late period” in French). The reference text
contains 45 tokens, thus, for this single ex-
ample, the TER score is 13/45 („0.289). We
also calculate the average TER across all in-
stances.

• BLEU: BLEU measures n-gram correspon-
dence between the machine translated and
the reference text. BLEU typically considers n-
grams from 1 (unigrams) to 4 (4-grams). For
example, the phrase “Je prends de la” (a 4-
gram) appears in both texts and will contribute
to the 4-gram precision. For each n-gram, the
score respresents the number of matching n-
grams in the machine translation and refer-
ence, divided by the total number of n-grams
in the machine translation. In this example,
the BLEU score was 0.688.
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Abstract
Mental health peer support forums have become widely used in recent years. The emerging mental health crisis and
the COVID-19 pandemic have meant that finding a place online for support and advice when dealing with mental
health issues is more critical than ever. The need to examine, understand and find ways to improve the support
provided by mental health forums is vital in the current climate. As part of this, we present our initial explorations
in using modern transformer models to detect four key concepts (connectedness, lived experience, empathy and
gratitude), which we believe are essential to understanding how people use mental health forums and will serve as a
basis for testing more expansive realise theories about mental health forums in the future. As part of this work, we
also replicate previously published results on empathy utilising an existing annotated dataset and test the other
concepts on our manually annotated mental health forum posts dataset. These results serve as a basis for future
research examining peer support forums.

Keywords: mental health, peer support, transformers, machine learning

1. Introduction

Our project, related to improving the understanding
and analysis of mental health peer online forums
(iPOF1), aims to understand how mental health
peer online support forums work and how we can
improve them. The project is undertaking a real-
ist evaluation (Pawson and Tilley, 1997), drawing
together existing knowledge in a realist synthesis
(Pawson et al., 2005), generating programme theo-
ries in the form of a series of Context, Mechanism,
and Outcome (CMO) configurations. CMO con-
figurations are short explanatory statements that
articulate how health and social care programmes
achieve their impacts. An example of one of the
project’s many CMOs is:

When forums bring together people with shared
mental health experiences (context), forum users
will have access to mental health narratives that
resonate with their own (mechanism), leading to im-
proved sense of social connectedness (outcome).

The project’s CMOs will be evaluated using a
mixed methods approach including surveys, quali-
tative interviews, linguistic analysis and NLP tech-
niques. These different approaches will be triangu-
lated together to create insights and recommenda-
tions that can be used by forum hosts and commis-
sioners to build and manage more effective online
peer support communities. This paper presents a
set of NLP models built as an initial means of eval-
uation of some of our CMO configurations. Some
of the features we need to investigate have been
studied before in NLP. However, some are com-

1https://www.lancaster.ac.uk/ipof/

pletely novel, and no comparative evaluations are
possible.

The data collected in the iPOF project stems from
several forum partners who agreed to participate
in the project. There are eight forum partners in to-
tal, each participating at different levels. Language
data has been gathered from seven forum part-
ners; this includes any posts and replies made by
users to the forums. There are several ethical con-
siderations when gathering data, as some forums
are openly accessible, some are closed but free to
sign up to, and some require application or referral.
This led to different procedures for different forum
users to give informed consent for their data to be
collected:

• opt-out: The project was advertised on open
forums and users who did not wish their data
to be collected could opt-out.

• implicit opt-in: Some closed forums collect con-
sent to research from users at sign-up.

• explicit opt-in: Some closed forums (without a
research consent option) required the collec-
tion of explicit consent from individual users
or where forum use is dependent on giving
research consent.

Each forum was given a bird name code by which
it was referred to as part of our anonymisation pro-
cedures. In this paper, we will utilise the Starling
corpus. The Starling corpus was selected to build
the dataset and models as it was one of the larger
and open forums participating in the project.

Based on the initial set of CMO configurations,
we identified a set of common features or con-
cepts which were crosscutting across multiple pro-
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gramme theories. Thus, we annotated data and
built models to predict when users shared a lived
experience narrative in their posts and when a post
showed connectedness, empathy and gratitude.
These language models and experiments provide
one avenue to test our programme theories and
allow us to show that NLP methods can be used
to scale up qualitative analysis to a much larger
dataset than would otherwise be possible. We
show that it is possible to develop NLP models for
these concepts, and this will facilitate further work
on other concepts and features that are important
to a wider set of CMOs and programme theories.
This will subsequently feed into guidelines for the
description and improvement of peer online support
forums, particularly in the areas of mental health,
but potentially more widely in the future.

2. Related Work

Empathy and its detection has been explored ex-
tensively in recent NLP literature. Empathy in news
articles through shared tasks has resulted in sev-
eral approaches based on BERT (Bidirectional En-
coder Representations from Transformers) (Devlin
et al., 2018) models and its variants (RoBERTa, AL-
BERT) (Tafreshi et al., 2021) as well as exploring
differences between demographics (Guda et al.,
2021). BERT-based models, as well as LSTMs
(Long short-term memory), have also been applied
in the context of medical texts (Dey and Girju, 2023)
as well as in online cancer survivor forum posts
(Hosseini and Caragea, 2021) which also provides
a dataset2 with labelled texts for those seeking and
giving empathy.

Detecting and using gratitude for extrinsic analy-
sis has been explored for various reasons. Re-
cently, many techniques have been applied to
the detection of gratitude. BiLSTMs (Bidirectional
LSTM) have been utilised for detection in obitu-
aries (Sabbatino et al., 2020), RNNs (Recurrent
Neural Networks) in online question and answer
dialogues (Noseworthy et al., 2017), SVMs (Sup-
port Vector Machines) in online tweets (Danescu-
Niculescu-Mizil et al., 2013) as well as BERT based
models in online therapy texts (Burkhardt et al.,
2022). In health forums specifically, KNN (K-
Nearest Neighbours) and Naive Bayes have been
applied (Sokolova and Bobicev, 2013).

Unlike empathy and gratitude, little previous work
explores the automatic detection of lived experience
narratives from online texts. The closest existing
approach that could be comparable is the detection
of personal medical disclosures (Valizadeh et al.,
2021; Arseniev-Koehler et al., 2018). However,
personal medical disclosures do not fall into the

2https://github.com/Mahhos/Empathy

same category of interest as discussion around
lived experience, which go far beyond such disclo-
sures and may include many things such as cop-
ing strategies, treatment experience and emotional
support received from family and friends. Connect-
edness, as it is defined within the CHIME (Con-
nectedness, Hope & optimism, Identity, Meaning,
Empowerment) framework (Leamy et al., 2011),
has yet to be explored through automatic detection.

Our review of existing literature around the de-
tection of our four key concepts (connectedness,
empathy, experience and gratitude) shows the
varying degrees to which these concepts have
been explored, from richly with available labelled
datasets (empathy) to poorly defined vague con-
cepts that need refinement and investigation (con-
nectedness).

3. Methodology

3.1. Data
The dataset we chose to annotate for the concepts
of connectedness, lived experience, and gratitude
was the Starling corpus (for empathy, we made
use of an existing dataset). This corpus was built
from threads of a popular social media site with
a sub-section for supporting mental health. This
forum was selected from our forum partners as it
was open with consent from users falling into the
opt-out category (no users opted out). The dataset
for this forum consists of 47k posts in 10k threads
from 6k users. The tokenised dataset contains
roughly 5.5M words.

3.2. Annotation
The Starling dataset was manually annotated for
the key concepts connectedness, lived experience
and gratitude. The annotated dataset was gener-
ated by sampling a random 2,000 posts and an-
notating each post for the three key concepts. A
primary annotator tagged all 2,000 posts, and a sec-
ondary annotator also annotated a 5% subset to
ensure the annotation guidelines were clear and to
check for inter-annotator agreement (94.6%). For
the empathy annotations, we made use of an avail-
able dataset annotated on cancer forum data (Hos-
seini and Caragea, 2021) as the medium of an on-
line support forum is comparable to our own data,
we attempt to replicate their results.

3.2.1. Connectedness

Connectedness is a very difficult concept to iden-
tify and annotate in online text. For our purposes,
we relied on a practical definition from the CHIME
framework (Jagfeld et al., 2021). This meant we
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were looking for people discussing connecting with
others. This may include:

• Discussion of peer support groups (their avail-
ability or experience of)

• Supportive relationships with family and
friends, as well as intimate relationships

• Support from professionals, including helpful
(and unhelpful) interactions with therapists and
healthcare professionals.

• Discussion of actively participating in the com-
munity or online group.

3.2.2. Lived Experience (Narratives)

Lived experience narratives were annotated on the
basis that the post included a personal experience
of the user relating to their mental health or their
experience caring for another with a mental health
problem. This may include:

• Personal encounters or challenges with mental
health services or treatments.

• Use of medications and their effects.
• Coping mechanisms employed by the individ-

ual.
• Interactions, both helpful and unhelpful, with

friends and family.
• Personal accounts of emotional, professional,

or personal issues stemming from their mental
health condition.

3.2.3. Gratitude

Gratitude was annotated with particular emphasis
on when users were showing gratitude to others in
the forum. This was often shown by replies with
very simple terms (“thanks :)”, “cheers!”), but the
annotators also attempted to pick out more subtle
indicators where only looking for specific wording
may miss e.g. “That’s really helpful! :)”. Posts
where specific terms of gratitude were used that
appeared to merely be expressions of politeness
were also not annotated as gratitude. This was very
common in the data after initial posts on threads
where terms of gratitude were used simply as a
sign off to the post.

These concepts were annotated in this way as
an initial exploration into some of the concepts that
appear in our programme theories. These concepts
will need to be developed further based on further
refinement of what they mean within the context
of different CMO configurations and based upon
how their automatic detection can be used to test
our theories. The concept of connectedness, in
particular, is highly likely to require refinement and
further annotation before it can be applied to theory
testing.

Model Precision Recall F1-Score Support
Connectedness
Naive Bayes 0.57 0.57 0.57 64
SVM 0.47 0.49 0.35 64
Random Forest 0.68 0.65 0.61 64
Distilbert 0.84 0.83 0.82 64
RoBerta 0.82 0.81 0.81 64
Empathy
Naive Bayes 0.75 0.44 0.44 1001
SVM 0.71 0.49 0.50 1001
Random Forest 0.66 0.53 0.55 1001
Distilbert 0.79 0.79 0.79 1001
RoBerta 0.82 0.81 0.82 1001
Experience
Naive Bayes 0.75 0.64 0.58 243
SVM 0.72 0.72 0.71 243
Random Forest 0.76 0.76 0.76 243
Distilbert 0.86 0.86 0.86 243
RoBerta 0.93 0.93 0.93 243
Gratitude
Naive Bayes 0.81 0.81 0.81 91
SVM 0.84 0.80 0.79 91
Random Forest 0.92 0.91 0.91 91
Distilbert 0.98 0.98 0.98 91
RoBerta 0.98 0.98 0.98 91

Table 1: Model metrics (macro averages)

3.3. Models
Our annotated dataset was undersampled on the
most common class to create three balanced
datasets for connectedness, lived experience and
gratitude. An existing dataset for empathy was
used. A 60/20/20 train/test/validate split was used
to ensure there was sufficient test data for some of
the less frequently annotated concepts.

To compare our results, we also created base-
lines using Naive Bayes, SVM and Random Forest
methods. For these baseline methods, we used
word level TF-IDF (Term Frequency Inverse Doc-
ument Frequency) vectors to train and used the
popular SKLearn library3.

The BERT-based models we chose to use were
DistilBERT (Sanh et al., 2019) and RoBERTa using
the transformers library4. These were hyperpa-
rameter tuned using Optuna5 with 50 runs varying
learning rate, training and evaluation batch sizes.
The final models were then trained over 30 epochs
to assess their training loss and learning rate (see
Figure 1).

4. Results

The results of our best model runs (with tuned hy-
perparameters) on our validation set are shown in
Table 1. These results were taken when the best
metric (F1 score) was found on our final training run
(up to 30 epochs). In some cases, F1 score began
to deteriorate (possibly as the result of overfitting).

3https://scikit-learn.org/stable/index.html
4https://huggingface.co/docs/transformers/index
5https://optuna.org/
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Figure 1: Model loss during training

We find that across all four concepts, BERT-based
models outperform all baseline models, often by a
substantial margin. Confusion matrices are shown
in Figure 2.

Connectedness appeared to show little differ-
ence in performance between DistilBERT and
RoBERTa, but they did both outperform Random
Forest, which was the best baseline model. It could
be that for connectedness (as this concept needs
to be developed further and there is a low support)
in the future these results may change. RoBERTa
achieved the highest F1 score in the detection of
experience; this concept was the only one where
there was a notable difference between RoBERTa
and DistilBERT. Gratitude is the only concept where
one of the baseline models was comparable to the
BERT-based models. Random Forest achieved
excellent F1 scores for the detection of gratitude
on our dataset, but DistilBERT and RoBERTa still
proved to be the most effective in the detection of
this concept.

Our experiments looking at the concept of Em-
pathy using a pre-existing dataset achieved similar
results to the original paper, which utilised the origi-
nal BERT model. Tuned RoBERTa and DistilBERT
models achieved F1 scores of 0.82 and 0.79 re-
spectively, which are comparable to the original
published score of 0.74 using BERT. The baseline
models were also similarly comparable to the origi-
nal publication. 0.44, 0.50, 0.55 for Naive Bayes,
SVM and Random Forest respectively vs 0.39, 0.59,
0.55.

5. Conclusion

We have presented our initial exploration of build-
ing models for the detection of four key concepts
related to mental health peer support forums: con-
nectedness, empathy, experience and gratitude.
We have demonstrated that modern transformer-
based models (DistilBERT and RoBERTa) outper-

Figure 2: Confusion Matrices

form classic baseline models (Naive Bayes, SVM,
Random Forrest). We have also replicated previous
work utilising BERT models on an existing empathy
dataset.

Future work will take these models and apply
them across seven datasets that have been col-
lected as part of the iPOF project. We will then
explore ways that they can be used to test a set of
realist theories by looking for correlations between
these and other annotations, e.g. Does the sharing
of lived experience lead to an increase in sentiment
in a forum thread? Does receiving expressions
of empathy contribute to how active a forum user
becomes?

6. Ethics Statement

There are very important ethical issues in analysing
forum posts. People often share details about the
things that are causing them distress, in the hope
that other people who have faced similar problems
can help them. It is vital that the forum feels a
safe space in which to do this. We do not want
this research to jeopardise this feeling of safety in
any way. Therefore, we have developed a com-
prehensive ethical framework for this study. This
has been developed with input from legal, clinical,
academic and lived expertise, and approved by the
Health Research Authority (IRAS 314029). As the
project progresses we may need to make changes
to how the study is conducted. Any changes will
be approved by the study sponsor and the ethics
committee and will be updated online for informa-
tion6.

6https://www.lancaster.ac.uk/ipof/
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Abstract
The lack of standardized evaluation benchmarks in the medical domain for text inputs can be a barrier to widely
adopting and leveraging the potential of natural language models for health-related downstream tasks. This paper
revisited an openly available MIMIC-IV benchmark for electronic health records (EHRs) to address this issue. First,
we integrate the MIMIC-IV data within the Hugging Face datasets library to allow an easy share and use of this
collection. Second, we investigate the application of templates to convert EHR tabular data to text. Experiments
using fine-tuned and zero-shot LLMs on the mortality of patients task show that fine-tuned text-based models are
competitive against robust tabular classifiers. In contrast, zero-shot LLMs struggle to leverage EHR representations.
This study underlines the potential of text-based approaches in the medical field and highlights areas for further
improvement.

Keywords: Large language models, MIMIC-IV benchmark, Text-based mortality classification

1. Introduction

Recent advancements in natural language process-
ing (NLP) and information retrieval (IR) tasks have
been significantly driven by Transformers-based
models, such as BERT (Devlin et al., 2018) and
RoBERTa (Liu et al., 2019). These models have
been trained on raw linguistic information with min-
imal supervision. Furthermore, the emergence of
large language models (LLMs), such as ChatGPT
(Achiam et al., 2023) and Llama 2 (Touvron et al.,
2023), has extended these capabilities by scal-
ing in parameters size and training data. In the
medical domain, applying LLMs has emerged as a
novel tool for patients and healthcare practitioners
(Meskó and Topol, 2023). For example, electronic
health records (EHR), composed of non-linguistic
information such as laboratory measurements, pro-
cedures, and medication codes, are translated into
linguistic reports using these models (Van Veen
et al., 2023). However, it is still unclear how useful
EHR model representations are in non-linguistic
tasks. Beyond privacy concerns, the critical issue
preventing the broad adoption of LLMs in for this
problem is effectively transforming patient struc-
tured information from the raw EHR format to a
linguistic unstructured format that can leverage the
potential of LLMs’ text-based representations. Ex-
isting Transformer-based models for patient data,
such as TransformEHR (Yang et al., 2023) and
BEHRT (Li et al., 2020), have adapted their archi-
tecture to consider tabular input data. However,
this process requires a costly pre-training step that
does not take advantage of the advancements in
improved LLMs and free EHR benchmarks such

as MIMIC IV (Johnson et al., 2023). The latter pro-
vides large-scale intensive care unit (ICU) patient
data in a tabular form related to established cohorts
used in different downstream tasks (e.g., mortality
patient classification). Consequently, we argue that
improving the accessibility of these resources to
meet the models’ evolution is crucial for the field.

In this paper, we propose a simple but ef-
fective methodology to standardize the MIMIC-
IV benchmark towards using state of the art
(SOTA) Transformer-based architectures (BERT,
DistilBERT (Sanh et al., 2019) and RoBERTa), and
LLMs (Llama 2, Meditron (Chen et al., 2023)) for
health-related predictive tasks. For this purpose,
we identify six main groups of features on the ICU
data and propose a template-based data-to-text
transformation. Thus, we are able to provide a text
document input that summarizes the patient’s ICU
entry. Additionally, and for the sake of reproducibil-
ity, we provide a Hugging Face datasets object1
that automatically produces a clinical cohort in the
desired textual format2. Our main contributions are
as follows: 1) A standard MIMIC-IV benchmark,
integrated into the Hugging Face datasets library,
allowing flexible use of the EHRs representation in
health-related downstream tasks; 2) A comprehen-
sive set of experiments using eight different mod-
els for evaluating the effectiveness of our revisited
MIMIC-IV benchmark on the mortality classification
task.

1https://huggingface.co/docs/datasets/index
2Publicly available at https://huggingface.co/

datasets/thbndi/Mimic4Dataset
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2. Background and Related Work

2.1. MIMIC Collections and Benchmarks
The Medical Information Mart for Intensive Care
(MIMIC) collection (Johnson et al., 2023; Johnson
et al.) is one of the largest and most recent EHR
datasets. It includes more than 250,000 patients
admitted to intensive care at Beth Israel Deaconess
at Boston’s Beth Israel Deaconess Medical Center.
For each patient, details of the full journey in the
ICU are available in a deidentified form for privacy
concerns3. The current version is the MIMIC-IV
collection (Gupta et al., 2022) which collect patient
data between 2008-2019 and uses ICD-9 and ICD-
10 versions of the International Classification of
Diseases (ICD)4 to list diagnoses and to link medi-
cal procedures to diagnoses.
In recent works, multiple benchmarks were pro-
posed for the medical domain (Harutyunyan et al.,
2019; Gupta et al., 2022; Wang et al., 2020) us-
ing MIMIC collections (Johnson et al., 2023, 2016).
They appear as a mainstream mean of model com-
parability and reproducibility. The MIMIC-IV data
pipeline (Gupta et al., 2022) is proposed to pre-
process data for downstream tasks. This pipeline
is able to transform raw data into a ready-to-use
tabular representation of the patient’s data. Addi-
tionally, it provides the mapping to ICD as well as
standard techniques for dimensionality reduction.
Although a first step is the proposal of the bench-
marks, we aim to go for two steps forward in this
work by proposing the integration of the MIMIC IV
benchmark into datasets of Hugging Face5, one of
the largest hub ready-to-use datasets, as well as
the possibility of using Transformer-based models
(including LLMs) for predictive tasks on EHRs.

2.2. Transformers for EHRs
Transformers-based models of the general domain,
such as BERT, have been adapted to the clini-
cal domain using medical-related linguistic collec-
tions such as PubMed (BioBERT (Lee et al., 2020)
and ClinicalBERT (Alsentzer et al., 2019)). Re-
cently, efforts to encode non-linguistic information
of EHRs to model patient data have emerged with
models such as BEHRT (Li et al., 2020), Med-
BERT (Rasmy et al., 2021), and TransformEHR
(Yang et al., 2023). These models encode different
health modalities in flexible architectures. However,
they require pre-training on large-scale datasets
and do not benefit from the significant progress of

3With regard to the Safe Harbor provision of the
HIPAA.

4https://www.who.int/standards/classifications/
classification-of-diseases

5Our implementation respects MIMIC’s access poli-
cies by asking the user to provide the original data.

Transformer-based models in the NLP literature.
Furthermore, LLMs such as ChatGPT (Achiam
et al., 2023), Llama 2 (Touvron et al., 2023), and its
medical variant Meditron (Chen et al., 2023) have
shown outstanding performance in different clinical
tasks related to adapting non-linguistic health data,
such as images and EHR diagnostics, into text
(Meskó and Topol, 2023; Yeo et al., 2023). How-
ever, the exploration of this linguistic EHR represen-
tation for non-linguistic tasks, referred to as EHR
downstream tasks, is limited. In order to bridge
this gap, we present experiments on EHR data to
explore their potential.

3. MIMIC-IV Benchmark Revisited

Here, we detail the pipeline and EHR data used,
then we describe the templates proposed for trans-
forming tabular EHR data into textual inputs.

3.1. The Pipeline
We rely on the MIMIC-IV benchmark to produce the
standard evaluation framework for text. Thus, first,
we integrated the recommended pre-processing
guidelines in the datasets library and implemented
all the features of the MIMIC-IV-Data-Pipeline6 pro-
vided in a tabular form, as shown in the left side
of Figure 1. After the preprocessing steps, we ob-
tained a tabular representation that includes the
demographic, current diagnosis features and time-
series features related to labs, medications, proce-
dures, and vitals, as show in Table 1.

Note that features like CHAR/LAB are given in
time intervals, thus a reduction/expansion strategy
must be applied to normalize the representation
size. Data imputation is commonly applied by sam-
pling data from a fixed number of time windows or
even averaging values across a sequence of time
windows. As shown in Section 4.2, we did not find
large differences between sampling or averaging
these features.

3.2. Proposed Templates
Finally, feature EHR data is transformed to text
using a template-based strategy as shown in right
side of Figure 1 and described below:

“The patient {ethnicity} {gender}, {age} years
old, covered by {insurance} was diagnosed with
{cond_text}.” With {cond_text} corresponding to the
textual description from ICD10 of the diagnoses.

“The chart events measured were: {chart_text}.”
With chart_text the list of biological measurements
of the form: {mean_val} for {feat_label}, mean_val

6https://github.com/healthylaife/
MIMIC-IV-Data-Pipeline
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Figure 1: Dataset generation pipeline for the tabular format and the text format.
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Table 1: Features list for the MIMIC-IV benchmark.
Name Description
Demo
graphics
(DEMO):

The list of demographic data is a tiny
vector corresponding to the patient’s
gender, ethnicity, medical insurance,
and age category. This data is encoded
to obtain a numerical vector.

Diagnosis
(COND):

The list of diagnoses established on a
patient’s admission is encoded using a
one-hot vector of all ICD codes including
the patient’s identified diseases. Note
that this vector could be large w.r.t. other
features.

Chart
Events/Lab
(CHART/
LAB):

Gives the value of the biological item_id
performed in time interval t.

Medications
(MEDS):

For each item_id corresponding to a
medication the quantity administered
in time interval t or zero if not admin-
istrated.

Procedures
(PROC):

The list of medical procedures per-
formed is given as a form of a one-hot
vector setting to 1 the item_id of proce-
dures performed in time interval t.

Output
Events
(OUTE):

The list of biological samples taken is
encoded using a one-hot vector of each
item_id of the samples performed in
time interval t.

is the mean value of the {feat_label} measurement
over the episode.

“The mean amounts of medications adminis-
tered during the episode were: {meds_text}.” With
{meds_text} the list of quantities of drugs admin-
istrated of the form: {mean_val} for {feat_label},
{mean_val} the average value over the episode of
the quantity of drug {feat_label}.

“The procedures performed were: {proc_text}.”
With {proc_text} the list of medical procedures per-
formed during the episode.

“The outputs collected were: {out_text}.” With
{out_text} the list of biological prebiological samples
taken during the episode.

Table 2 shows a sample of the textual input.

4. Experiments

4.1. Experimental Setup
To ensure a fair reproducibility of our experiments,
we develop a datasets object that is able to pro-
duce tabular information as well as template-based
textual data.

For tabular data, we create Representation 1,
which follows the default configuration used in
(Gupta et al., 2022), but other configurations are
available in our implementation. Similarly, Repre-
sentation 2 is an aggregated representation of the
same data. The main difference is the number of
final features as the former uses 2766 features (as
result of the concatenation of each window rep-
resentation) and the latter 1110 features (as the
values of all windows are averaged). We evaluated
our revised MIMIC-IV benchmark on patient mor-
tality classification as a pilot downstream task as
provided in (Gupta et al., 2022). Evaluation focuses
on both benchmark reproducibility (Cf. Section
4.2) and both feasibility and effectiveness using
representative models (Cf. Section 4.3). Model
parameters were selected using a 5-fold cross val-
idation for classical machine learning algorithms
available on Scikitlearn library7. We used algo-
rithms for tabular data, such as Gradient Boosting
(default parameters), XGBoost (objective=“binary
:logistic”), Random Forest (n_estimators=300, cri-
terion=“gini”), and Logistic regression (default pa-
rameters).

For textual data, we fine-tuned six different
Transformer-based models. We used optimal hy-
perparameters including learning rate of 5e − 5,

7https://scikit-learn.org/
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Table 2: Example of a text-based representation of a patient from the MIMIC-IV benchmark dataset.
Values were changed to avoid leaking the example.

Feature Example text
DEMO The patient white male, 55 years old, covered by Other
COND was diagnosed with Streptococcal sepsis; Acute pancreatitis; resistance to anti-microbial drugs.

CHAR/LAB The chart events measured were: 73.655 for Heart Rate; 116.859 for Heart rate Alarm - High; ...
MEDS The mean amounts of medications administered during the episode were: 44.778 of Albumin 5%; ...
PROC The procedures performed were: Dialysis Catheter; 18 Gauge; EKG; ...
OUTE The outputs collected were: OR EBL; OR Urine; Pre-Admission; ...

Table 3: Comparative evaluation of our standardized MIMIC-IV vs. original benchmark (Gupta et al., 2022)
on the patient mortality classification task.

Representation 1 Representation 2 (Gupta et al., 2022)
Algorithm AU-ROC AU-PRC AU-ROC AU-PRC AU-ROC AU-PRC

Gradient Boosting 0.86 0.53 0.86 0.53 0.85 0.48
XGBoost 0.86 0.51 0.85 0.51 0.84 0.47

Random Forest 0.82 0.49 0.84 0.50 0.79 0.39
Logistic Regression 0.77 0.36 0.77 0.37 0.67 0.24

AdamW optimization and 3 epochs. For our zero-
shot setup with LLMs, we explored multiple prompts.
In the following, we report two of these prompts,
which provide the highest number of valid re-
sponses for the task. We limited the output gener-
ation to 2 tokens.

We refer as P1 for the prompt:

Prompt P1: “You are an extremely helpful health-
care assistant. You answer the question using only
’yes’ or ’no’ and considering a patient hospital pro-
file: ‘[textual EHR]’.
Question: Is the patient dead?.
Answer (only yes or no): ”

Similarly, we refer as P2 for the prompt:

Prompt P2: “Analyze the provided ICU data for a
patient. The data covers the first 48 hours of the
ICU stay, including vital statistics, lab test results,
and treatments administered. Answer only Yes for
a prediction of survival or No for a prediction of
mortality. The patient ICU data is: ‘[textual EHR]’.
Based on this data, answer.
Question: Will the patient survive in the next 24
hours?.
Answer (use only yes or no): ”

We set a limit of 512 tokens for input length for

fine-tuned models and 1024 tokens for zero-shot
models. It should be noted that this truncation
only affected the fine-tuned models, and at times,
it removed relevant information related to MEDS,
PROC, and OUTE features. In Section 4.3, we
discuss an ablation study that looks into the impact
of these features.

4.2. Evaluation with Tabular EHR Data

Our results on tabular data and the reference values
from the original benchmark (Gupta et al., 2022)
are presented in Table 3. Note that our results are
presented for two different aggregation strategies,
Representation 1 and Representation 2. In both
cases, our results are slightly higher than those of
the approach proposed in (Gupta et al., 2022) and
used as a starting point. This is mainly due to our
careful pre-processing of the data. As an impor-
tant result, note that the Representation 2 column
performs similarly to Representation 1 but uses
significantly fewer features. Additionally, 1,034 val-
ues among 1,110 from the vector representation
are sparse as they are dedicated to the diagnosis
representation. These results lead us to pursue
the text-based representation as only 66 values
from biological signals combined with textual data
(diagnosis) are enough to achieve state-of-the-art
results on tabular data.
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4.3. Evaluation of Using Template-based
Text Inputs

Our main results on using text-based models
for patient mortality classification tasks are pre-
sented in Table 4. For the fine-tuned models,
we used the three general purpose trained mod-
els, namely DistilBERT (distilbert-base-uncased
(Sanh et al., 2019)), BERT (bert-base-uncased
(Devlin et al., 2018)), and RoBERTa (roberta-
base (Liu et al., 2019)) (top three), and three oth-
ers from the medical domain, namely BioClinical-
BERT (Bio_ClinicalBERT (Alsentzer et al., 2019)),
BioBERT (dmis-lab/biobert-v1.1 (Lee et al., 2020)),
and BiomedNLP (microsoft/BiomedNLP (Gu et al.,
2021)( (bottom three). We reported only results
with oversampling8. Our results show that the gen-
eral purpose and domain-specific models behave
similarly regarding AU-ROC, with all models getting
close values (between 0.87 and 0.88). However,
AU-PRC values differ as models from the medi-
cal domain outperform the general-purpose ones.
Although a slight improvement was observed for
general-purpose models in terms of AU-PRC, this
is not enough to achieve the performance of the
domain-specific models. Unsurprisingly, there is
a clear interest in fine-tuning medical texts. How-
ever, general-purpose models, such as RoBERTa,
closely follow top performances.

Furthermore, we explored using two LLMs,
Llama2 (13b) (meta-llama/Llama-2-7b-hf (Touvron
et al., 2023)) and its medical variant Meditron (7b)
(epfl-llm/meditron-7b (Chen et al., 2023)) in a zero-
shot setup considering two different prompts named
P1 and P2. We generally observed a lower per-
formance from the Zero-shot section (as shown
in Table 4) compared to Fine-tuned models. Af-
ter analyzing the Zero-shot section, we found that
prompt P1 received better scores than P2. These
results indicate that models are sensitive to the
query format for this task. In addition, we noticed
that domain-specific models, such as Meditron, per-
formed better than general ones like Llama 2, us-
ing both prompts, similar to the fine-tuned setup.
These findings suggest that SOTA LLMs struggle to
encode and transfer EHR representations to down-
stream tasks within the explored prompts. A possi-
ble development towards using LLMs with tabular
data is to define better translation methods to inte-
grate this structured knowledge into the language
models. Also, these findings motivate further re-
search and experimentation by applying alternative
techniques such as in-context learning (Dong et al.,
2022) or prompt-tuning (Lester et al., 2021).

Moreover, in this setup, in addition to right or
wrong answers, we also consider unanswered
questions. Such questions occur when the LLM

8We found similar results without oversampling.

Table 4: Results of the general purpose and med-
ical domain models on the patient mortality task
using text representations of patient data.

Models AU-ROC AU-PRC
Fine-tuned

DistilBERT 0.87 0.42
BERT 0.87 0.43

RoBERTa 0.88 0.47
BioClinicalBERT 0.87 0.43

BioBERT 0.88 0.45
BiomedNLP 0.88 0.46

Zero-shot with prompt P1
Llama 2 (13b) 0.50 0.38
Meditron (7b) 0.61 0.39

Zero-shot with prompt P2
Llama 2 (13b) 0.50 0.13
Meditron (7b) 0.51 0.23

Table 5: Number of answered and unanswered
samples by the LLMs for the zero-shot setup.

Model # answered # unanswered
With prompt P1

Llama 2 (13b) 5952 (96.70%) 203 (3.30%)
Meditron (7b) 6152 (99.96%) 3 (0.04%)

With prompt P2
Llama 2 (13b) 1885 (30.63%) 4270 (69.37%)
Meditron (7b) 6155 (100.0%) 0 (0.00%)

fails to provide an output from the expected tokens,
which are “Yes” or “No” in our case. For our ex-
periments, we consider “No” the default answer
for the results reported in Table 4. To provide fur-
ther details, we display the number of answered
and unanswered questions per model in Table 5.
Upon analysis, we found that the Llama 2 model
left 3.30% of the dataset unanswered, while the
Meditron model left only 0.04% unanswered using
prompt P1. In contrast, the prompt P2 obtained
69.37% of unanswered questions with Llama 2 and
no unanswered questions by Meditron.

By comparing the different prompts used to de-
scribe the task, we can observe that Llama 2 (gen-
eral domain model) struggles to understand the
task while making some modifications. In contrast,
Meditron (domain-specific models) is more stable
when using different reformulations of the task.

We further our analysis by performing an abla-
tion study with two representative models, BERT
and BiomedNLP, to study the accumulative effect
of the features. Results are presented in Table 6.
As a main feature, we can easily identify COND as
a clear buster in performance. This feature alone
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Table 6: Ablation study using different text features. ‘!’ indicates that the feature was used in the patient
representation. CH/LA stands for CHART/LAB. Results in bold indicate best performance.

COND ! ! ! ! ! !

DEMO ! ! ! ! !

CH/LA ! ! ! ! !

MEDS ! ! !

PROC ! !

Features OUTE !

AU-ROC
BERT 0.87 0.88 0.86 0.89 0.89 0.88 0.75

BiomedNLP 0.87 0.88 0.88 0.87 0.86 0.88 0.63
AU-PRC

BERT 0.41 0.44 0.40 0.46 0.46 0.46 0.24
BiomedNLP 0.45 0.46 0.50 0.42 0.39 0.47 0.13

achieves a close value to top performance, indicat-
ing that it is a clear signal of the patient profile rep-
resentation. However, other no-expert-based fea-
tures, such as CHAR/LAB, are also reliable. Note
that this is an encouraging result as the features
are given in an aggregated form. In fact, compared
to the best model, the model can perform correctly
in terms of AU-ROC. Also, note that both models
achieve the best performance before integrating
all the features. In particular, MEDS, PROC, and
OUTE (only for BiomedNLP) do not improve previ-
ous combinations. This indicates that more elabo-
rated templates are worth investigating to integrate
these features.

5. Conclusion

In this paper, we presented a publicly available
Hugging Face datasets object that allows a repro-
ducible way to use the MIMIC-IV benchmark for
EHR representation and use in health-related tasks
based on text-based model. Using MIMIC IV in the
proposed object, we aim to facilitate the experimen-
tation with a comprehensive public EHR dataset
in its original tabular form and text format through
text-based templates. Our experiments showed
that fine-tuned text-based models perform similarly
to the strongest tabular-based alternatives regard-
ing AU-ROC. On the contrary, LLMs in a zero-shot
setup suggested limitations when encoding EHR
information. This evaluation provides a starting
point for a new family of large language models to-
ward improving the current SOTA on health-related
predictive tasks.
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Abstract
In recent years, the analysis of clinical texts has evolved significantly, driven by the emergence of language
models like BERT such as PubMedBERT, and ClinicalBERT, which have been tailored for the (bio)medical
domain that rely on extensive archives of medical documents. While they boast high accuracy, their lack of
interpretability and language transfer limitations restrict their clinical utility. To address this, we propose a
new, lightweight graph-based embedding method designed specifically for radiology reports. This approach
considers the report’s structure and content, connecting medical terms through the multilingual SNOMED Clinical
Terms knowledge base. The resulting graph embedding reveals intricate relationships among clinical terms,
enhancing both clinician comprehension and clinical accuracy without the need for large pre-training datasets.
Demonstrating the versatility of our method, we apply this embedding to two tasks: disease and image classification
in X-ray reports. In disease classification, our model competes effectively with BERT-based approaches, yet it is
significantly smaller and requires less training data. Additionally, in image classification, we illustrate the efficacy of the
graph embedding by leveraging cross-modal knowledge transfer, highlighting its applicability across diverse languages.

Keywords: Multimodal graph learning, Knowledge integration, Clinical reports, Language models

1. Background and Introduction

The advent of transformer-based architectures has
revolutionized the field of medical text and image
processing. Fine-tuned versions of the Bidirec-
tional Encoder Representation from Transformers
(BERT) model, such as ClinicalBERT (Alsentzer
et al., 2019) and BioBERT (Lee et al., 2020), have
demonstrated remarkable performance (Gu et al.,
2021). ClinicalBERT, in particular, excels in tasks
related to radiology reports of X-ray scans, includ-
ing text-based disease classification and report
generation. However, the direct application of gen-
eral natural language processing (NLP) methods
to the medical domain presents significant chal-
lenges, advocating for the development of domain-
specific solutions for processing medical text. Due
to the fact that the BERT models primarily focus
on the English language, adapting these large lan-
guage models for multilingual use poses signifi-
cant challenges, leading to reduced performance.
Also, Spanish counterparts of BERT, such as BETO
(Cañete et al., 2023) and bio-cli-52k (Carrino et al.,
2021) are trained on approximately ten times less
data, resulting in inferior performance.

Rather than relying on self-supervision, we can
employ structured medical knowledge. The Uni-
fied Medical Language System (UMLS) comprises
standardized definitions and relationships within
medical terminologies and vocabularies across 25
languages (Bodenreider, 2004). The UMLS can
be implemented across various national hospitals
and even transnationally, and it is particularly ben-
eficial for countries that lack access to large med-

ical datasets due to their smaller population size
or limited financial resources. The specific ontolo-
gies within UMLS offer additional advantages, as
SNOMED CT provides connections between con-
cepts within its respective ontology. The additional
information from this knowledge base can be valu-
able, as expert-level annotation is rare in the med-
ical domain. A particularly useful application of
SNOMED CT is in clinical reports, which are widely
available in public datasets but are largely unan-
notated. The structure of UMLS and SNOMED
CT makes them suitable for representation with
knowledge graphs, which can efficiently represent
structured sets of entities (Chang et al., 2020). In
specialized domains like medicine, language mod-
els must learn directly from domain-specific termi-
nologies to enhance reliability, rather solely relying
on corpus-based learning.

This paper introduces a novel self-attention
graph embedding method for structuring clinical re-
ports, integrating information from existing medical
knowledge by leveraging both the report’s structure
and its linguistic content. Our experimental results
demonstrate that the proposed self-attention graph
embedding achieves competitive performance, and
the text embeddings from the clinical report offer a
more computationally efficient, more interpretable,
and more intuitive alternative to existing embedding
methods. We demonstrate that the utilization of
UMLS and SNOMED CT facilitates effortless trans-
lation across languages, and finally, the proposed
report graph can be integrated into a multimodal
framework for knowledge transfer to images, en-
abling improved classification accuracy.
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2. Related Work

Two main approaches are currently utilized for
embedding medical text: pre-trained models
on biomedical datasets and fine-tuned versions
of those models. The pre-trained models in-
clude BioWordVec (Zhang et al., 2019), and the
fine-tuned models include BERT variants such
as BioBERT (Lee et al., 2020), ClinicalBERT
(Alsentzer et al., 2019), PubMedBERT (Gu et al.,
2021) and many more, which are fine-tuned on
(bio)medical and clinical datasets. SapBERT (Liu
et al., 2021a), which introduced a self-alignment
strategy for learning from UMLS synonym pairs via
a multi-similarity (MS) loss function to force related
concepts closer to one another in BERT’s represen-
tation space. These embeddings form the basis of
the most recent state-of-the-art methods for radi-
ology report generation and outperform previous
methods by a large margin. Knowledge graphs
have been employed to improve patient record-
based diagnosis (Heilig et al., 2022), enhance entity
extraction from radiology reports (Jain et al., 2021),
and supplement image diagnosis (Prabhakar et al.,
2022). The graphs used to generate a clinical re-
port are typically small (approximately containing
15 nodes) consisting of disease labels, proving
to be an effective method for capturing the global
context (Yan, 2022; Liu et al., 2021c,b). Our ap-
proach suggests embedding from a clinical radiol-
ogy report, rather than for generating one. No prior
research has explored structured representations
encompassing full clinical reports with knowledge
graphs and medical ontologies.

3. Methodology

Our proposed method consists of three steps: ex-
tracting entities from the clinical report, construct-
ing a knowledge graph, and encoding the graph,
as shown in Figure 1. The graph’s nodes repre-
sent words in the report that match terms from the
clinical database, and the edges represent relation-
ships between these terms and their locations in
the report.

3.1. Named Entity Recognition
Clinical concepts C embedded within the plain
text of the clinical reports are extracted using
Named Entity Recognition (NER) through MetaMap
(Aronson and Lang, 2010), on English UMLS con-
cepts; and for Spanish, we utilize UMLSMapper
(Perez et al., 2020). From C, we extract UMLS
Concept Unique Identifiers CUIs : {i0, i1, . . .} =
Concepts(C) . For each CUI, the correspond-
ing SNOMED-CT concept is extracted, resulting
in the final set of clinical concepts from report
C : {c0, c1, . . .}.

Figure 1: Overview of the architecture showcasing
the process of constructing and assessing knowl-
edge graph embeddings and encoding the graph
with both textual and image data for disease classi-
fication.
3.2. Knowledge Graph Construction
An undirected graph is considered in our graph con-
struction phase where the Graph GC = (NC , EC)
defined by a set of nodes NC = {n0, n1, . . .} and
edges EC = {el↔m, . . .}, with el↔m = (nl, nm).
The structure of the clinical report is captured by
considering each sentence separately with sen-
tence node Si of sentence i. The SNOMED-CT
concepts extracted from the clinical report C gives
us a set of concepts per sentence: {ci,0, ci,1, . . .}.
To capture the context between nodes we have the
global connect node gn with the following set of
nodes NC = {si, gn, c}. There are three types of
edges: edges between the concept nodes, edges
from the sentence nodes, and the global con-
nect node, which connects to every concept node
EC = {ec↔c, es↔c, egn↔s, egn↔c}. The types of
edges are as follows: (a) Concept nodes c are
linked by edges ec↔c if they have a contextual re-
lation based on the SNOMED CT ontology. (b)
Sentence nodes si are linked to all the c nodes
in their sentence by edges es↔c, representing the
local structure of the report. (c) A global node
gn connects to every concept node and sentence
node through edges egn↔c and egn↔s, allowing for
communication across the whole report and thus,
EC = {(cl, cm)}, {(cl, si)}, {(si, gn)}, {(cl, gn)}.

3.3. Self-Attention Knowledge Graph
Encoding

Graph attention networks use the self-attention
mechanism to allow nodes in GC to focus on their
neighbors effectively (Velickovic et al., 2017) and
are the preferred method for encoding knowledge
graphs. The node Nu

C and neighbor nodes Nv
C
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with their weight matrices W ∈ RL′
f∗Lf , where Lf

is the length of the node feature. The normalized
attention score between these nodes can be written
as: attuv = softmax(LRelu(Watt

x[WNu
C
||WNv

C
])).

The node Nu
C is encoded as: Nu

C
′ = σ(

∑
attuv ·

WNv
C
), where σ is a nonlinear function. The whole

graph with n attention layers stacked on top of each
other is encoded as:G′

C = fn
attention(NC , EC).

3.4. Analysis and Inferences
To determine whether the constructed graph em-
beddings capture information representative of the
content of the clinical report, we evaluate them
on two classification tasks, as illustrated in Figure
1. The effectiveness of our knowledge graph em-
bedding is assessed for a diagnosis classification
based on the clinical report, and we compare our
method against biomedical variants of BERT. Dis-
ease classification is performed on the entire report
through a max pooling operation on encoded node
representations N ′

C , followed by a classification.
The ability of our graph embedding to transfer the

information it contains across modalities is tested
by integrating the embeddings into a knowledge dis-
tillation with variational inference (KDVI) (Ahn et al.,
2019), where graph embeddings are employed to
improve image-based disease classifications. A
conditional latent variable model was introduced to
distill the information from clinical report C to chest
X-ray scan through variational inference and we
draw inspiration from conditional variational infer-
ence through KG reasoning (CVIR) (Chen et al.,
2018).

The evidence lower bound objective (ELBO)
of CVIR consists of a term for reconstructing
the data and a term for measuring the Kullback-
Leibler (KL) divergence: L = E[log p(y|I, zI)] −
DKL[q(z)||p(zI |I)] where zI is a hidden represen-
tation of I, y are the class labels, and p(zI |I) is
the prior distribution over z. p(zI |I) · q(z) is the
posterior distribution over z, which is usually an
isotropic Gaussian distribution N (0, I). In KDVI,
the posterior is q(zC |C), where zC is a hidden rep-
resentation of C. This new posterior allows us to
extract information from C to I by minimizing this KL
term: DKL[q(zC |C)||p(zI |I)]. This way, we transfer
knowledge and information from text to imaging.
During the training phase, we need both as input,
but in the testing phase, we only need the imaging
data. With this approach, we use our text-based
knowledge graph embeddings of the clinical report
to enhance the image representations.

4. Experiments and Results

Three datasets were used for training and evalua-
tion: MIMIC-CXR (Johnson et al., 2019), OpenI

(Demner-Fushman et al., 2016), and PadChest
(Bustos et al., 2020). MIMIC-CXR comprises
377,110 chest X-rays and 227,827 anonymized
radiology reports, with disease labels generated
using a rule-based labeler. OpenI consists of 7,470
chest X-rays and 3,955 anonymized reports with
similar disease labels. PadChest contains 160,000
radiology images and Spanish clinical reports with
174 disease labels. The disease labels from all
three datasets can be consolidated into a unified la-
bel space. There are no limitations on the number
of entities that can be extracted from the clinical
report using NER with MetaMap or on the number
of edges within a graph. We initialize the nodes us-
ing vectorized representations of individual UMLS
concepts, which are obtained by pre-training on
datasets containing (bio)medical data (Beam et al.,
2019). These 200-dimensional non-contextual em-
beddings are inspired by word2vec and can be di-
rectly integrated into our method without requiring
additional processing steps. Embedding initializa-
tions for si and gn are calculated by averaging the
node embeddings n over the sentence and the en-
tire graph, respectively.

Metric BioBERTPubMedBERTClinicalBERTOurs
AUC 0.920 0.946 0.974 0.948
Recall 0.840 0.846 0.868 0.850
Precision0.593 0.600 0.611 0.632
F1 0.688 0.713 0.726 0.726

Table 1: Comparison of our approach with baseline
models on MIMIC-CXR dataset

Metric BioBERTPubMedBERTClinicalBERTOurs
AUC 0.929 0.929 0.965 0.966
Recall 0.768 0.818 0.818 0.864
Precision0.560 0.571 0.602 0.625
F1 0.680 0.717 0.700 0.717

Table 2: Comparison of our approach with baseline
models on OpenI dataset

Metric BETO Bio-cli-52k Ours
AUC 0.881 0.918 0.966
Recall 0.509 0.678 0.841
Precision 0.219 0.490 0.545
F1 0.555 0.574 0.682

Table 3: Comparison of our approach with baseline
models

The graph attention encoder consists of 1, 3, 6,
or 12 consecutive graph attention layers with hid-
den sizes of 512, 1024, 2048, or 4094, and the
graph classification is performed using a multilayer
perceptron (MLP) with dimensions 512, 256, 14,
8, employing cross-entropy loss. The results are
reported using the AUC metric, in line with existing
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benchmarks, and the evaluation of VKD is con-
ducted with a latent space size of 2048 and 12 se-
quential graph attention layers for encoding. Other
hyperparameter settings are directly adopted from
(Chen et al., 2018), and a dropout rate of 0.5 is
applied to all layers of the architecture.

Training is performed on two NVIDIA GeForce
RTX 3090 GPUs, utilizing Adam optimizer with
early stopping and a tolerance of 1%. Tables 1,
2, and 3 present the disease classification results
obtained from our graph embedding approach, and
the results are shown for an encoder with a hid-
den size of 1024 and 3 graph attention layers,
which demonstrated the best overall performance.
Our method achieves comparable performance to
BioBERT and PubMedBERT, and slightly lower per-
formance compared to ClinicalBERT while utiliz-
ing significantly fewer parameters (Table 4). On
the Spanish PadChest dataset, our method outper-
forms BERT-based methods. This can be attributed
to the smaller training datasets of these models,
which are ten times smaller than their English coun-
terparts. Furthermore, our method exhibits faster
inference rates (samples per second) on GPU plat-
forms and performs relatively better on the smaller
OpenI dataset, highlighting the effectiveness of our
embedding for report representation without the
need for large datasets.

Dataset ClinicalBERT Ours
MIMIC-CXR (Recall) 0.564 0.528
MIMIC-CXR (Precision) 0.537 0.537
MIMIC-CXR (F1) 0.508 0.469
MIMIC-CXR (AUC) 0.838 0.825
OpenI (Recall) 0.581 0.579
OpenI (Precision) 0.533 0.528
OpenI (F1) 0.509 0.497
OpenI (AUC) 0.884 0.864
PadChest (Recall) 0.528 0.534
PadChest (Precision) 0.510 0.532
PadChest (F1) 0.480 0.474
PadChest (AUC) 0.814 0.821

Table 4: Classification Accuracy

Employing graphs within a multi-modal frame-
work can enhance our understanding of how ef-
fectively the graph captures intricate information
structures that can span across modalities. Table 4
presents the results of our method for multi-modal
knowledge transfer compared to existing methods
that utilize ClinicalBERT as a clinical report em-
bedding. Training this framework revealed that the
convergence of this model is complex for graphs
with shallow encoders and smaller hidden layers.
As a result, Table 4 displays results obtained with
an encoder comprising 12 graph attention layers
and a hidden size of 2048. While not outperform-
ing the existing ClinicalBERT method, graph em-
beddings demonstrate applicability on both MIMIC-

CXR and OpenI. Performance improvements are
observed compared to image-only classification, in-
dicating successful multi-modal knowledge transfer
with very limited pre-training data.

MIMIC-CXR OpenI PadChest
Full graph 0.930 0.946 0.950
w/o graph 0.924 0.939 0.940
w/o gn 0.917 0.931 0.933
w/o C 0.917 0.935 0.925
w/o gn&S&C 0.919 0.915 0.920

Table 5: Graph ablations on the classification tasks

Also, we delved into the application of graph en-
coders for disease classification, investigating the
influence of encoder count and hidden size on per-
formance. Parameter count emerges as a crucial
factor, with clinicalBERT delivering superior per-
formance but requiring greater computational re-
sources. The performance discrepancy between
the smallest, say, 0.4M parameters and the largest,
say, 62M parameters models is relatively minor,
indicating that graph construction effectively cap-
tures medical knowledge irrespective of encoder
size. Furthermore, we conducted an ablation study
on the graph components in Table 5. The impor-
tance of node types is highlighted by removing them
from the graph. The global node and edges con-
necting SNOMED CT concepts stand out as key
elements in the graph structure. This underscores
how the integration of report composition and the
medical knowledge base (SNOMED CT) yields a
rich representation of the report and shows how
our graph handles repeated terms more efficiently
than ClinicalBERT: ours consists of 34 nodes, while
tokenization with ClinicalBERT requires as many
as 124 tokens. For instance, our knowledge graph
captures the entire word such as ’dencities’, ’opaci-
ties’ as an entity, but ClinicalBERT, tokenizes into
’den’, ’cities’, ’o’, ’pa’, and ’cities’, respectively. The fi-
nal token in this sequence clearly carries a different
contextualized meaning within the general-purpose
language BERT model that underlies ClinicalBERT,
which demonstrates that graphs can capture medi-
cal terminology in a more intuitive and interpretable
way.

5. Conclusion

This paper presents a novel knowledge graph-
based method for creating structured represen-
tations of clinical reports. The knowledge graph
embeddings explicitly encode medical knowledge
from clinical knowledge bases, facilitating transfer
across domains and languages without relying on
large datasets. Concurrently, the proposed method
maintains a significantly smaller model size com-
pared to existing BERT-based models. By captur-

200



ing both structural and content relationships embed-
ded within existing knowledge bases, the proposed
self-attention-based graph representations achieve
comparable performance to current state-of-the-art
transformer-based models in English and Span-
ish, resulting in more informative representations
of clinical reports. Our future scope is to extend
this architecture to Dutch, German, Estonian, and
more languages.
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Abstract
In this research, we propose a framework to generate human-like question-answer pairs with long or factoid answers
automatically and, based on them, automatically evaluate the quality of Retrieval-Augmented Generation (RAG). Our
framework can also create datasets that assess hallucination levels of Large Language Models (LLMs) by simulating
unanswerable questions. We then apply the framework to create a dataset of question-answer (QA) pairs based on
more than 1,000 leaflets about the medical and administrative procedures of a hospital. The dataset was evaluated
by hospital specialists, who confirmed that more than 50% of the QA pairs are applicable. Finally, we show that our
framework can be used to evaluate LLM performance by using Llama-2-13B fine-tuned in Dutch (Vanroy, 2023) with
the generated dataset, and show the method’s use in testing models with regard to answering unanswerable and
factoid questions appears promising.

Keywords: LLMs, Retrieval Augmented Generation, Chatbot Evaluation, Hallucination Detection

1. Introduction

Chatbots’ performance has been greatly enhanced
with recent advancements in RAG-based LLMs,
where questions are supported by verified sources
of information so that LLMs can answer consis-
tently and accurately. However, evaluating these
chatbots requires an enormous amount of labelled
data that is often costly to produce in terms of hu-
man and financial resources. Moreover, evaluation
datasets need to satisfy a few different criteria:

• Covers large knowledge base: A RAG
pipeline often includes thousands of docu-
ments in various topics and language levels
(scientific, conversational, etc.)

• Includes different types of answers: An-
swers can be factoid or long-form, depend-
ing on the type and format of questions.
There might also be unanswerable questions,
whether due to failure in the retriever or lack
of pre-trained knowledge.

Therefore, a proper evaluation workflow should
assess the chatbot’s knowledge across all the top-
ics covered in these documents and include all
types of questions users could ask. In this research,
we focus on automating the creation of a compre-
hensive QA dataset that satisfies the criteria above,
which leads to the following research questions:

1. How to cover all topics when creating the ques-
tions?

2. How to account for questions that cannot be
answered?

3. How to automatically generate and filter

question-answer pairs starting from a set of
documents?

4. To what extent can we compare LLMs’ perfor-
mance using generated data?

2. Related Work

The Question Generation (QG) branch of Natural
Language Processing (NLP) has been of great in-
terest recently due to the rising need for datasets
for chatbot evaluation.

Usually, these datasets are produced based on
a set of documents. In (Cohen et al., 2023), the au-
thors use the QA pairs to form a knowledge base us-
ing the dataset Probably-Asked Questions (Lewis
et al., 2021). Thus, QG can be perceived as a way
of augmenting data for QA systems. The dataset
mentioned before was also automatically gener-
ated for the task of Open-Domain Question Answer-
ing. It comprises 65 million questions in a four-step
process composed of passage selection, span an-
swer extraction based on named entities, question
generation, and filtering (Lewis et al., 2021). The
drawback of this method was that the generated
answers were very brief. The solution implemented
by the authors for this issue was to model the prob-
lem as a Long-Form Question-Answering one that
creates open-ended questions that require expla-
nation (Fan et al., 2019). The authors proposed
a query-based multi-document summarization ap-
proach with sequence-to-sequence models.

Regarding the different types of questions, it is
also possible to create them considering more so-
phisticated processes than reading comprehension.
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As presented in (Wang, 2022), questions may be
generated employing reasoning processes such
as common sense, finding the most logical con-
tinuation of a sentence, or using deduction and
induction given some premises to reach the correct
conclusion. On the other hand, various techniques
have also been proposed to remove irrelevant ques-
tions, such as n-gram similarity between question
and context or scores given by another LLM to the
quality of produced data (Yuan et al., 2022).

Detecting topics in texts is also one of the tasks
researchers have covered the most in NLP. Some
of them use Self-Organizing maps along with the k-
means algorithm (de Miranda et al., 2020), others
have focused on using graph nets for analyzing
text embeddings (Romanova, 2021), and also the
exploitation of temporal correlation in social media
posts has been utilized to detect topics (Comito
et al., 2019). Existing research tends to concentrate
on clustering, but there are additional steps needed
to transform raw text into meaningful topics.

3. Data

We perform experiments on a dataset of 1,320
leaflets (3,958 pages). These leaflets contain in-
formation in Dutch about different medical and ad-
ministrative procedures to help patients navigate
hospital services and find medical information. Fig-
ure 1 illustrates an example of one leaflet’s page
containing multiple sections. A section has a head-
ing and one or more paragraphs that can include
bullet points, tables, and images and can span
across multiple pages or columns.

Figure 1: Format of a leaflet page

4. Method

We propose a multi-step framework to automate
the creation process of the QA dataset, which is
shown in Figure 2. In the following sections, we will
discuss in detail each step.

Figure 2: Steps of the proposed framework

4.1. Section Extraction and Grouping
To ensure the uniqueness of the QA pairs, we cre-
ate targeted questions based on sections. Ques-
tions generated on each section instead of each
page or document are easier to evaluate automati-
cally (Yuan et al., 2022). To extract these sections,
we developed a PDF parser that considers font
characteristics such as size and style together with
the text structure and spacing between paragraphs.
The sections extracted incorrectly are labeled as
anomalies by BERTopic in a downstream topic de-
tection phase and are not considered afterward.
With our parser, we extracted 13,216 sections out of
1,320 digital leaflets, which are machine-readable.
The algorithm is presented in Appendix 8.

The size of chunks retrieved during RAG directly
influences the output quality. Rather than using
sections during RAG, we introduce the concept of
"emulated pages", obtained by sequentially group-
ing document sections. This approximates the size
of the original pages while avoiding the division of
sections, resulting in a median of 842 tokens and
a slight deviation from the general recommended
1000-token chunk size (Rameel Ahmad, 2024).

4.2. Formation of Topics
After that, we create questions based on the ex-
tracted sections. The leaflets are clustered into
groups based on the topics they covered, us-
ing BERTopic (Grootendorst, 2022) - a modelling
framework that extracts interpretable and concise
topics. To ensure BERTopic’s performance, two
main hyperparameters must be considered: em-
bedding’s dimensionality and minimum cluster size.

To evaluate the quality of the clusters for each
dimensionality of the embeddings, three groups of
metrics are used:

• Geometric: Silhouette score (Davies and
Bouldin, 1979a), Calinski-Harabasz (Caliński
and Harabasz, 1974), and Davies-Bouldin
(Davies and Bouldin, 1979b) indices.

• Robustness: Another interesting way to as-
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sess the quality of clusters is adding noise to
the data (Davidson et al., 2001), in this case, to
the embeddings. Then, the higher the number
of embeddings clustered into the same group
with and without noise, the more robust the
clusters are.

• Document-cluster evaluation: If we assume
that only one topic is treated per document,
a reasonable metric for the clusters is that all
sections of a given document should ideally
belong to the same cluster (except for certain
exceptions, such as contact sections). If it is
known that the documents contain information
about different topics, this metric should be
ignored. If that is not the case, the higher
the matching, the better the clustering. The
expression 2 yields this metric, with di as the
metric for each document, sj the number of
sections belonging to topic j, N the number of
sections in the document, and M the number
of documents in the cluster.

di = max
j

(
sj
N

) ∗ 100 (1)

DC =

∑n
i=1 di
M

(2)

4.3. Cross-evaluation

Figure 3: Cross-evaluation setup

We designed a Cross-Evaluation (CE) method
for RAG-based LLMs inspired by classical machine
learning techniques. This method accounts for
unanswerable questions without external knowl-
edge bases by grouping the emulated pages into
disjoint information groups ("folds"). When faced
with an unanswerable question, the model re-
sponds with "I don’t know" instead of inventing an
answer, allowing us to evaluate its hallucination
level.

Figure 3 illustrates the CE setup that contains
the validation and test sets. Each has two folds
with a modifiable ratio of test-validation test. We
use the first set to compare the performance of
LLMs based on the metrics described in section
4.7, and then the second set to report the unbiased
performance of the best model.

Our CE setup involves two iterations for valida-
tion and two for testing. The folds are utilized in
each iteration as depicted in Figure 4. Specifically,

Figure 4: Use of folds while answering questions

all emulated pages from the answerable fold are
stored in the vector database (e.g., Qdrant (Qdrant,
2024)), and questions are posed based on both an-
swerable and unanswerable folds. Subsequently,
the metrics presented in section 4.7 are measured
for each iteration and averaged for each set, pro-
viding a comprehensive evaluation of the model’s
performance.

4.4. Creation of Folds

As presented in the section 4.2, the folds are cre-
ated based on the discovered topics. We use the
sections from these topics in a vectorized form rep-
resented by low-dimensionality embeddings cre-
ated by BERTopic. We designed a bottom-up hi-
erarchical approach to group the topics into folds.
This grouping enables us to use stratified sampling
based on topics within each fold to make the se-
lected sections as diverse as possible. Our algo-
rithm minimizes the probability of having overlap-
ping information in any pair of folds by maximizing
the folds’ distance in the embedding space and
removing the sections from common pages or doc-
uments that are in different folds.

Even though folds are represented in the CE
setup by groups of emulated chunks stored in the
vector database, we create the folds with sections
as the atomic unit. Hence, these folds can be
viewed from two perspectives:

• groups of sections from which we sample and
create questions

• groups of emulated chunks used during CE
that contain the sections

We choose to have two folds since we are only in-
terested in minimizing the probability of them having
overlapping information. Moreover, adding more
folds implicitly reduces the distance between them,
and two folds are sufficient to simulate unanswer-
able questions.
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4.4.1. Algorithm to Create the Folds

The algorithm is highly customizable, having the
following parameters: ratio of folds, test set per-
centage, number of sampled sections for creating
questions, and whether the folds should contain
sections from different pages or documents. As
shown in Figure 5, the procedure includes a series
of steps that will be described below.

Figure 5: Algorithm for creating folds

Since topics are represented by compact clus-
ters without outliers, as presented in section 5.2,
we clustered their centroids using the agglomera-
tive approach of the hierarchical clustering (Müllner,
2011). This approach is optimal since we can use
various linkage criteria between clusters and work-
ing only with the centroids makes the computation
extremely efficient. The distance between folds is
maximized by searching over the space defined by
the distance type (Euclidean or cosine) and linkage
criteria (single, complete, average, or ward).

After clustering with each set of hyperparame-
ters, the newly created clusters are evaluated by
computing the average of the single and average
linkage using the Euclidean distance. We chose
this distance to account for the space between all
points and, simultaneously, to weigh the distance
between the closest points more.

In the next step, sections that appear in pages
or documents with sections in both folds are re-
moved to avoid having common information in both
folds during the cross-evaluation. Next, we sample
pages or documents and their sections at the fold
level to create validation and test datasets of sec-
tions following the set ratio. This step returns two
folds for validation and two for test sets.

Finally, we employ stratified sampling within each
fold to select a set of diverse sections covering all
topics based on which questions are created. In
our setup, strata are groups of sections from the
same topic.

4.5. Types of Questions
For our purpose, we categorized the questions
based on two different criteria: if the question is an-
swerable based on the leaflets, and if the question
is factoid or long-form.

Long-form, open-ended questions assess the
machine’s ability to provide helpful advice based
on its database since the chatbot is expected to
interpret and explain information relevant to patient
inquiries. (e.g., "What is actigraphy and how can
it diagnose sleep problems in children?"). Mean-
while, factoid questions test the chatbot’s ability to
accurately retrieve facts (e.g., phone numbers or
email addresses). They verify if the LLM can locate
precise information without hallucinating and are
evaluated by a pass/fail metric. (e.g., "What is the
telephone number of the radiology department?")

4.6. Q&A Generation and Filtering
A two-stage approach is utilized to create the ques-
tion set for long-form and factoid questions: First,
a larger, diverse set of questions is generated in
Dutch using GPT-3.5-turbo-instruct (OpenAI, 2022).
Then, we filter the questions using embedding sim-
ilarity, ROUGE score (Lin, 2004) between the an-
swer and the section, and sorted by a score as-
signed by the model based on examples. Top ques-
tions are selected per source section to retain the
distribution of QAs concerning the data in the folds.
We present the details of this algorithm in Appendix
8.

For phone numbers and email addresses from
leaflets, we use the same two-stage mentioned
above to generate a question for each section and
the entity extracted from it, with a modification:
rather than assessing section-answer similarity, we
directly verify the presence and accuracy of the
email/phone number in both the answer and the
section.

In the first stage, 5000 QA pairs are generated.
The filtering steps reduce this to 500 pairs, with
each final question corresponding to one sample
section to avoid distorting the previous distribution
of samples.

4.7. Measured Metrics
Initially, hospital specialists will perform a qualitative
evaluation of the generated QA dataset. Only the
QA pairs labelled as correct are used in the cross-
evaluation procedure to test various LLMs.

Secondly, answers should be analyzed quantita-
tively. We compute the hallucination rate for every
answer - the percentage of unanswerable ques-
tions that would have been answered without the
proper information. However, these events could
not only be due to hallucination but also to a poor
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division in the folds. Therefore, we measure the per-
centage of answers where the correct information
has been given to evaluate factoid questions. For
long-form questions, we use the standard metric
for the long-answer questions: BLEU, ROUGE-1,
ROUGE-2, ROUGE-L, and BLEURT (Celikyilmaz
et al., 2020). Finally, humans evaluate the correct-
ness of an answer.

4.8. Using Folds to Evaluate Different
Models

A Dutch language model (given the data is in
Dutch), Llama-2-13B-Dutch with 8-bit quantization
(Vanroy, 2023) is human-evaluated to determine
how the method, and specifically the different folds,
can be used in order to determine how well cer-
tain LLMs perform. These are separated into three
distinct classes:

• The performance on long-form answerable
questions (folds 1 and 2). This performance
is the percentage of correctly answered ques-
tions evaluated by a human.

• The performance on long-form unanswerable
questions (with disjoint folds A and B, the con-
text of fold A is used for questions from fold B
and vice versa). In this way, our method can be
used to determine to what extent a model can
indicate that there is no answer to the question
based on the given context. This metric is de-
fined as the percentage of questions answered
by the model with an answer that makes it clear
that the model does not have enough informa-
tion to answer the question evaluated by a
human. Seventy-eight annotations are made
for both combinations of disjoint folds.

• The performance on answerable factoid ques-
tions. A fold F containing only factoid ques-
tions can be used to determine whether a
model can extract said factoids well. This
performance is defined as the percentage of
questions that are answered by the model with
an answer that correctly extracts the factoid
information evaluated by a human. Five an-
notations were made, given that five factoid
questions were present in the dataset.

5. Results

5.1. Formation of Topics
The performance of BERTopic with different values
for the hyperparameters "min_cluster_size" of the
HDBSCAN and "n_components" of the UMAP algo-
rithm is compared: 5, 10, 15, 20, 25, 30, 35, 40, 45, 50.

We set the number of topics to 200 a priori, con-
sidering that the number of leaflets and too many
clusters would result in too numerous topics. A

higher embedding dimensionality implies a larger
accuracy of the clustering algorithm, but less infor-
mation covering the section’s content will be kept.
Therefore, dimensional values under 10 are hardly
acceptable, so a trade-off solution should be cho-
sen. All this a priori knowledge goes along with the
results of the metrics, which are enumerated in the
following list:

• Geometry metrics: Depends on the minimum
cluster size: better results for small values (up
to 35). There is no clear dependence on the
embedding dimensionality.

• Robustness metrics: Better for intermediate
values of minimum cluster size (between 20
and 30) and highly depend on the dimension-
ality of the embedding, where high dimensions
(over 15) result in lower robustness. Here, re-
sults for high values of both variables are de-
ceitfully good only due to the lower quantity of
clusters. The same behavior is observed in
the document-cluster matching score.

• Document-cluster metrics: Highly depen-
dent on the minimum cluster size (which was
predictable). It is better to have a more in-
creased value, up to the extreme case of too
few clusters—no apparent dependence on em-
bedding dimensionality.

The interest lies in exploring different values for
hyperparameters, leading to the need for a trade-off
solution. While results on semantic coherence sug-
gest favoring fewer topics, geometry-based calcu-
lations indicate that more topics would better repre-
sent document information. Ultimately, we decided
to increase the embedding dimensions from the de-
fault 5 to 15. Similarly, the "min_cluster_size" will
be adjusted from the default 10 to 30 elements. The
number of clusters typically hovers around 70 top-
ics, which will be discussed in the following section.
Outliers are not a significant concern since they
remain within acceptable proportions, as demon-
strated in the implementation example of BERTopic.
Additionally, the abundance of labelled sections mit-
igates concerns about outliers.

These chosen hyperparameters balance geomet-
ric robustness metrics and the clustering of sections
within the same document, ensuring effective rep-
resentation.

5.2. Topic Analysis
This section analyzes two sets of topics created
with BERTopic. The main difference between
them is the transformer that creates each sec-
tion’s embeddings. The first one is built us-
ing distiluse-base-multilingual-cased-v1 (DBMC-
v1), a distilled version of the model presented in
(Yang et al., 2019). The second one is based on
paraphrase-multilingual-MiniLM-L12-v2 (PMM-L12-
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v2), a multilingual version of paraphrase-MiniLM-
L12-v2 (Reimers and Gurevych, 2019).

These topics are composed of sections repre-
sented as embeddings with 15 dimensions. Their
attributes are described in Table 1.

statistic DBMC-v1 PMM-L12-v2
min topic size 32 30

median topic size 66 79
max topic size 634 1063

topics no 71 62
outliers % 40.55% 32.17%

Table 1: Statistics of the generated topic clusters

Many sections are detected as outliers and not
included in any topics, leading to very compact clus-
ters represented well in space by their centroids.

Lastly, the data does not reveal any correlation
(-0.032 or -0.051, depending on the set of topics)
between cluster size and the minimum distance
from any cluster to the closest one. This indicates
that topics are not isolated based on size; they are
all positioned randomly in space.

5.3. Fold Analysis
As we have a parameterizable algorithm, we chose
a test set percentage of 20% and specified that
the two folds should contain sections from different
documents. After running the procedure presented
in section 4.4 with each set of topics created with
BERTopic, we found folds with enough sections to
build the validation and test sets only in the case
of four combinations of hyperparameters.

As shown in Table 2, the best results are obtained
for both sets of topics when the ward linkage crite-
rion is used together with the Euclidean distance.
The space between the folds increased between
6.7 and 8.21 times compared to the initial distance
between the topics.

set of topics DBMC-v1 DBMC-v1 DBMC-v1 PMM-L12-v2
linkage criterion ward complete complete ward

distance type Euclidean cosine Euclidean Euclidean
min dist topics 0.2783 0.2783 0.2783 0.2481
min dist folds 2.2882 1.923 1.8662 1.9548

small fold ratio 0.1175 0.3741 0.1574 0.4727
avg folds per doc 1.2104 1.3285 1.1208 1.3399
valid sections % 72.12% 55.84% 84.22% 55.28%

Table 2: Results of the hierarchical clustering

Our approach is better than forming a fold based
on the most isolated clusters because we create
them based on more topics. Regarding fold ratio,
the folds are almost even in the case of PMM-L12-
v2. The last two rows of Table 2 refer to the number
of valid sections from the perspective that the folds
contain sections from different documents. A larger
average fold per document implies that more sec-
tions must be filtered out. The remaining sections

are used to compose the 80-20 validation-test split,
followed by the stratified sampling step.

These sampled sections are the basis for cre-
ating questions rated by professionals. A large
enough and agreed-upon size to assess was 500.
The sections are selected concerning the folds ra-
tio rounded to the first decimal, meaning that for
PMM-L12-v2, we have a ratio of 0.5. This leads
to the next sizes: validation fold 1 - 200, validation
fold 2- 200, test fold 1- 50, and test fold 2 - 50.

To reduce human effort and focus on the higher-
quality set of questions, we will only use the sam-
pled sections in the case of PMM-L12-v2. In the
other scenario, even though the distance between
the folds is larger, the second fold is too small, re-
sulting in similar sections that do not cover the en-
tire scope of the information.

The final evaluation of these folds will be per-
formed during CE. That is the final check if any
overlapping information between folds is present.

5.4. Human Evaluation
Five hospital specialists annotated these 490 ques-
tions, the generated answers, and the reference
section. For each QA pair, the annotators were told
to choose one or more options: irrelevant question,
too specific question, wrong answer, incomplete or
ambiguous answer, correct answer, and, optionally,
to write a short feedback. Out of the total questions,
85 were double-annotated for quality control, one
wasn’t evaluated, and the remaining were reviewed
by a single random annotator from the pool of five.
The annotators jointly agreed in 64.71% of cases
and partially agreed in 15.29% of cases, meaning
that they picked multiple options, of which at least
one is the same.

Figure 6: Distribution of annotations

Figure 6 shows the distribution of annotations
for all questions except the 17 questions that pro-
duced a disagreement. A total of 278 questions
were labelled as having correct answers. In 28
cases named "other", the annotators did not pick
any predefined option but wrote a comment. Mostly,
comments refer to the fact that the question or an-
swer is too specific, the answer is incomplete, the
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question formulation is strange, or the answer tone
is offensive in only one instance. Out of the re-
viewed set, in only 12 cases, a "wrong answer" was
generated. This low number validates the quality
of the generated data.

Based on this feedback, we filtered the questions
to use only the ones labelled as having correct
answers in the cross-evaluation procedure.

5.5. Cross Evaluation Results

We used the dataset for cross-evaluation on the
GPT-3.5 Turbo model using 209 question-answer
pairs from two training folds, 76 from fold one
and 133 from fold two. The evaluation assesses
the model’s information retrieval capability and
response appropriateness along various metrics,
which are presented in Table 3.

Metric Fold One Fold Two
Using Fold One RAG (%) 57.33 7.52
Using Fold Two RAG (%) 12.00 62.41
BLEU Score 0.0734 0.0777
ROUGE-1 Score 0.312 0.261
ROUGE-2 Score 0.188 0.154
ROUGE-L Score 0.259 0.222
BLEURT Score 0.592 0.517
Facts Correctly Extracted (%) 20 -

Table 3: Cross-evaluation results for GPT-3.5 Turbo

5.5.1. Evaluation on Llama-2-13B-Dutch

The Llama-2-13B-Dutch model has been evaluated
using the folds to determine its performance on
questions it cannot answer. We consider a valid
reply if the model states that there is not enough
information to answer. Furthermore, the factoid fold
has been used to determine how well the model
can extract data from a context containing specific
factual information. These results can be seen in
Table 4, where Q1_CTX2 represents fold 1 with
context from disjoint fold 2, Q2_CTX1 represents
fold two with context from disjoint fold one, and
the Factoids Corr. % represents the percentage of
factoids correctly extracted by the LLM.

Q1_CTX2 Corr.
% (n=78)

Q2_CTX1 Corr.
% (n=78)

Factoids Corr.
% (n=5)

0 0 100

Table 4: Evaluation of unanswerable and factoid
questions

On the total 278 correct determined questions,
which are answerable, the model was further tested.
The results of the numerical evaluation are shown
in Table 5.

5.5.2. Answering When the Corresponding
RAG Pages are Loaded

To assess the system’s ability to retrieve informa-
tion correctly and to decline to answer in case no
information is available, we did a cross-evaluation
procedure presented in section 4.3, For this, we
expect that if the corresponding fold is loaded, the
model should try to answer all questions, while if
the unrelated documents are used, it should not
answer any of the questions.

The results are found in the first two rows of Table
3. Declines to answer were either hard-wired from
the failure of the retrieval or manually labeled if the
model declined to answer (even though the retrieval
gave some unrelated results).

5.6. Human Evaluation
With the human evaluation done by medical spe-
cialists, we can deduce that automatic question
and answer generation is a feasible way to create
relevant questions, as around 83,46% of questions
were considered by them as being relevant. Many
cases were flagged as irrelevant or having too spe-
cific questions, which might require adjusting, but
it also gives useful feedback on the level of speci-
ficity required for this type of chatbot. Having over
56.73% fully correct QA pairs means that a rea-
sonable portion can be used directly for evaluating
LLMs.

5.7. Cross-evaluation

5.7.1. Answerable and Unanswerable
Questions

The results show that the chatbot is unwilling to
answer around 40% of the answerable questions.
While we might need to consider that it is affected
by the style of questions we had, this leaves room
for improvement in the system, most likely in the
retrieval.

For cases when the data is not available, the chat-
bot correctly declines to answer around 90% of the
time, which exceeded our expectations. Consider-
ing that, seemingly, in most of the cases, it was not
due to the retrieval not giving any results, the LLM
decided that it did not have enough information.

5.7.2. Performance Metrics

All performance metrics should be treated as a
baseline for comparison with other models; on their
own, they might not give a clear picture of the an-
swer quality.

The results around 0.07 for BLEU are low, prob-
ably due to the LLM’s tendency to rephrase the
content, resulting in low N-gram overlap.
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BLEU
Score

BERTScore
Precision

BERTScore
Recall

BERTScore
F1

ROUGE-1
F-measure

ROUGE-L
F-measure

Results for tested models on verified dataset (n=278)
Llama-2-
13b-Dutch

17.9 0.761 0.833 0.793 0.466 0.417

Table 5: Llama2 results for answerable questions

The ROUGE scores vary between 0.15 and 0.3,
with Rouge-2 scores being the lowest. The 0.3
score might seem acceptable, but it needs to be
used as a comparative value.

In examining the BLEURT score, we recognize
that it got the highest values, with its 0.5-0.6 rat-
ings. As this metric is trained to better correlate
with human judgment, having a satisfactory rating
will give a better comparison later, once it can be
compared with other variants of the chatbot.

5.7.3. Factoid Questions

In this case, the chatbot underperformed by not
finding the correct address, although this is sta-
tistically insignificant since the number of factoid
questions was low.

5.7.4. Evaluation on Llama-2-13B-Dutch

The evaluation of the Llama-2-13B-Dutch language
model utilizes different folds to assess its perfor-
mance on answerable, unanswerable, and factoid
questions. Tables 2 and 5 demonstrate the effec-
tiveness of this method in evaluating model per-
formance across these aspects. Specifically, the
fine-tuned Dutch model struggles to identify unan-
swerable questions when contextually lacking nec-
essary information. However, it excels in extracting
factoid details and performs well on answerable
questions.

5.8. Limitations and Challenges
The proposed framework is limited; thus, the re-
sulting folds can be unbalanced. The PDF parser
that extracts the sections works only on a specific
type of leaflets and should be extended to be more
general. We have not found a way to ensure an ap-
proximate number of sections in each fold. Another
issue is that it requires humans in the loop to eval-
uate the QA pairs used during cross-evaluation.
Additionally, we create factoid questions only re-
lated to named entities such as phone numbers
and email addresses, while many more facts are
present in the leaflets. Additionally, regarding the
framework’s usability in assessing the performance
of models in answering answerable, unanswerable,
and factoid questions, an example containing two
folds of 78 questions, answers, and context triples
is quite limited. Furthermore, there were only five

factoid questions in the respective fold. Despite
these examples still showing the method’s poten-
tial, said sample sizes are relatively small, and
fold-specific evaluation has only been done for one
model. Future work expanding the evaluation of
this framework is therefore welcomed.

6. Conclusion

This research paper presented a framework for
evaluating RAG-based chatbots from a set of doc-
uments by automatically generating QA pairs and
employing a cross-evaluation procedure that ac-
counts for unanswerable questions. Our method
enables the comparison of LLMs using various met-
rics for assessing long-form and factoid questions.
The human evaluation results highlight the quality
of the produced QA pairs, with 83,46% relevant
questions and only 2.44% wrong answers. More-
over, although there are various limitations, we suc-
cessfully demonstrated that our framework can be
used to evaluate LLMs such as Llama-2-Dutch-13B
or GPT-3.5 Turbo with a dataset of hospital leaflets
for patients. The project’s source code and the
created dataset are publicly available at this link.
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Appendix A: PDF Parser for Section
Extraction

The algorithm for parsing the PDF leaflets has the
following steps:

1. set manually the area of interest that contains
the text and excludes the header and footer
with metadata such as page number and date

2. find the majority font size associated with each
line of text
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3. divide the PDF into groups of paragraphs,
called sections, based on two delimiters: if the
space between them is larger than average, or
if a line of text written in a larger-than-average
font is encountered

4. handles the case where entire paragraphs are
written in a larger font, and each line is rec-
ognized as a separate section, merging them
into a section without a header

5. merge sections that do not have a header with
the previous section and header-only sections
with the following sections

Our approach works even in edge cases, cor-
rectly separating sections that span multiple pages,
contain bullet points, or have paragraphs delimited
in various ways. The goal is to extract all sections
while minimizing the number of detections as a
section of a group of sections or a part of a section.

The parser was designed specifically for this
dataset while testing it on 11 representative PDFs,
including a comprehensive set of edge cases. It
was then manually verified with a larger random
samp

Appendix B: Generation of
Question-Answer Pairs

B.1 Long-Form Questions

An instruction-tuned LLM was utilized to produce
a wide range of naturally formed questions with-
out much constraint on the type of questions cre-
ated. However, the quality of the questions is highly
dependent on the model’s performance on these
tasks. A factor that made the task more difficult
was that the questions needed to be generated in
Dutch. We used GPT 3.5 for this purpose, which
does support Dutch.

For the language model to give us the needed
text, we needed to create instructions that precisely
explained the task. This was done by creating a
custom prompt for the task and progressively im-
proving it. The prompt was created in Dutch, as this
seemed to cause the LLM to reliably continue us-
ing the language upon asking for completion. The
prompt describes the main task and "domain" and
includes the selected section.

Since we had a few examples of question-answer
pairs, we used them to employ a few-shot prompt-
ing techniques. This helped the model find the right
tone and length for the reference answers.

As another factor to increase the variance of the
questions, we added a few random roles like "recov-
ering patient", "elderly patient", or "parent of a sick

Figure 7: Long-form question generation workflow

child" so that the model creates more varied sce-
narios. During use, certain additions were made to
the prompt to create more suitable questions.

To make the output machine parseable, we de-
cided on a JSON scheme. The model struggled
to follow these precisely enough, so the scheme
description and instruction, but repeating the in-
structions at the beginning and end of the prompt,
seemed to improve the rate of successful gener-
ation. Even with the changes, we still had sev-
eral cases where the model failed to follow the
scheme properly. As an additional step, "output
fixing LLM"(LangChain, Inc., 2024) was employed
to transform the faulty answers to the scheme. This
was done since fixing the format was less costly
than retrying the generation, and fixing the scheme
was more reliable than the generation.

Filtering During the generation stage, we created
more questions than we needed; however, most
were not unique or high-quality enough.

We used cosine similarity on the question em-
beddings to filter out repeating or similar questions.
Then, we executed a "drop out," where we dis-
carded one for highly related questions until we
reached the desired threshold.

We tried to ensure that the generated Q-A pair
was related to the source. Unfortunately, there were
quite a few cases where the model got "inspired"
by the few-shot example and created content re-
lated to that over the context. We used ROUGE
as a similarity metric with a low threshold on the
generated answer and the context.

We needed to remove the questions that could’ve
been considered "Short-form factoid" questions to
avoid accidentally mixing the two types. To remove
these, a basic rule was implemented. All questions
that had a short answer and contained one of the
Entity types we chose to extract were discarded.
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B.2 Factoid Questions
We wanted to ask some highly targeted questions
to evaluate the chatbot’s ability to recite small infor-
mation sections. This was necessitated because
every time the model could not answer, the user
might ask for a way to contact a human, which, in
the hospital’s case, would be the already existing
contact phone number or address related to the
topic. Many of these direct contacts were already
included in the flyers we used.

Figure 8: Factoid question generation workflow

Entity Extraction For extracting entities of interest,
we experimented with some different options. Even
though there are many Named Entity Recognition
software, such as Flare, we decided to only include
the most basic regex-based "phone number" and
"email" extractions, as these types of data created
direct questions that were suitable for our purpose.

Generation Similarly to the previously mentioned
long-form generation, we used an LLM. The main
difference was in the instruction. In addition to the
context, the selected fact was provided, and all
other details and examples were modified to fit the
new format.

Filtering The questions were filtered by doing a
back check on the answer, verifying that the original
"fact" is extractable.

Similarly to the long-form questions, the factoid
questions were filtered by their embeddings’ cosine
similarity.

The correctness of the extracted entities was
verified at the end of this step and during the human
evaluation step.
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Abstract 

Many people in the US use more than one language at home, yet English remains the dominant (L1) language in 
US society, which can complicate medical encounters. In this study we ask in what ways effective communication 
can be ensured in health care settings when speakers differ in language proficiency. One strategy people use is 
second language (L2) speech accommodation, which is characterized by slowed speech, less complex words, and 
clearer enunciation. We employ a mixed-reality platform called MURSION to document how a group of Physician 
Assistant students use speech accommodation during a healthcare encounter. MURSION is a computer-based 
virtual environment where participants interact with an Avatar controlled by a human interactor in a standardized 
environment. We record 5-minute interactions between the student and a high or low English proficiency Avatar. 
Our analyses evaluate lexical choices in L1-L2 interactions with SCOPE (South Carolina Psycholinguistic 
Metabase) and acoustic properties with PRAAT. Results show that clinical students use slower speech and high 
frequency words when speaking to a low proficiency virtual patient, indicating a sensitivity for the communicative 
needs of L2 English users. Speech accommodation results will contribute to communication training modules for 
clinicians to interact efficiently with linguistically diverse populations. 

Keywords:   communicative needs, foreigner-directed speech, patient care, MURSION, PRAAT

1. Introduction 
In the US, many people speak English as a 
second language, and minority language usage is 
on the rise. Even so, English remains the 
standard language in most places in US society, 
including healthcare environments. In these 
contexts, minority language users are especially 
vulnerable to miscommunications. While access 
to translators can mitigate misunderstandings, 
limited funding and resources restrict their 
availability. 
One strategy that dominant English speakers (L1) 
apply to increase the chances of successful 
communication with second-language users (L2) 
is speech accommodation (Ferguson, 1975). L2 
speech accommodation is characterized by 
slowed speech, use of easier words, and 
exaggerated enunciation. Self-reports suggest 
that L1 speakers often use speech 
accommodation with L2 speakers to ensure 
smooth communication. In a recent survey study, 
Rothermich et al. (2023) found that half of L1 
respondents used accommodative speech to 
facilitate understanding. Though L1 speakers may 
intend to facilitate communication, L2 impressions 
suggest the effect of accommodation is not 
always positive. In the same study by Rothermich 
and colleagues (2023), almost half of L2 
respondents said they do not appreciate the use 
of speech accommodation. More research is 
needed on the actual effectiveness of L2 speech 
accommodation. One of the few studies that has  

 
directly investigated whether accommodation 
supports comprehension is a recent study by 
Piazza et al. (2023). Results suggested that 
language learners exposed to accommodative 
speech recognized new words faster and had 
better pronunciation than learners who received 
non-accommodated speech. Accommodated 
speech may be helpful for L2 speakers, but little 
is known about how speech accommodation 
helps L2 speakers successfully navigate the world 
outside the language learning classroom. 
It is necessary to extend research on speech 
accommodation to the healthcare environment. In 
what ways do clinicians adapt their language 
when speaking to a person with limited 
proficiency? How do multifaceted features of L1 
accommodation work together in conversation to 
sensitively meet the needs of the L2 speaker? We 
will investigate how L1 students with clinical 
training adapt their speech to be more accessible 
to L2 speakers at multiple level levels of language 
simultaneously. 

2. Related Work 
Previous research in English has shown that L1 
speakers modulate their accommodation 
depending on perceived level of L2 English 
proficiency.  Speech may be adjusted lexically or 
acoustically. Specifically, lexically accommodated 
speech may include lower average word 
frequency or fewer idiomatic 
expressions(Scarborough et al., 2007), and L1 
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speakers may repeat themselves more, clarify 
more often, and produce speech with a higher 
type/token ratio and lower mean length of 
utterance generally (Henzl, 1979). Relatively few 
studies have addressed lexical accommodation 
(see Rothermich et al., 2019 for a recent review), 
but acoustic L2 speech accommodation is well-
documented: L1 speakers will speak more slowly, 
pause for longer (Pardo, 2006), adjust their 
fundamental frequency (Babel & Bulatov, 2012), 
duration, and intensity (Rodriguez-Cuadrado et 
al., 2018) and converge to the amplitude envelope 
of their L1 interlocutor (Lewandowski & Jilka, 
2019). Additionally, the lexical and acoustic 
aspects of accommodation interact; vowel 
duration changes according to the semantic 
density of a word as well as its contextual 
predictability (Scarborough, 2010). 
 
Accommodation is not uniform across speakers 
and situations. L1 speakers tend to change their 
speech more dramatically with L2 speakers who 
are less proficient (Chaudron, 1983; Dahl, 1981). 
L1 speakers also self-report evaluating the L2 
proficiency level of their interlocutor to gauge their 
need for accommodation (Margić, 2017). Kühnert 
and Antolík (2017) found that L1 speakers used 
slower speech rates with less proficient L2 
speakers, while they used a faster speech rate 
with more proficient L2 speakers. The properties 
of speech accommodation may therefore vary 
based on perceived L2 proficiency.  
 
L1 accommodation may not always be 
appropriate due to the fact that spoken L2 
proficiency is an unreliable indicator for 
comprehension ability. Previous research 
confirms that L2 learners frequently comprehend 
the target language at a higher level than their 
speaking ability (Litcofsky et al., 2016). Due to a 
discrepancy between receptive and expressive 
language skills, L1 speakers may use speech 
accommodation unnecessarily. Consequently, 
accommodation could be negatively perceived as 
condescending by the L2 speaker if it is not 
needed (Zuengler, 1991). 

3. Current Study 
With the advent of new technologies, such as 
virtual reality tools, it is now possible to capture 
speech accommodation dynamics and control for 
variables such as speaker characteristics. In this 
experiment, we innovate a new way of studying 
real-time language use by using a mixed-reality 
platform called MURSION. In MURSION, the 
study participant to interact with an avatar, 
controlled by a human interactor. It has mostly 
been used in immersive classroom simulations 
(Hudson et al., 2019) and to study clinical 
counseling (Harper, 2019). One advantage of the 
virtual environment is that features of the avatar, 
such as age, gender, race, accent, or medical 
history, can be standardized across sessions. We 
use this technology to document L2 speech 
accommodation in a healthcare setting. To our 

knowledge, we are the first to apply it to 
investigate linguistic accommodations. 
 
We invited Physician Assistant and Nurse 
Practitioner students (n=17) to take part in the 
study. We targeted clinical students for two main 
reasons: 1) to assess their interaction with the 
MURSION tool to pilot it as a method of clinical 
education, and 2) to test a population of emerging 
clinicians who might have limited clinical 
experience with L2 speakers. We recorded their 
brief interactions with the avatar patients using 
Zoom and analyzed their speech based on 
acoustic and lexical features. We expected L1 
speakers to accommodate low proficiency L2 
speakers by raising their mean pitch, increasing 
their pitch range and speaking more loudly and 
slowly.  
 

4. Methods 
Data collection is ongoing to meet our anticipated 
sample size of 60. So far, we have analyzed data 
from 17 L1 clinical students (age range = 24 – 42; 
3 male/ 14 female) who interacted with two 
avatars over two sessions in MURSION, (see 
Figure 1). Our MURSION paradigm simulates a 
patient-provider interaction using two curated 
scripts developed by a clinical associate 
professor. Students are instructed to perform an 
“intake” interview with their new patients, the 
avatars. These interviews include standardized 
questions to establish care, known health issues, 
and family medical history. The order of 
encounters is counterbalanced by L2 proficiency 
level across participants. All L1 student 
participants are paired with both avatars. 
Interactions take about 5-10 minutes per 
participant. The participants are not informed 
about the proficiency manipulation until after the 
study. 
 
Both avatars had the same medical issue in each 
respective student encounter. Avatar 1 displays 
high L2 proficiency (subtle Hispanic accent, 
advanced vocabulary, little to no grammatical 
errors) and complained of heartburn. Avatar 2 
displays low L2 proficiency (heavy Hispanic 
accent, limited vocabulary, frequent grammatical 
errors) and presents with a sprained ankle. The 
same interactor controlled Avatar 1 and 2. Both 
avatars present as females and appear to be in 
their 20s.  
 

Figure 1. Screenshots of the virtual avatar patients. 
Left = Avatar 1, high proficiency; Right = Avatar 2, 
low proficiency. 
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Recording transcriptions 
To analyze acoustic and lexical parameters of 
interest, the recordings need to be broadly 
transcribed at the word level. Each recorded 
interaction between the L1 speaker and the two 
avatars is independently transcribed by 8 
transcribers (RB, DD, HR, and trained research 
assistants).  
 
Data analysis 
Data were analyzed considering acoustic and 
lexical aspects of language. Statistical analyses 
will uncover significant acoustic and lexical 
accommodation patterns among L1 speakers that 
vary according to L2 proficiency. 
 
Acoustic data from 17 subjects were extracted 
from recordings with custom scripts in Praat, a 
speech analytical software (Boersma, 2002). We 
extracted acoustic features that are known to 
reflect speech accommodation, such as pitch 
measures (mean pitch, pitch range), intensity, and 
speech rate. We hypothesize that L1 speakers will 
accommodate low proficiency L2 speakers by 
maintaining their mean pitch, increasing their 
pitch range, and speaking more loudly and slowly.  
 
Lexical data from 15 subjects will be extracted 
from transcription files with the South Carolina 
Psycholinguistic metabase (SCOPE; Gao et al., 
2023). These data will consist of lexical 
frequency, contextual diversity, familiarity, and 
semantic diversity. We expect that L1 speakers 
will use words that are more common, familiar, 
and semantically flexible with low proficiency L2 
speakers.  

5. Preliminary Results 
Preliminary findings from the high and low 
proficiency encounters suggest emerging L2 
speech accommodation patterns in the 
MURSION testing environment.  

 

Acoustic results. A one-way ANOVA was 
conducted to examine the relationship between 
proficiency levels and four speech characteristics: 
speech rate, mean pitch, intensity, and word 

fluency (see Table 1). The results indicated a 
significant effect of proficiency levels on speech 
rate (F(1, 28) = 4.69, p = 0.039), but no significant 
effects on mean pitch (F(1, 28) = 0.635, p = 
0.432), pitch range (F(1, 28) = 0.721, p = 0.403), 
or intensity (F(1, 28) = 2.396, p = 0.133). 
Consistent with our hypotheses, speech rate was 
lower when participants spoke with the low 
proficiency avatar. 

Table 1. Results for the acoustic analysis . 

 Avatar Proficiency 

 High Low 
Mean Pitch (Hz) 201.17 212.19 
Pitch Range (Hz) 575.12 579.82 
Mean Intensity (dB) 60.57 56.88 
Speech rate (syll/sec) 4.58 4.11 

 

An analysis of pitch over time revealed an 
interesting pattern (Figure 2). While pitch patterns 
are similar at the beginning and the midpoint of 
the interaction, participants seem to speak with a 
higher pitch towards the end when speaking to a 
high proficiency avatar. An analysis of the end 
pitch values revealed no significant differences.  

Lexical results. A one-way ANOVA was 
conducted to examine the relationship between 
proficiency levels and four lexical characteristics: 
word frequency, contextual diversity, familiarity, 
and semantic diversity (see Table 2). The results 
indicated a significant effect of proficiency levels 
on word frequency (F(1,19) = 60.07, p < .001), 
contextual diversity (F(1,19) = 30.21, p < .001), 
and semantic diversity (F(1,19) = 12.45, p < .001) 
but no significant effects on familiarity (F(1, 19) = 
0.669, p = 0.424). Consistent with our 
hypotheses, the participants used significantly 
more common, contextually and semantically 
flexible words with the low proficiency avatar. 

Table 2. Results for the lexical analysis. 

 
Avatar 
Proficiency 

 High Low 
Frequency (Lg10) 4.23 4.46 
Contextual Diversity (Lg10)  3.48 3.6 
Familiarity (z value) 2.31 2.29 
Semantic Diversity  2.00 2.04 

 

6. Conclusions and Ongoing Work 
Our hypotheses were partially confirmed, since 
the data collected here demonstrate that health 
care providers in training adjust their speech 
when interacting with the avatar who displays low 
levels of English proficiency. Specifically, we 
found providers using slower speech rates in 
these health care encounters with the low 

Figure 2. Results for mean pitch over time. Red = low 
proficiency, black = high proficiency. 
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proficiency avatar than with the high, ostensibly to 
improve comprehension in this medical context. 
No other acoustic measures (i.e., pitch and 
intensity) suggested differences. Similar to our 
results, previous research has also shown 
reduced speech rates in accommodative speech 
(Scarborough et al., 2007). Although not 
significant, the data patterns for mean pitch over 
time suggest that speakers adjust in real-time to 
their speech partner. High pitch is typically 
associated with friendliness and conversational 
engagement (Chen et al., 2001), so it is 
interesting that we note an overall decrease in 
pitch toward the lower proficiency avatar across 
the interaction compared to the higher proficiency 
avatar. It is too early to tell how this change 
interacts with other measures of accommodation, 
but one possibility is that interactions across 
proficiency levels are effortful, taxing working 
memory by increasing cognitive load as the more 
proficient speaker monitors comprehension and 
speech of their speech partner while adjusting 
what they are saying to be comprehensible. The 
observed decrease in pitch could indicate 
disengagement with the conversation due to the 
required effort of the interaction. As data 
collection continues, we expect that our acoustic 
findings will grow. 

Results from our lexical measures further support 
our hypotheses. We found that student word 
choice became more frequent, contextually 
diverse, and semantically diverse with a low 
proficiency English speaker. These adjustments 
reflect sensitivity to the vocabulary range of the 
patient. Previous inquiry into lexical 
accommodation among language teachers 
measured word frequency, neighborhood density, 
and simplification supports our findings that L1 
speakers use structurally more simple language 
with their L2 interlocutors. Lexical choices can 
also be intentional with the aim of supporting 
effective communication (Quené, 2008). Lexical 
adjustments are also highly related to discourse 
management in L1-L2 interactions, which may 
contribute to changes of the structure and content 
of L1 language (Henzl, 1979). The intake task 
assigned to our participants required them to ask 
questions of their patient and provide clinical 
advice, so they tended to use clarifying questions 
and check for understanding often. These 
discourse tasks may be similar to the social role 
of a language teacher who tends to use longer 
wait times for responses and more frequent 
conversational repair (Weizheng, 2019). Our 
study is one of the first to extend lexical 
accommodation results to the healthcare 
environment, showing that clinicians use 
accommodation strategies to communicate 
effectively and manage discourse with low-
proficiency L2 speakers of English.  

Our results are consistent with the previous 
literature, including studies with more naturalistic 
settings, capturing some of the modulations of 
speech patterns that occur when more proficient 

speakers of English direct language toward less 
proficient speakers. They suggest that virtual 
reality environments such as MURSION could 
create potentially effective training environments 
to document emerging cross-linguistic and cross-
cultural interactional behaviors for healthcare 
providers who are still in training.  A full sample 
size is needed to confirm the patterns of our initial 
analyses. Future work will assess whether 
educational interventions for clinicians can shift 
conversational patterns toward accommodation 
styles that are more effective in supporting 
conversations across different levels of language 
proficiency. 
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Abstract
In this paper, we explore consumer health question (CHQ) reformulation, focusing on enhancing the quality of
reformation of questions without considering interest shifts. Our study introduces the use of the website of the Genetic
and Rare Diseases Information Center (GARD) at the National Institutes of Health (NIH) as a gold standard dataset
for this specific task, emphasizing its relevance and applicability. Additionally, we developed other datasets consisting
of related questions scraped from Google, Bing, and Yahoo. We augmented, evaluated and analyzed the various
datasets, demonstrating that the reformulation task closely resembles the question entailment generation task. Our
approach, which integrates the Focus and Type of consumer inquiries, represents a significant advancement in
the field of question reformulation (QR). We provide a comprehensive analysis of different methodologies, offering
insights into the development of more effective and user-centric AI systems for consumer health support.

Keywords: Consumer Health Question Answering, Chain-of-Thought Prompting, Entailment Question Gen-
eration, Question Reformulation

1. Introduction

Our research explores the field of consumer health
question answering, a specialized area within
question-answering systems that aims to provide
medical knowledge to the general public. This area
presents unique challenges, as it requires AI sys-
tems to communicate complex medical information
in a clear and accessible manner to users who may
have little to no medical training. Despite improve-
ments in AI systems, consumers often face the bur-
den of formulating effective queries to obtain the
information they need. This process can involve a
manual series of trial-and-error attempts where con-
sumers refine their questions to learn more about
their health concerns. Our study focuses on under-
standing how consumers reformulate their ques-
tions in the consumer health domain, drawing on
insights from a study by Chen et al. that examined
user behavior in Question Reformulation (QR). This
study provides valuable understanding of the rea-
sons and methods consumers use to modify their
queries in search of health information. According
to Chen et al. there are four primary reasons for
QR: satisfaction with results, dissatisfaction lead-
ing to modification, user-initiated improvements for
better alignment with search intent, and shifts to
different Foci. Our research specifically addresses
the first three reasons, excluding interest shifts, as
a shift generally indicates a change in intent. We
aim to enhance consumer satisfaction by providing
suggestions that match their intended query Focus,
such as maintaining the core focus while avoid-

ing shifts to new Foci. In this paper, the definition
focus of a question indicates disease names as
defined by Roberts et al. for the purpose of decom-
posing Consumer Health Questions (CHQs) and
type is nondisease information of the question (e.g.,
symptom and treatment) (Demner-Fushman et al.,
2019). Our experiments reveal a significant similar-
ity between entailment and QR tasks, addressing
a key challenge in CHQ reformulation - the lack of
a standardized dataset for system evaluation. By
aligning our task with entailment, we utilize multi-
ple data sources to improve the robustness and
relevance of our findings. Our main contributions
are as follows: [1.] We propose datasets that are
particularly suited for the task of CHQ reformulation.
[2.] Our study compares three question generation
methods: QR definition (ref-def) prompting, entail-
ment definition (ent-def) prompting, and Chain-of-
Thought (CoT) Prompting (Reynolds et al., 2021),
to find the best way to reformulate CHQs. [3.] We
introduce a CoT prompting technique that focuses
on focus and type specifics for CHQ reformulation.
This approach aims to make the reformulated ques-
tions (RQs) more relevant, accurate, and helpful.

2. Datasets

For the purposes of this work, we employed multiple
datasets. This section provides a description of
each dataset, including origin and characteristics.
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Figure 1: Prompt flow for standard prompting (ent-def and ref-def prompt) vs CoT prompting with example.

2.1. Entailment Question
In our study, we employed the Recognizing Ques-
tion Entailment (RQE) dataset to develop algo-
rithms for identifying similarities between CHQs
and expert-answered queries (Ben Abacha and
Demner-Fushman, 2016). This dataset includes
real-world CHQs from the National Library of
Medicine and FAQs from various NIH websites,
encompassing a wide range of medical Foci. The
goal of the RQE task is to determine if an existing
FAQ answer can also respond to a new CHQ. We
select the 129 true entailment pairs to test the QR
models.

2.2. GARD Reformulated Questions
We created a dataset using content scraped from
the website of the Genetic and Rare Diseases
Information Center (GARD), a part of the US
National Institutes of Health (NIH). GARD provides
public information regarding rare diseases, in-
cluding causes, treatments, and submitted CHQs
paired with expert-provided responses (GARD).
For instance, when we go to GARD website,
section cysticercosis, the page has a "see answer"
link under "GARD Answer", which redirects to a
different page, that lists the CHQs, their answers
with references, and the expert suggested ques-
tions are introduced with the phrase "The following
information may help to address your question:".
It is important to note that direct access to these
expert suggestions is not available in the current
version of the GARD website. However, an earlier
version of the site, preserving these valuable expert
insights, is accessible through Internet-in-a-Box,
an innovative solution designed to provide offline
access to various educational content, including
medical resources (Internet-in-a-Box Team, 2016).
This digital resource, available at https://
iiab.me/modules/en-nih_rarediseases/
diseases/categories/index.html, offers
an archived version of the GARD site.

We scraped these questions upto 250 CHQ-RQ

pairs. Of the pairs CHQs in the dataset, 48 were
modified to explicitly state the topic, which could
be inferred from the section title on the GARD web-
site but was not directly mentioned in the CHQ.
For example, “this condition..." is changed to: “
Myostatin-related muscle hypertrophy condition...".

2.3. Search Engine API
We developed QR datasets using the RQE and
GARD CHQs using SerpApi. SerpApi is a
commercially-available web engine scraping ser-
vice which has People Also Ask/Related Questions
APIs for Google, Bing, and Yahoo (jvmvik et al.,
2024). According to the web traffic analysis website
StatCounter, these three search engines comprise
over 96% of the global search market in February
2024 (Chen et al., 2021). SerpApi furnishes code
libraries in various programming languages. We
used version 2.4.1, which allowed text queries to
be submitted (specifying the search engine as a pa-
rameter) and the RQs be returned in JSON format.
Our inputs were the GARD and RQE datasets.

3. Experiment Setup

Our experimental framework is structured around
GPT-4 (OpenAI et al., 2024), a model recognized
for its advanced language processing and gener-
ation proficiency. The methodology employed in
this study was based on a one-shot prompting tech-
nique, which was consistently applied across all
experiments.

3.1. Prompts
Our study involved a comparative analysis of three
distinct prompts to assess their effectiveness in the
reformulation of CHQs: 1) ref-def prompt, 2) ent-def
prompt, and 3) Chain-of-Thought (CoT) Prompting.
Actual prompts are shown in Table 1.

The ref-def prompt was designed for QR task
and is aimed to rephrase a given CHQ into several
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Method Actual Prompt

ref-def
Prompt

The goal is to reformulate the given consumer health question into several, clearer single-sentence
questions that could potentially answer the original, given consumer health question to increase
satisfaction of the consumer."

ent-def
Prompt

The goal is to reformulate the given consumer health question into several clearer single-sentence
questions which are in an entailment relationship to the original given consumer health question. The
definition of an entailment relationship is ‘when question A can answer question B partially or fully,
then question B entails question A.’"

CoT
Prompt

The goal is to reformulate the given consumer health question into several, clearer single-sentence
questions that could potentially answer the original, given consumer health question to increase
satisfaction of the consumer.
(1) Identify the Main Health Topic (Focus): Determine the primary health condition in the user’s question
to establish the central subject of inquiry.
(2) Assess User Knowledge Level (Knowledge): Evaluate the consumer’s familiarity with the health topic
based on the language and concepts used in their question. This assessment categorizes knowledge
as LOW, MEDIUM, or HIGH. LOW Knowledge Level: Indicates a basic or minimal understanding of
the health condition or topic. The user may be unfamiliar with the condition or its implications. This
level typically includes general inquiries or seeks foundational information. Example questions might
be: "What is [health condition]?" "What causes [health condition]?" "Are there common symptoms
associated with [health condition]?" MEDIUM Knowledge Level: Suggests a moderate understanding
of the condition. The user might know what the condition is or some of its symptoms, but seeks more
detailed or specific information. This level often involves questions about management, treatment
options, or lifestyle impacts. Example questions might be: "What are the treatment options for [health
condition]?" "How does [health condition] typically progress over time?" "Can lifestyle changes impact
the course of [health condition]?" HIGH Knowledge Level: Indicates an advanced understanding
or familiarity with the health condition. Users at this level often have detailed knowledge about the
condition and seek highly specific, nuanced, or recent information. This might include questions
about the latest research, complex treatment options, or specific subtypes of the condition. Example
questions might be: "What are the latest research findings on [health condition]?" "Are there new
or experimental treatments for [health condition]?" "How does [health condition] interact with other
coexisting conditions?"
(3) Determine Information Needs (Type): Identify what specific aspects of the condition the user is
interested in, such as symptoms, causes, treatments, prognosis, or lifestyle impacts.
(4) Question Segmentation: Segment the consumer question into individual, focused questions using
the determined Focus, Type and User Knowledge Level. Each question should address a single aspect
of the Focus.

Table 1: This table shows actual prompts used for the experiments.

clearer, single-sentence questions that could poten-
tially provide answers to the original CHQ, thereby
increasing consumer satisfaction.

The ent-def prompt was based on the question
entailment definition as defined by Ben Abacha and
Demner-Fushman, particularly suited for question-
answering tasks: “When question A can answer
question B partially or fully, then question B entails
question A."

For the CoT Prompting, we expanded on our
prior research that underscored the significance of
identifying the Focus and Type in the question en-
tailment recognition task for CHQs (Lee and Pham,
2022). This approach integrates the CoT method,
introduced by Reynolds et al., which enhances per-
formance by incorporating reasoning steps. Our
prompt has three chains: 1) extract the Focus; 2)
determine the Type; and 3) evaluating the user’s
knowledge level about the Focus. 4) considering 1,
2, 3, reformulate the CHQ.

3.2. Evaluation Method

Our approach for evaluating the accuracy of gen-
erated questions involves text similarity measure-
ment analysis. We aligned the output generated
by our models with a predefined gold standard of
questions. We consider the output of models as
a single output by concatenating the list of ques-
tions and doing the same for the gold standard
(GARD expert suggestion). This enables a direct
comparison to obtain a similarity score. For the
similarity metric, we utilized UniEval, a multifaceted
tool designed for evaluating text generation tasks.
It measures aspects like consistency, coherence,
and relevance (Zhong et al., 2022). We also applied
the ROUGE (R) metric, with an emphasis on R-1 for
unigram overlap and R-L for the longest common
subsequence (Lin, 2004), to analyze the lexical
similarity and coherence of the generated research
questions. This methodological blend offered a ro-
bust framework for assessing the effectiveness of
our models.
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Figure 2: Heatmap of GARD dataset vs generated output (5 most frequent types only).

Data Method Consistency Coherence Relevance R-1 R-L

GARD

CoT prompt 0.9338 0.9604 0.8945 0.3115 0.2630
ref-def prompt 0.9003 0.9472 0.8975 0.2964 0.2344
ent-def prompt 0.9087 0.9456 0.8833 0.2892 0.2300
Bing 0.7978 0.8078 0.7475 0.1487 0.1231
Google 0.7704 0.7262 0.6383 0.2101 0.1711
Yahoo 0.7979 0.8037 0.7442 0.1572 0.1318

GARD**

CoT prompt 0.9339 0.9620 0.9414 0.4269 0.4241
ref-def prompt 0.9068 0.9530 0.9345 0.4128 0.4061
ent-def prompt 0.9151 0.9525 0.6512 0.1946 0.1918
Bing 0.8193 0.8728 0.8690 0.3924 0.3910
Google 0.7927 0.8325 0.7941 0.3523 0.3510
Yahoo 0.8151 0.8784 0.8676 0.3634 0.3614

RQE

CoT prompt 0.7436 0.8058 0.7690 0.1208 0.1152
ref-def prompt 0.7411 0.8798 0.8506 0.1097 0.1030
ent-def prompt 0.7424 0.8532 0.8226 0.1118 0.1055
Bing 0.7690 0.7937 0.7620 0.0743 0.0662
Google 0.7060 0.7290 0.6934 0.0868 0.0819
Yahoo 0.7868 0.8170 0.7864 0.0742 0.0698

Table 2: Evaluation using with UniEval (consistency, coherence and relevance), R-1 and R-L. GARD**
designates results on the GARD dataset where output and user questions possess identical Focus (to
have a "fairer" comparison with search engine suggestions by excluding "intention shift").

Furthermore, we incorporated quantitative met-
rics for a comprehensive assessment. We calculate
the frequency of Focus and Type elements in the
responses, thereby measuring their alignment with
the gold standard, which is shown in Table 3. We
use the Euclidean Distance to measure the similar-
ity between gold standard vs. prompt outputs and
gold standard vs. search engine. The formula is
Distancei =

√
(F0 − Fi)2 + (T0 − Ti)2 where, F0

and T0 are representing an average number of Fo-
cus and an average number of Type values, re-
spectively, for the gold standard. Fi and Ti are the
corresponding values for the row being compared.

4. Analysis

In this section, we provide an analysis of results.

4.1. Question Reformulation Analysis
The performance of prompts on the GARD dataset
using ref-def, ent-def, and CoT prompting (which
incorporates Focus and Type along with reformula-
tion definition) was remarkably similar when tested
against an expert-suggested dataset. This similar-
ity indicates a strong alignment between the task
and the dataset. Notably, CoT prompting demon-
strated superior performance over other methods
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Focus Type Distance
GARD User Question 1.6447 2.0220 2.897
Gold standard 1.5311 4.8462 -
CoT Prompting 2.2308 4.3187 0.707
Ref Def Prompting 2.2418 5.2601 0.715
Ent Def Prompting 1.7289 3.2015 1.648
Bing API 2.3736 2.8425 2.034
Google API 2.7509 3.3663 1.596
Yahoo API 2.3040 2.8352 2.028

Table 3: Comparative analysis of prompting meth-
ods against the gold standard, using an average
occurrence of Focus and Type. Method alignment
with the gold standard calculated using the Eu-
clidean distance (lower values = greater similarity).

in terms of consistency, coherence, and R-1 and
R-L scores. This suggests that understanding the
Focus and Type of a question before generating a
reformulated version is crucial for this specific task.

4.2. Entailment Task Analysis
In our analysis of entailment prompts, we noted that
the ref-def prompt and the ent-def prompt demon-
strated remarkably similar patterns. As shown in
Table 2, the performance scores of both prompts
were closely aligned when applied to the GARD
dataset and RQE dataset, across multiple evalua-
tion methods. This parallel trend is also evident in
Figure 2, which further corroborates our observa-
tion. These results align with the patterns of human
behavior observed in previous surveys, as cited in
(Chen et al., 2021). For future research, especially
in scenarios where there is no “interest shift" in user
intent, augmenting the reformulation task with ques-
tion entailment datasets emerges as a promising
strategy to overcome data limitations.

Regarding the entailment dataset, we conducted
the same experiment using the RQE dataset to
assess its similarity to the QR task. Considering
that the RQE dataset consists of only 129 entail-
ment question pairs and was originally designed
for entailment recognition tasks, the reformulation
pairs are limited to user questions with a single
corresponding entailment question. Therefore, the
evaluation might not fully represent real-world sce-
narios. However, similar to the findings with the
GARD dataset, the CoT Prompt method outper-
formed others on the ROUGE metrics.

4.3. Search Engine Behavior Analysis
Our study also delved into the behavior of search
engines in offering QR suggestions. Utilizing the
GARD dataset, Google provided QR suggestions
for 99.6% of queries, significantly outperforming
Yahoo and Bing, with both providing only 81.2%
each.

Interestingly, the Google’s heatmap in Figure 2,
illustrates a more evenly distributed range of Foci
compared to prompt results and expert sugges-
tions. Also indicated in Table 3, the average num-
ber of Foci in Google’s suggestions exceeds those
in other methods. This suggests that Google’s QR
approach provides more varied results.

Given this indication that a large portion of ques-
tions suggested by search engine consist of interest
shift suggestions, we explored excluding the ‘intent
shift’ questions from the search engines, by se-
lecting questions from the GARD dataset where
both input and output were determined to have the
same Focus. After filtering, only 11%, 9%, and
8% of questions remained in the Google, Bing, and
Yahoo datasets, respectively - confirming our suspi-
cions. In comparison, the prompting methods had
higher Foci alignment as the GARD expert sug-
gested RQs: 33% (ent-def prompt), 35% (ref-def
prompt), and 34% (CoT prompt). We then ran our
evaluation method upon this filtered dataset with
results shown in Table 2, row with GARD**. Com-
pared to the full GARD dataset, we see that overall
search engine accuracy significantly increased, yet
still lower than our three prompting results. We
conclude that filtering on Focus would not be a
desirable dataset augmentation and that further in-
vestigation is required on how to separate interest
shift task vs. QR with search engine dataset.

Also, while this diversity is advantageous for
users seeking to shift the Focus of their inquiries,
it may be undesirable for those who simply wish
to rephrase their existing questions. In contrast,
a mechanism to filter or categorize these options
may be preferred. Such a system would enhance
the user experience by streamlining the process
of navigating through the multitude of suggestions,
thereby catering more effectively to the specific
needs of users, whether they seek focus diversity
or question refinement.

5. Conclusion

In our study, we have made significant strides in the
field of CHQ reformulation by conducting a compre-
hensive comparative analysis of three distinct ques-
tion generation methodologies: ref-def, ent-def and
CoT prompt. Our CoT prompting approach, which
integrates Focus and Type specificity, represents a
novel method tailored for CHQ reformulation. Fur-
thermore, we have identified and recommended
specific datasets that are instrumental for ongo-
ing research in this domain. These datasets are
poised to aid other researchers in conducting simi-
lar studies, thereby driving continuous innovation
and exploration in the field. Our contributions lay
the groundwork for future advancements in CHQ re-
formulation, setting a new benchmark for research.
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A. Appendix

A.1. Data Source Links
This section specifies the precise location of the
data source.

A.1.1. GARD Questions

The dataset was obtained from the following
website: https://rarediseases.info.nih.
gov/search?keyword=the%20following%
20information%20may%20help%
20address%20your%20question&page=
1&filters=contentType%3Dgardcase

However, access to the expert suggestions
is no longer available on the current version of
the site. Nevertheless, an older version of the
website, which includes these expert sugges-
tions, can be accessed via this link: https://
iiab.me/modules/en-nih_rarediseases/
diseases/categories/index.html. In this
version, the expert responses can be found in the
"GARD Answer" section.

For instance, to find information on cysticercosis,
one can visit https://iiab.me/modules/
en-nih_rarediseases/diseases/8194/
cysticercosis/index.html. In this section,
clicking on the "see answer" link under "GARD
Answer" redirects to a different page (https://
iiab.me/modules/en-nih_rarediseases/
diseases/8194/cysticercosis/cases/
26056/index.html). This page lists the CHQ,
suggested questions, their answers with ref-
erences, and the expert suggested questions
are introduced with the phrase "The following
information may help to address your question:".

A.1.2. RQE Dataset

The RQE datasets, as referenced in Ben Abacha
and Demner-Fushman (2016), are made pub-
licly accessible at the following URL: https://
github.com/abachaa/RQE_Data_AMIA2016

A.1.3. Search Engine API

The dataset for the search engine was not obtained
from a repository; instead, we directly scraped
search results using SerpAPI, as detailed in
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(jvmvik et al., 2024). The relevant information
and resources for this API can be found at the fol-
lowing URL: https://github.com/serpapi/
google-search-results-python?tab=
readme-ov-file.

A.2. Examples
In this section, we provide samples of each dataset
and prompt results, which are listed in Table 4, Ta-
ble 5, Table 6.
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CHQ How is fibrosing mediastinitis treated? How can I learn more about
research?

Focus [’Fibrosing Mediastinitis’]
Type [’Treatment’, ’Research’]

User Knowledge Level MEDIUM

CoT Prompt Result [’What is the treatment for Fibrosing Mediastinitis?’, ’Where can I
find recent research on Fibrosing Mediastinitis?’]

GARD Expert Suggestion
How might fibrosing mediastinitis be treated? Are there any re-
search studies or clinical trials enrolling people with fibrosing me-
diastinitis?

Table 4: CoT Prompt Good Result.

CHQ

My son presented with a sudden onset of partial complex seizures
and a friend provided us with information about neurocysticercosis.
My son has not yet been tested, but I would like to know if this
disease has an affect on a person’s appetite or weight?

Focus [’Neurocysticercosis’]
Type [’Symptoms’, ’Effects’]

User Knowledge Level MEDIUM

CoT Prompt Result
[’What is neurocysticercosis?’, ’What are the symptoms of neu-
rocysticercosis?’, "Does neurocysticercosis affect a person’s ap-
petite?", "Does neurocysticercosis affect a person’s weight?"]

GARD Expert Suggestion

What is cysticercosis? What is neurocysticercosis? Can neuro-
cystocercosis affect a person’s appetite or weight? With whom
should I speak if I suspect neurocysticercosis may be affecting
someone I know?

Table 5: CoT Prompt Error Result. Expert suggested a related question about cysticercosis, but this Focus
is not shown in CHQ nor prompt output. Cysticercosis and neurocysticercosis are related but distinct
conditions, both caused by the same parasitic infection but affecting different parts of the body. Thus,
it is useful information to users who do not have a HIGH knowledge level about the disease. This is a
question the user may ask without an "interest shift" intention.

CHQ

I have a Robertsonian translocation 13;14. My husband and I
just had our trisomy 13 baby boy pass at 24 weeks gestation. My
question is, does the type of trisomy 13 a baby has correlate with
how long it will live in utero? For example, does full trisomy 13
have a better chance of survival than translocation trisomy 13? Or
do they all have an equal prognosis?

Focus [’Robertsonian translocation 13;14’, ’trisomy 13’, ’survival in utero’,
’prognosis’]

Type [’cause’, ’prognosis’]
User Knowledge Level MEDIUM

CoT Prompt Result

[’Does the type of trisomy 13 a baby has correlate with how long
it will live in utero?’, ’Does full trisomy 13 have a better chance of
survival than translocation trisomy 13?’, ’Do all types of trisomy 13
have an equal prognosis?’]

GARD Expert Suggestion Does the prognosis differ depending on the type of trisomy 13 a
fetus has? How can I find a genetics professional in my area?

Table 6: CoT Prompt Bad Result. Prognosis belongs to Type, not Focus. Survival in utero is also not a
disease name. This is a case of multiple and incorrect Foci, which led to incorrect final results.
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Abstract
Automatic classification of behaviour change language can enhance conversational agents’ capabilities to adjust
their behaviour based on users’ current situations and to encourage individuals to make positive changes. However,
the lack of annotated language data of change-seekers hampers the performance of existing classifiers. In
this study, we investigate the use of semi-supervised learning (SSL) to classify highly imbalanced texts around
behaviour change. We assess the impact of including pseudo-labelled data from various sources and examine the
balance between the amount of added pseudo-labelled data and the strictness of the inclusion criteria. Our findings
indicate that while adding pseudo-labelled samples to the training data has limited classification impact, it does not
significantly reduce performance regardless of the source of these new samples. This reinforces previous findings
on the feasibility of applying classifiers trained on behaviour change language to diverse contexts.

Keywords:Behaviour Change, Semi-Supervised Learning, Low Resource Application Areas

1. Introduction

The way people talk about change can be an in-
dicator for future success of their attempts to alter
their behaviour (Magill et al., 2018; Moyers et al.,
2007). Different types of language indicate vary-
ing levels of intent to change (Resnicow et al.,
2012) and being able to automatically differenti-
ate these language types could improve conver-
sational agents (CAs) with the purpose of assist-
ing behaviour change. For example, a CA could
adapt its behaviour to a user’s current situation
and motivational level and elicit more favourable
utterances in order to increase the user’s resolve
to change. Additionally, obtaining such informa-
tion from patient texts, such as journals, could
serve as a meaningful resource for practitioners,
helping them gain deeper understandings of the
patient’s current situation (Kim et al., 2023)
Current CAs fail to use this information (Xu and

Zhuang, 2022), not least because of a lack of anno-
tated text around behaviour change. The availabil-
ity of new datasets with labelled utterances would
facilitate the construction of supervised learning
solutions (Meyer and Elsweiler, 2022). However,
such data is difficult to obtain for two main reasons.
First, it is commonly sourced from transcripts of
therapy sessions or counsellor training materials,
leading to privacy and data security concerns that
complicate the publication of datasets. This natu-

rally limits the size of the data. Second, the costs
of annotation and the necessary training of the
assessors hinder the creation of large datasets
with fine-grained annotations (Pérez-Rosas et al.,
2016; Wu et al., 2022).

Additionally, behaviour change language ex-
hibits certain peculiarities. It can be applied to
different kinds of unrelated target behaviours, e.g.
increasing physical activity or smoking cessation,
which demands the ability of a classification algo-
rithm to be able to transfer between contexts. Talk-
ing about behaviour change also naturally leads
to highly imbalanced data. Certain types of ut-
terances, such as reasons for or against change,
tend to appear often while others, such as state-
ments about specific commitments for the future,
are less frequent (Lord et al., 2015).

Semi-supervised learning (SSL) has commonly
been used to alleviate the limitations imposed on
classification performance by a scarcity of train-
ing data. SSL has shown to be particularly suc-
cessful in popular benchmarks (Van Engelen and
Hoos, 2020; Duarte and Berton, 2023). In this
paper, we explore the feasibility of using SSL in
the context of classifying highly imbalanced text
about behaviour change. We explore the inclu-
sion of pseudo-labelled data, both from the origi-
nal source and from new sources covering differ-
ent behaviour change contexts. We evaluate to
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what extent including new pseudo-labelled data
from different sources impacts the classifier’s abil-
ity to correctly predict the utterance class of short
texts. Furthermore, we work with several out-of-
context test datasets and explore the trade-off be-
tween the amount of pseudo-labelled data added
and the strictness of the inclusion criteria for the
pseudo-labelled samples1.

2. Background & Related Work

2.1. SSL for Text Classification

In their survey paper, Van Engelen and Hoos
(2020) give an extensive overview of different SSL
models and common application areas. A more re-
cent review, by Duarte and Berton (2023), focuses
specifically on the application of SSL methods to
text classification. According to them, one of the
most commonly explored types of SSL for text clas-
sification is self-learning, where a baseline classi-
fier is used to assign pseudo-labels to new, unla-
belled data. These pseudo-labelled examples are
then included in the training data of the classifier.
This classic approach is simple and has the advan-
tage of being suited to be used in combination with
any base learner (Van Engelen and Hoos, 2020).
Past work has shown the effectiveness of SSL in

various domains, including health and well-being.
For instance, Varma and Ré (2018) presented a
tool for automatically generating weak supervision
rules for data labelling. The authors demonstrated
the effectiveness of this method in spam classifi-
cation and medical diagnosis. In the same vein,
Ratner et al. (2020) presented a tool to streamline
the process of creating training data with weak su-
pervision techniques. The usefulness of this tool,
which allowed users to rapidly define labelling func-
tions, was demonstrated in real-life applications
such as medical information extraction and knowl-
edge base construction.
Other studies have focused on mitigating weak-

nesses frequently associated with SSL techniques.
For instance, there is often an inherent prone-
ness to class imbalance, which is observable even
when the baseline classifier is trained on balanced
data (Wang et al., 2022). Real-world data is
rarely balanced. Guo and Li (2022) addressed this
problem by introducing a framework that supports
adaptive thresholding for different classes. Their
approach is effective without prior knowledge of a
dataset’s class distribution.
SSL has been frequently applied to publicly

available and widely researched benchmarks.
These experiments often yielded solid results
(Van Engelen and Hoos, 2020; Duarte and Berton,
2023). However, recent studies have argued that

1We make our code available on GitHub.

performance on these datasets does not always
equal reliability and robustness in real-world appli-
cations (Kiela et al., 2021; Schlegel et al., 2022;
Church and Kordoni, 2022). It is hard to predict to
which extent SSL is beneficial for a given situation
(Van Engelen and Hoos, 2020), with many studies
even reporting decreases in classification perfor-
mance (Oliver et al., 2018; Li and Zhou, 2014). Be-
cause of this potential for deterioration, we chose
to first evaluate the effect of SSL for behaviour
change language using self-training, and leave the
exploration of other, more sophisticated SSLmeth-
ods to future work.

2.2. Behaviour Change Language

One way to formalise talk about behaviour change
is the Motivational Interviewing Skill Code (MISC)
(Miller et al., 2003). It helps to categorise utter-
ances into different valences and topics around be-
haviour change across multiple target behaviours.
While Motivational Interviewing (MI) was initially
developed for addiction counselling, it has since
been used for various topics, ranging from smok-
ing cessation, over nutrition and fitness, to work-
related behaviour (Miller and Rollnick, 2002; Clif-
ford and Curtis, 2016; Page and Tchernitskaia,
2014; Güntner et al., 2019).
The MISC defines different categories for utter-

ances, which we outline in Table 1. Based on the
MISC, each user utterance that is not Follow/Neu-
tral is assigned a valence and a topic. If the topic
isReason, the utterance is also assigned a reason
type. This annotation framework can help to infer
a person’s intensity of commitment to behaviour
change (Resnicow et al., 2012). For example, the
MISC helps to understand how confident people
feel about change, what type of rationale leads
them to pursue change and whether they have al-
ready become active or are planning to do so in
the near future.
Past research on classifying these behaviour

codes has largely focused on the distinction be-
tween Change Talk, Follow/Neutral and Sustain
Talk, and the few existing public MI-datasets do
not contain topic and reason type annotations (Wu
et al., 2022; Pérez-Rosas et al., 2016). This lack of
fine-grained annotations hinders the development
of more sophisticated classifiers that take into ac-
count the topic of user utterances and the types of
reasons they voice for making a change.
An exception to this is the GLoHBCD, a Ger-

man dataset that contains written forum data an-
notated with valences, topics, and reason types
based on the MISC (Meyer and Elsweiler, 2022).
The creators of the GLoHBCD demonstrated the
feasibility of training transformer-based classifiers
on the data, reaching macro F1 scores between
70% and 77% depending on the label-level. How-
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Level Label Description
Valence Change Talk (+) Utterances in favour of behaviour change

Sustain Talk (-) Utterances in favour of status quo
Topic Reason Reasons for/against change

Taking Steps Specific steps taken in the recent past
Commitment Agreement, intention, or obligation for the near future

Reason Type Ability Ability and degree of difficulty of the change
Need Necessity of change, or maintaining the status quo
Desire Desire for change, or current behaviour
General General justifications, incentives, or justifications

Follow/Neutral (FN) Utterances not related to behaviour change

Table 1: Description of utterance classifications, based on (Miller et al., 2003; Meyer and Elsweiler, 2022)

ever, these experiments also showed that some
label-levels are harder to classify and that the im-
balanced nature of the data can be problematic. In
further experiments, the same team showed that
the classification of these utterances transfers to a
certain extent between different target behaviours
and conversational contexts (Meyer and Elsweiler,
2023).
With macro F1 scores ranging mostly between

60% and 90%, the classification results reached
on out-of-context datasets suggest a certain de-
gree of stability, but still leave much room for im-
provement. The GLoHBCD consists of only 4724
data points relevant to behaviour change, and the
less represented classes include less than 200
samples, which makes it likely that introducing
more data would lead to improved classification.

3. Datasets

In this paper, we intend to build on the results
presented by Meyer and Elsweiler (2022, 2023)
and determine the feasibility of applying SSL ap-
proaches to the GLoHBCD. We aim at increasing
classification performance on the original dataset
and, additionally, employing the classifiers on ex-
ternal chat-like conversational data about different
target behaviours. To explore this, we have col-
lected new data from the same source as the GLo-
HBCD, as well as from other sources. In this sec-
tion, we first outline the main properties of the GLo-
HBCD (§3.1) and then give an overview of the data
sources used for pseudo-labelling (§3.2) and the
test sets used to evaluate transfer learning capa-
bilities (§3.3).

3.1. GLoHBCD

The GLoHBCD is a dataset of forum posts, written
by people trying to lose weight, which was anno-
tated with labels based on the MISC (Meyer and
Elsweiler, 2022). The data was collected in Au-
gust 2020 and written between May 2006 and July

2020. It stems from two subforums of a large-
scale German weight loss forum, which were ini-
tially pre-screened for utterances around motiva-
tion for weight loss, after which relevant posts were
annotated on a sentence-level basis. Each data
point consists of a single sentence from the forum,
together with a valence, a topic, and, if the topic
is reason, a reason type annotation, as defined in
Table 1.

3.2. Data Used for Pseudo-labelling

We used three different datasets as sources for
pseudo-labelled text, one of them stemming from
the same source as the GLoHBCD, another com-
ing from a different source with the same conver-
sational context, and a third being sourced from
spoken interactions about a variety of target be-
haviours. This allowed us to explore to what extent
adding new data from different contexts, which
likely introduces more linguistic variety, can be
used to improve classification of new data.

Weight Loss Forum Data For the Weight Loss
Forum Data, we collected new posts from the
same source as the GLoHBCD. We collected all
posts published after the extraction date of the ini-
tial GLoHBCD data (August 2020). There was no
manual pre-filtering of this new data, which con-
sists of 992 sentences and serves as in-domain
data for pseudo-labelling.

Smoking Cessation Forum Data The Smoking
Cessation Forum Data consists of data that is sim-
ilar to the GLoHBCD, in the sense that it also con-
sists of forum data. However, this dataset consists
of reports of people attempting to quit smoking.
As such, it represents data from the same type of
source, but from a different context as the original
dataset. The dataset was created by Meyer and
Elsweiler (2023) and includes ground truth MISC
annotations for each of the 662 sentences in the
dataset. We can use these annotations to evalu-
ate the effect of adding pseudo-labelled samples
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Dataset Domain/Target be-
haviour

Context # sentences

Health Coaching Dia-
logue Corpus2

step count increase Text conversations with health
coach

508

Optifast Mock-Chatbot weight loss Text conversation with simulated
motivational chatbot

90

DARN-CT-based Wizard
of Oz Dialogues

New Year’s resolu-
tions

Text conversations with simu-
lated motivational chatbot

80

Synthetic GPT-3 Data3 weight loss User simulation through eliciting
questions

74

GLoHBCD (test split) weight loss Forum - Interaction between
peers

924

Smoking Cessation Fo-
rum (test split)

smoking cessation Forum - Interaction between
peers

199

Table 2: Overview of test datasets introduced in Meyer and Elsweiler (2023) to evaluate domain transfer
capabilities of classifiers (table adapted from Meyer and Elsweiler (2023))

to the training data on the classification of data
from different sources as the original training data.
To explore this, we use 10% of this data collection
as a test set to evaluate the performance of the fi-
nal model. The remaining sentences are used as
a source for pseudo-labelled data.

AnnoMI The AnnoMI dataset is a collection of
transcribed MI sessions across a variety of be-
haviour change contexts (Wu et al., 2022). While
still being language data related to behaviour
change uttered by humans, this dataset differs
both in context (topics range from weight loss and
smoking cessation, across alcohol abuse to other
issues) and source type, as the data is transcribed
from spoken counselling sessions, whereas the
GLoHBCD consists of peer-to-peer conversations
in a written forum. As such, this dataset is the
furthest away from the original dataset and could
thus offer the largest increase in linguistic vari-
ance. Since the dataset only includes valence an-
notations of client utterances, we use all client ut-
terances which are not annotated as Follow/Neu-
tral as data to pseudo-label for our experiments.
Since for the remaining datasets used in this study
each sentence constitutes a single data point, we
separate the utterances in the AnnoMI into sen-
tences following the same approach as for the
other datasets, resulting in 2481 sentences.

3.3. Data used for Testing the SSL Classifier

Finally, we use multiple test sets to evaluate the
ability of the SSL classifier to predict the type
of behaviour change utterance. This includes a
broad range of collections, ranging from written
chat-like conversations to forum and spoken inter-
actions, assembled by Meyer and Elsweiler (2023)
to evaluate transfer learning capabilities of classi-
fiers trained on GLoHBCD data. In this way, we

can evaluate the transfer learning capabilities of
the SSL classifier. This is intended to give insights
about the effects of adding pseudo-labelled data
from the original source (and from other sources)
on the ability of the classifier to recognise utter-
ances under varying conditions. Introducing test
data from such a broad variety of contexts tells us
to which extent adding pseudo-labelled data from
multiple sources benefits or hinders classification
of new data with varying degrees of closeness to
the GLoHBCD.
In Table 2 we give an overview of the datasets

used for testing, their conversational context, and
behaviour change domain. Following Meyer and
Elsweiler (2023), we included synthetically gener-
ated chat data, which can be seen as stereotypi-
cal utterances about change. This acts as a san-
ity check, since a decrease in performance on this
dataset after adding pseudo-labelled data would
indicate a significant increase in noise. We also
create an 80%-20% split of the GLoHBCD, using
the 20% as a final test set, whereas the remaining
20% are used for training the baseline classifiers.

4. Experimental Setup

We ran experiments across four stages, which we
will outline in this section. The first three stages
are made up of fine-tuning experiments, whereas
the fourth stage applies the findings to the test sets.
For fine-tuning, we followed the following method-
ology: In 10-fold cross-validation, i) a BERT-based
classifier is fine-tuned on the GLoHBCD training
data (baseline classifier), ii) new data is pseudo-
labelled, iii) GLoHBCD training data and pseudo-

1data based on Gupta et al. (2020) with annotations
by Meyer and Elsweiler (2023)

2based on Meyer et al. (2022) with annotations by
Meyer and Elsweiler (2023)
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Valence Topic Reason Type
System Macro F1 System Macro F1 System Macro F1
baseline 72.65 (1.96) baseline 74.05 (3.17) baseline 75.63 (2.93)
NP, CT(0.5) 73.98 (2.29) NP, CT(0.95) 75.89 (3.82) P(0.7), CT(0.5), min 76.7 (2.96)
NP, CT(0.5), equal 73.73 (1.85) P(0.5), CT(0.95) 75.46 (3.47) P(0.7), CT(0.5) 76.28 (4.33)
NP, CT(0.1) 73.55 (2.36) P(0.7), CT(0.95) 75.35 (3.15) P(0.7), CT(0.4) 76.25 (3.35)

Table 3: Comparison of classification setups on gLoHBCD cross-validation splits with baseline (no SSL).
Variants include Pre-filtering (P(.)) and No Prefiltering (NP). Confidence thresholds for sample incorpora-
tion and classification indicated as P(t) and CT(t) respectively. If threshold < 0.5, points labeled minority
class if predicted confidence > threshold. Equal: equal samples, Min: only new minority class samples
included.

labelled data are combined to fine-tune an SSL
classifier, and iv) the SSL classifier and baseline
classifier are evaluated against the validation split
of the cross-validation. This process is repeated
for each label-level (see Table 1). Figure 1 pro-
vides a visual overview of the experimental setup.

4.1. Stage 1: Pre-filtering and Confidence
Thresholds

The careful selection of new data, for example,
by excluding data points with low-confidence clas-
sifications with the help of a baseline classifier,
has been shown to be essential for successfully
applying SSL methods (Van Engelen and Hoos,
2020). To achieve this, i) we use a relevance fil-
ter supplied by the GLoHBCD authors4 to weed
out change-unrelated (Follow/Neutral) sentences,
and ii) we compare different confidence thresh-
olds for pre-filtering and pseudo-labelling. We test
all combinations of three confidence thresholds
(0.5, 0.7, 0.95) for both the relevance filter and
the baseline classifier that is used to pseudo-label
new data. To avoid noise, we use only Weight
Loss Forum Data (§3.2) as a source for pseudo-
labelled data at this stage, as it stems from the
same source as the GLoHBCD.

4.2. Stage 2: Class Imbalance

Pseudo-labelled data is prone to class-imbalance
even with a balanced baseline classifier (Wang
et al., 2022). Such imbalance can severely im-
pact performance (Guo and Li, 2022). In our
first experimental stage, the majority class domi-
nated pseudo-labelling, possibly suppressing SSL
improvements. To address this, we tested addi-
tional strategies to boost minority-class represen-
tation.
From stage 1, we selected optimal pre-filter

threshold combinations for each label-level. We
then test the following variants: i) adding only
minority-class pseudo-labelled samples, ii) adding

4https://huggingface.co/selmey/
behaviour_change_prefilter_german

equal amount of pseudo-labelled samples for all
classes, based on the number of minority-class
samples, and iii) pseudo-labelling as minority
class even with low confidence (thresholds: 0.4,
0.3, 0.2, 0.1).

4.3. Stage 3: Amount and Domain of
Pseudo-labelled Data

After initial proofs considering only Weight Loss
Forum data, we wanted to assess to what ex-
tent the amount of new data added and the do-
main of pseudo-labelled data impact classification
performance and transfer learning. To this end,
we included the two other datasets described in
§3.2, and tested the following combinations of
datasets as providers of pseudo-labelled samples:
i) Weight Loss Forum only, ii) Smoking Cessation
Forum only, iii) AnnoMI only, iv) Weight Loss Fo-
rum + Smoking Cessation Forum, and v) Weight
Loss Forum + Smoking Cessation Forum + An-
noMI.
At this stage, the confidence thresholds were

set to those that yielded the best results in Stages
1 and 2. We added varying shares of pseudo-
labelled data to the original training data (between
20%-100% in 20% increments).
Since the data from the Smoking Cessation Fo-

rum contains ground truth labels, we incorporated
these examples to the 10-fold cross-validation
experiments (at each round 90% of them were
pseudo-labelled and fed to the classifier and the re-
maining 10% of them were included into the valida-
tion fold along with the GLoHBCD validation data).

4.4. Stage 4: Application to Test Sets

In this final stage, we combine insights from stages
1-3 and applied the best performing system for
each label-level to the independent test sets. Ex-
amining the SSL approach on data derived from
chat-like conversational contexts and spanning
various behaviour change domains aids in gaug-
ing its effectiveness and transfer learning capabil-
ities. The main goal was to determine what kind
of out-of-context data might benefit the most from
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Figure 1: Framework plot of experimental setup.

SSL.We also expected to build on previous results
(Meyer and Elsweiler, 2023) and gain additional
insights about the interaction between a dataset’s
properties and the difficulty of mining change be-
haviour cues from it.

5. Results

In Table 3 we summarise the classification results
of the top three conditions from stages 1 and 2, in
which only Weight Loss Forum data was pseudo-
labelled, on the cross-validation splits of the GLo-
HBCD for each label-level compared to the base-
line classifier. These results suggest that adding
pseudo-labelled samples from the same source as
the GLoHBCD has a minor yet discernible positive
effect on classification. Most of the tested variants
led to some improvements compared to the base-
line, although the improvements weremodest, and
we did not observe any statistically significant dif-
ferences between conditions. This outcome could
potentially be attributed to the low amount of avail-
able new data.
Although there was no significant improvement

in performance, none of the classification tasks ex-
perienced a decrease in performance when new
pseudo-labelled data was added. When analysing
the class-specific F1 scores and the amount of
new data points added per class, we noticed that
the F1 scores of the minority classes vary more
than those of the majority classes. The amount
of data labelled as the minority class is generally
small, even in conditions where the confidence
threshold for a sample to be labelled as the mi-
nority class was set lower than 0.5. In Figure 2,
we show that this effect can be observed across
all classification experiments (valence, topic, and
reason type). Based on the results of stage 1 and

2, the systems chosen for the next stage of exper-
iments were the following:

valence level: no prefilter, confidence thresh-
old 0.5 (NP, CT(0.5)),

topic level: no prefilter, confidence threshold
0.5 (NP, CT(0.95)),

reason type level: prefilter with confidence
0.7, confidence threshold 0.5, and adding
only minority samples (P(0.7), CT(0.5), min).

Applying those systems in stage 3 of experi-
ments led to more stable classification results for
the GLoHBCD validation sets compared to the
Smoking Cessation Forum validation sets. This
was expected since the smoking cessation data is
from a different source and domain than the origi-
nal training data, and has fewer samples.
However, regardless of the validation set and

the type of pseudo-labelled data added, the results
do not show a clear increase of performance when
more data is added. Only in a few instances did
adding out-of-domain data lead to improvements
of in-domain classification. The effects of SSL
seems to be slightly more apparent on the rea-
son type level. For example, adding weight loss
forum data led to slight improvements in reason
type classifications of the GLoHBCD and Smok-
ing Cessation Forum validation sets. The reason
type classifiers work with few labelled data points
from the original training data, thus presumably al-
lowing pseudo-labelled samples to have more in-
fluence.
Based on the results obtained in stage 3, we

included different shares of pseudo-labelled data
from Weight Loss Forum, Smoking Cessation Fo-
rum and AnnoMI to predict on the test sets in Stage
4 (see Table 3). For valence and reason type clas-
sification, we included 20% of the pseudo-labelled
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Figure 2: Amount of pseudo-labelled data points added to the training data across conditions by class.

Figure 3: Change in classification performance when more pseudo-labelled data is added to training.

data, and for topic classification we included all
pseudo-labelled samples. In Figure 4, we com-
pare the classification performance of the base-
line classifier without pseudo-labelled data and the
best performing system from stages 1-3 for each
label level.
For the topic level, all datasets but the Health

Coaching Dialogue Corpus experienced some im-
provement in performance. Effects on valence
and reason type were larger and more varied. The
valence predictions by the SSL classifier on the
Smoking Cessation Forum, the synthetic GPT-3
data, and the Health Coaching Dialogue Corpus
were better than those of the baseline. Still, the
SSL classifier produced poorer valence results for
the Wizard of Oz dialogues, GLoHBCD and Op-
tifast Data. For reason type, decreases in per-
formance were observed for the synthetic GPT-
3 data and the GLoHCBD test set, while perfor-
mance on Optifast Data remained the same and
all other datasets benefited from the inclusion of
the pseudo-labelled data.

6. Discussion

Weak supervision has shown promising results
in multiple previous studies working with curated
benchmark datasets (Van Engelen and Hoos,
2020; Duarte and Berton, 2023). However, its ef-
fects appear to be more elusive when applied to
imbalanced data. Although we found some slight
improvements when applying the SSL-classifiers

to test datasets, transfer learning did not improve
for all out-of-context data. With the baseline classi-
fier reaching F1 scores between 70% and 80% on
in-context data, one potential reason for the lack
of stable classification improvements could be un-
steady behaviour of the baseline classifier when
labelling new data.

In their survey study, Longpre et al. (2020) high-
lighted that simply augmenting the training data
of large pre-trained transformer models is insuffi-
cient to enhance classification performance. The
reason behind this limitation lies in the fact that
augmentation alone does not introduce the nec-
essary linguistic variety to impart new knowledge
to these powerful models. Drawing from this ar-
gument, one possible explanation for the mini-
mal impact observed when incorporating pseudo-
labelled samples, regardless of their source or la-
bel level, could be attributed to the uniformity of
language surrounding behaviour change across
different conversational contexts and behaviour
change topics.

This observation aligns with the findings pre-
sented by Meyer and Elsweiler (2023), who ex-
plored the transfer learning capabilities of classi-
fiers for behaviour change language. In such a
context, the addition of new training data, even
from divergent sources, may not produce the re-
quired “newness” to improve classification perfor-
mance. This is further exemplified by the fact
that the AnnoMI, the largest dataset added during
pseudo-labelling, not only stems from vastly differ-
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Figure 4: Comparison of classification results on multiple test sets. The plots present the performance
of the baseline classifier (no semi-supervised learning) and a semi-supervised learning (SSL) classifier
whose configuration was set based on the experiments of stages 1-3.

ent change scenarios, but even from a different
modality (spoken conversation) compared to the
GLoHBCD and this did not have a stable negative
impact on classification results.
Generally, we discovered that the classification

of behaviour change language remains stable and
is not harmed by the inclusion of new data from al-
ternative sources. These results speak in favour of
the application of classifiers trained on behaviour
change language to novel contexts. That being
said, while our experiments do confirm that there
are large parts of the data that seem to be very sim-
ilar across contexts and target behaviours, there
also seem to be some utterances that are more
context-specific and might not be picked up cor-
rectly by the baseline classifiers used for pseudo-
labelling.

Sentence: Aber dennoch heißt es heute, ganz besonders acht geben
auf mich. (But still, the motto today is to take extra special care of my-
self.)
Potential Codes: C+, Rn+
Sentence: So komme ich wieder auf ein Fahrrad und mache mich et-
was fitter. (So I get back on a bike and get a bit fitter.)
Potential Codes: C+, R+

Table 4: Example of an ambiguous sentence from
the training data

Behaviour change language itself could also
be a limiting factor for the success of the ap-
proach. Although this type of language has been
shown to be rather stable across domains and tar-
get behaviours (Meyer and Elsweiler, 2023), the
inter-rater reliability when labelling such data is of-
ten low compared to other annotation tasks even
among trained professionals (Meyer and Elsweiler,
2022; Wu et al., 2022; Hershberger et al., 2021;
Tanana et al., 2016; Pérez-Rosas et al., 2016).
A task in which even human annotators with ex-
tensive training do not reach high consensus is
likely to producemany samples that are highly con-
testable, or could even be correctly attributed to
multiple classes (see Table 4). As such, relying
on only one prediction per data point might never
lead to excellent F1 scores, as they can be found
in easier classification tasks.

Lastly, all test sets are annotated on a sentence
to sentence basis, and no context is passed to
the classifier. Especially in the case of chat-data,
where some utterances might be replies to ques-
tions from the conversational partner, this way of
labelling could lead to important information be-
ing missed by the classifier. This could addition-
ally hinder robust classification and the potential
of SSL-learning.
These results leave us pondering over the oft-

debated issue of whether the current emphasis on
SOTA-chasing (Church and Kordoni, 2022) is in-
dispensable or advantageous for the effective de-
ployment of algorithms in practical settings. In
some domains, especially those with a high num-
ber of debatable labels, it might be preferable to ac-
cept mid-range classification performance. In our
future work, we plan to explore to what extent the
current effectiveness of the models is sufficient for
practical applications.

7. Limitations

We did not add extensive amounts of data, and the
size of each dataset used as a source for weakly
labelled data was smaller than the size of the orig-
inal dataset. We consider this as one of the main
limitations of this work and intend to approach this
problem in future work by adding large quantities
of weakly labelled data from various sources. Our
experiments so far have suggested that the source
of pseudo-labelled data does not have a signifi-
cant impact on classification performance. Conse-
quently, we intend to explore the possibility of us-
ing web sources, such as relevant Reddit forums.
These new sources could provide large amounts
of textual data, although the noisy nature of these
sources may necessitate a re-evaluation of our se-
lection criteria, including the recalibration of confi-
dence thresholds.
Another limitation was that some test sets, used

in the final stage of experiments, were very small
and in some cases included only few to no data
points for the smaller classes. This could poten-
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tially have distorted our results and might have
made the metrics more prone to outliers. Nonethe-
less, it is important to recognise that such imbal-
anced conditions may naturally occur when de-
ploying these classifiers in real-life scenarios. In
any case, we want to further explore the trans-
fer capabilities of the solutions introduced here.
For instance, by collecting and evaluating a larger
dataset based on chat-like conversations around
different target behaviours.

8. Conclusion

In this paper, we have attempted to shed light
on the effectiveness of semi-supervised learning
to increase both in-domain and transfer classifi-
cation of written utterances concerning behaviour
change. This is a low-resource classification task,
where the learned classifiers can potentially be ap-
plied to data from various topics and across con-
versational contexts.
We found that adding pseudo-labelled data to

the training sets had a stronger effect on the clas-
sification of smaller classes, whereas classifica-
tion performance of the majority class remained
fairly stable, regardless of the pre-filtering method
or confidence thresholds. Observed effects were
not stable across conditions, and adding larger
amounts of data did not necessarily meant in-
creased performance.
The transfer capabilities of the classifiers ex-

hibited promising results in certain test scenar-
ios. However, no consistent patterns or trends
emerged when considering different label levels
and target domains. Despite the lack of sub-
stantial performance enhancement through semi-
supervised learning, there were also no noticeable
deteriorations. This held true even when incorpo-
rating pseudo-labelled data from significantly dis-
tinct contexts, as evidenced by the AnnoMI col-
lection. These findings highlight the robustness
of the baseline classifier and its ability to effec-
tively apply pseudo-labels to new data. Such out-
comes could be attributed to the linguistic stability
observed in the language pertaining to behaviour
change across various contexts. These experi-
ments underline the issue of unreliability of annota-
tions in this domain hindering highly effective clas-
sification, leading us to question the need for high
F1 scores in application areas like these.
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Abstract
The U.S. Food and Drug Administration (FDA) collects real-world adverse events, including device-associated
deaths, injuries, and malfunctions, through passive reporting to the agency’s Manufacturer and User Facility Device
Experience (MAUDE) database. However, this system’s full potential remains untapped given the extensive use
of unstructured text in medical device adverse event reports and lack of FDA resources and expertise to properly
analyze all available data. In this work, we focus on addressing this limitation through the development of an
annotated benchmark corpus to support the design and development of state-of-the-art NLP approaches towards
automatic extraction of device-related adverse event information from FDA Medical Device Adverse Event Reports.
We develop a dataset of labeled medical device reports from a diverse set of high-risk device types, that can
be used for supervised machine learning. We develop annotation guidelines and manually annotate for nine
entity types. The resulting dataset contains 935 annotated adverse event reports, containing 12252 annotated
spans across the nine entity types. The dataset developed in this work will be made publicly available upon publication.

Keywords: medical devices, adverse event, natural language processing

1. Introduction

Medical device adverse events are undesirable,
unexpected events that occur during or after the
use of a medical device. The United States Food
and Drug Administration (FDA) uses a multifaceted
approach to monitor the safety and effectiveness
of marketed devices. The Manufacturer and User
Facility Device Experience (MAUDE) database is
a passive surveillance system and the FDA’s pri-
mary post-market surveillance tool to capture real-
world device-related deaths, serious injuries, and
malfunctions. Other data sources include premar-
ket clinical trials, and analysis of real-world data
such as information from electronic health records
(EHRs)(FDA, 2018). To support large-scale use of
EHRs similar to what has been achieved in phar-
macovigilance for drugs, the FDA introduced the
unique device identification (UDI) system to en-
able identification and monitoring of devices. How-
ever, the program remains in an early phase given
the slow adoption of UDIs by healthcare systems
and the inability to efficiently identify and track de-
vice use (Kinard and McGiffert, 2020; Concato and
Corrigan-Curay, 2022; Salazar and Redberg, 2020).
Thus, the FDA continues to seek additional method-
ologies to support device surveillance activities.

Adverse event reporting enables FDA to take cor-
rective action on problematic devices when safety
concerns are identified (Levinson, 2009). The
FDA’s MAUDE database, which contains all device-

related adverse event reports dating back to 1991,
is publicly available on the FDA’s website. The
FDA makes the MAUDE database available to “pro-
vide patients and health care professionals with
important information they can utilize to make more
informed medical decisions.” While spontaneous
reports have limitations, most notably underreport-
ing, many important safety signals have been ini-
tially identified using this information (Chung et al.,
2020). The MAUDE database remains the primary
mechanism for identifying safety signals for de-
vices that require enforcement action, and was the
most frequent source of device safety information
leading to Medical Device Safety Warnings issued
from 2011 to 2019 (Tau and Shepshelovich, 2020;
Tomes, 2020). The database has also been used
by investigators to assess the safety of specific
devices across medical specialties (Coelho and
Tampio, 2017; Tambyraja et al., 2005; Mahmoud
et al., 2021).

Existing methods for safety signal detection from
adverse event reports use statistical data mining
methods such as disproportionality analysis, sta-
tistical process control, and sequential probability
tests. These methods depend on structured data
in the reports. While the data are rich in details
regarding the specifics of the adverse event, most
of it is free-form, unstructured text that requires
processing and conversion into structured informa-
tion for analysis. The few studies addressing de-
vice adverse event information extraction from text
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Figure 1: Example of adverse event report narrative from MAUDE

use rule-based methods consisting of user-defined
rules for pattern matching to the raw text for informa-
tion extraction (Alemzadeh et al., 2016; Penz et al.,
2007). Rule-based systems are valued for their
interpretability and ability to incorporate domain
knowledge, but manually creating rules covering all
possible information categories is labor intensive
and requires high-level human expertise. The rules
also apply to a small number of event types, mak-
ing generalization expensive. Even fewer studies
have applied supervised machine learning-based
approaches towards device adverse event infor-
mation extraction (Xie et al., 2018; Callahan et al.,
2019). The few studies that automate information
extraction have focused on specific device(s), lim-
ited data types, and a pre-determined set of basic
adverse events.

Application of natural language processing (NLP)
techniques to adverse event information extraction
may provide an effective way to augment current
approaches for post-marketing safety monitoring
(Harpaz et al., 2014; Karimi et al., 2015). In this
work we describe the development of a new dataset
that will allow for fine-grained device-related ad-
verse event information extraction, including impor-
tant data types such as patient problems, device
problems, reported patient outcomes and device
information mentioned in the reports.

2. Background

In the context of drug safety surveillance and phar-
macovigilance, many open challenges and shared
tasks were conducted to assess and advance the
state of the art in NLP for extraction of adverse drug
events from clinical narratives (Uzuner et al., 2011;
Henry et al., 2019; Jagannatha et al., 2019; Weis-
senbacher et al., 2019). Besides providing a venue
for researchers to develop comparative systems on
the same data and tasks, the challenges also made

a variety of annotated adverse drug events datasets
available for future researchers to learn and build
on the state-of-the-art systems. On the other hand,
NLP for medical device adverse event detection is
unexplored. Research in this area is also impeded
by a lack of curated medical device adverse event
detection datasets for developing NLP models, and
limited research in device signal detection meth-
ods from unstructured text. This work is therefore
addressing an unmet need, since it is the first to
describe the creation of a novel medical device ad-
verse event detection NLP benchmark dataset, a
data genre that is medical but different from ad-
verse drug events, EHRs, and other biomedical
text.

3. Data and Preparation

3.1. Data Source
We use the FDA’s MAUDE database, a publicly
accessible resource with over 10 million records
on medical device safety. Each report has struc-
tured fields that capture patient problem and device
problem codes, but also two unstructured fields –
manufacturer narrative and adverse event descrip-
tion (Figure 1). The adverse event information in
the MAUDE reports might not be well-captured by
the structured data. Detailed information about the
adverse event in the unstructured part of the re-
ports may play a key role in identifying additional
events and safety signals that are missed in the
structured data (Figure 2).

Natural language annotation (i.e., tagging text
such as patient problems, product problems, and
patient outcomes) is a key step for training machine
learning models to automatically extract adverse
event information from large-scale corpora. This
requires the following steps we detail below: 1)
Identifying important information from the reports,
defining the entities that reflect this information, and
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Figure 2: A sample report showing potential adverse events described in an unstructured “Event Descrip-
tion” field. Yellow highlighting indicates events that overlap with the structured data for the report, while
blue indicates adverse events without corresponding structured data, and hence potential safety signals
that were missed in the structured data.

creating annotation standards for annotators on the
entities 2) Manually annotating a sample of reports
with these entities. The key data extracted from the
MAUDE database for this work is the unstructured
device adverse event report narratives submitted
to the FDA.
3.2. Dataset Creation
We create a large, diverse dataset of class III
(high-risk) medical device adverse event reports
from the FDA MAUDE database. Class III devices
(e.g., pacemakers, blood vessel stents, cochlear
implants) are implantable and/or life-sustaining de-
vices that require premarket clinical safety and ef-
fectiveness data for approval. Any problems with
these devices could lead to significant adverse out-
comes for the patients. While class III devices
constitute only 6.7% of all the devices, they make
up more than 35.2% of device adverse event re-
ports. Our sample includes reports of Class III
devices with clinical safety and effectiveness data
to maximize data usefulness for subsequent tasks.
Devices are assigned to one of 491 “product cat-
egories”, to ensure a representative sample of de-
vices, we include all product categories with at least
one adverse event report and include up to a max-
imum of six reports per product category. Finally,
we select reports that include narrative descriptions
of the adverse event.

4. Annotation Protocol

4.1. Named Entity Annotations
We created annotation guidelines for the following
nine named entities:

1. Manufacturer. The manufacturer of a device

2. Device. Type of device. Common/Generic
name of device implanted/explanted, used in
the diagnosis, cure, mitigation, treatment, or
prevention of disease. And/Or The Propri-
etary/Trade/Brand name of the medical device
(as used in device labeling or in the catalog).

3. Device Problem. The product problems
that were reported to the FDA if there was a
concern about the quality, authenticity, perfor-
mance, or safety of any medication or device.

4. Treatment. Treatment of event the patient re-
ceived. Medications/Device Therapy/Surgery
in response to the adverse event. Name(s) of
the drugs/ devices/ therapies mentioned in the
treatment of the adverse event.

5. Procedure. Medical procedure for/during
which the device is used. A device is either
implanted, explanted, replaced, or applied.

6. Adverse Event. Adverse side-effects of the
device on the patient (a.k.a. patient prob-
lems). These are medical conditions, signs
or symptoms resulting from use (implant-
ing/explanting/application) of the device.

7. Indication. Medical sign or symptom that
is the basis or direct cause of treatment. Al-
ternatively, it can be described as a medical
condition for which a device implant/explant
has been prescribed in the past or present.

8. Other Medical Conditions (OMC). Medical
signs, symptoms, or disease names that are

242



neither being actively treated (Indications) nor
are they adverse side effects (patient prob-
lems) of using a device.

9. Outcome. Outcome associated with the ad-
verse event for a patient.

Manufacturer and Device categories are impor-
tant for device name normalization because de-
vice names can be difficult to parse and are not
consistently used across reports. Adverse Events,
Indications, and Other Medical Conditions are all
essentially “medical problems,” and so can appear
superficially similar, but have crucial differences in
how they should be interpreted. As a result, distin-
guishing them may make for a challenging task, but
one that is vital for truly understanding the report.
Treatment and Procedure categories are important
to extract and distinguish since they are also su-
perficially similar, yet have different interpretations,
and which can also relate to the Outcome category.
Overall, this set of categories attempts to capture
the most important pieces of information in a report,
potentially allowing for a variety of downstream ap-
plications.

4.2. Annotation Quality Control
We developed annotation guidelines and provided
them to the annotators. We created rigorous anno-
tation guidelines in an iterative process. The first
draft guidelines included entity type descriptions,
examples, and detailed instructions for challenging
scenarios. Any ambiguous situations that arose
during the annotation conflict resolution exercises
were documented as examples for the guidelines.
To ensure consistency and correctness, two anno-
tators (a dedicated staff annotator with expertise
in medical coding, and a regulatory scientist with
experience working in the biomedical text mining
domain) independently annotated a sample of re-
ports after training, performed a check for agree-
ment, and adjusted the annotation instructions to
improve subsequent annotations. We use a web-
based annotation tool called Label Studio (Maxim
Tkachenko et al., 2023) to label the reports.

5. Annotation Results

To assess the quality of the manual annotations,
we measure the inter-annotator agreement be-
tween the annotators using precision, recall, and
F-measure, the performance metrics commonly ap-
plied in information retrieval tasks (Hripcsak and
Rothschild, 2005). The two annotators labeled 130
reports with 2606 entity labels. The inter-annotator
agreement yielded a precision of 0.71 and a recall
of 0.68. In total, we labeled 935 adverse event re-
ports with a total of 12252 labels spanning the nine

Entities #Labels Avg #Labels
Per Report

Adverse Event 2993 4.17
Device 3410 3.99

Device Problem 964 2.52
Indication 385 2.01

Manufacturer 280 1.56
OMC 461 3.27

Outcome 70 1.46
Procedure 3144 4.05
Treatment 545 2.75

Table 1: Number of annotations per entity type in
the dataset.

entities. We further split the corpus into train/test,
resulting in 822, and 113 reports, respectively. The
training/test set split is stratified such that the test
set consists of devices that were not part of the
training set. This split allows for domain adaptation-
style experiments where an evaluation can be bro-
ken down into performance on devices that have
been previously seen versus those that are new.
All annotations are stored as JSON files as well
as in CONLL2003 (Sang and De Meulder, 2003)
data format suitable for the named entity recogni-
tion task. We report statistics on the labels. The
occurrence of each named entity type is provided
in Table 1.

6. Conclusions

Medical devices are more complex than pharma-
ceutical drugs, and faulty design and manufacturing
are often the cause of device-related injuries. New
devices are less likely to have their safety estab-
lished clinically before they are marketed. Effective
postmarket surveillance of high-risk medical de-
vices is vital for early warning about safety issues.
Reportable adverse events suggest that the de-
vice may have caused or contributed to a death
or serious injury. Spontaneous reporting of ad-
verse events is an important surveillance tool. Nat-
ural Language Processing (NLP) techniques can
provide an effective way of post-marketing safety
monitoring, but large domain-specific corpora are
needed to train and assess high-performance NLP
models. This work aims to address this unmet need
by developing a benchmark corpus and annotated
dataset for training and evaluating NLP approaches
to extract adverse event information from medical
device safety reports and help in improving the
medical device safety surveillance process. The
dataset can also be used for other natural language
processing tasks such as text classification or ques-
tion answering, among others. The dataset devel-
oped in this work will be made publicly available
upon publication.
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Abstract
Documentation is a regular part of contemporary healthcare practices and one such documentation task is the
creation of a discharge summary, which summarizes a care episode. However, to manually write discharge
summaries is a time-consuming task, and research has shown that discharge summaries are often lacking quality in
various respects. To alleviate this problem, text summarization methods could be applied on text from electronic
health records, such as patient notes, to automatically create a discharge summary. Previous research has been
conducted on this topic on text in various languages and with various methods, but no such research has been
conducted on Swedish text. In this paper, four data sets extracted from a Swedish clinical corpora were used to
fine-tune four BART language models to perform the task of summarizing Swedish patient notes into a discharge
summary. Out of these models, the best performing model was manually evaluated by a senior, now retired, nurse
and clinical coder. The evaluation results show that the best performing model produces discharge summaries of
overall low quality. This is possibly due to issues in the data extracted from the Health Bank research infrastructure,
which warrants further work on this topic.

Keywords: Patient Discharge Summaries, text summarization, clinical text, Natural Language Processing,
Transformer, BART, synthetic text, negative results

1. Introduction
For clinicians in contemporary healthcare, docu-
mentation is a regular part of the daily tasks. One
documentation task is the writing of discharge sum-
maries. A discharge summary is a document cre-
ated at the end of a care episode, such as a hos-
pital admission, and documents that care episode
(Scarfield et al., 2022). In this way, the discharge
summary serves as one of the main tools of com-
munication between secondary and primary care
(Unnewehr et al., 2015).
Unfortunately, manually writing discharge sum-
maries is a time-consuming process (Unnewehr
et al., 2015), and as a consequence they are not
always produced in time (Kripalani et al., 2007; Hor-
witz et al., 2013). Moreover, even when discharge
summaries are made available in a timely manner,
they are often of lacking quality in various respects
(Kripalani et al., 2007; Unnewehr et al., 2015; Yemm
et al., 2014; Callen et al., 2008; O’Leary et al., 2006;
Braet et al., 2016).
Text summarization could potentially be applied to
automatically summarize the text(s) which make
up a hospital care episode, such as patient notes,
into a discharge summary.
In recent years, state-of-the-art results have been
achieved in text summarization with the use of
Transformer-based language models (Alomari et al.,
2022). One such model, and one which has
achieved state-of-the-art results, is the Bidirectional

Auto-Regressive Transformers (BART) model (Alo-
mari et al., 2022), which is the model used in this
paper.

2. Related Research
Previous research employing extractive text sum-
marization (ETS) to summarize patient notes into
discharge summaries has been conducted on
Finnish data using various language independent
methods such as distributional semantics and
specifically the random indexing method (Moen
et al., 2016). Using Chinese data, previous re-
search has employed various neural network based
methods for ETS (Xiong et al., 2019).
Previous research using abstractive text summa-
rization (ATS) has been conducted more frequently.
Here, the MIMIC-III data set (Johnson et al., 2016)
has been frequently explored with various meth-
ods, such as using recurrent neural networks (Diaz
et al., 2020) and di�erent Transformer-based lan-
guage models (Hartman and Campion, 2022; Zhu
et al., 2023; Pal, 2022). Summarizing data from
Japanese electronic health records (EHRs) has
also been explored (Ando et al., 2022).
In addition to the research done on this topic with
ETS or ATS, research with hybrid text summariza-
tion (HTS) has also been performed. Here, the
MIMIC-III data set has also been explored using
di�erent combinations of recurrent neural networks,
Bidirectional Encoder Representations from Trans-
formers (BERT) models, and BART models (Shing
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et al., 2021).

3. Knowledge Gap
As described in the Related research section, the
task of summarizing patient notes into a discharge
summary has been explored in various languages
in previous research. However, to the best of the
authors’ knowledge, no research has previously
been conducted on summarizing Swedish patient
notes into discharge summaries.

4. Methods
4.1. Data
In this study, data from the research infrastructure
Swedish Health Record Research Bank1 (Health
Bank), held by the Department of Computer and
Systems Sciences (DSV) at Stockholm University
(Dalianis et al., 2015), was used for fine-tuning a
BART language model. Health Bank covers pa-
tient data from over two million patient, extracted
from the Karolinska University Hospital, Sweden,
between 2006 and 2014. All patient notes used in
this research had been automatically de-identified
and anonymized.

4.1.1. Data Set Structure
The data from Health Bank used in this paper is the
so-called Stockholm EPR Gastro ICD-10 Pseudo
Corpus II (hereinafter Corpus II) data set. 2 (Lam-
proudis et al., 2023), which consists of 351 730
patient notes, one row per note, in total 65 258 438
tokens, and encompasses 120 929 patients. Of
these 351 730 notes, around 79 006 (22.4%) are
discharge summaries. Each note is comprised of
6 columns, which are described below:

• patientnr, a unique serial number identifier
for the patient which this patient note concerns.
This identifier has no connection to any real-life
identifier for the patient.

• template_name, a string identifier for the
template used in the system which was used
to create this patient note.

• template_id, an integer identifier for the
template used in the system which was used
to create this patient note.

• recordnote_id, a unique serial number
identifier for this particular patient note.

• codes, the ICD-10 code(s) associated with
this patient note, such as a diagnosis given to
the patient at discharge.

• full_note, the free-text note written by the
author of this patient note.

1Health Bank, http://www.dsv.su.se/
healthbank

2This research has been approved by the Swedish
Ethical Review Authority under permission, Dnr 2022-
02386-02

Furthermore, the data set used in this paper did not
have any internal structure or relationships, such
as grouping of patient notes into care episodes,
or any connection between patient notes and their
corresponding discharge summary.

4.2. Model Used to Generate Discharge
Summaries

As stated in the Introduction chapter, this paper
makes use of a BART model to generate dis-
charge summaries from patient notes. Specifically,
a publicly available BART model3 pre-trained on
around 80 GB of Swedish text and developed by the
Swedish National Library was fine-tuned on data
from the Health Bank to perform the task of sum-
marizing patient notes into discharge summaries.
This model is referred to as KB-BART in this paper.

4.3. Data Pre-Processing
As described in section 4.1.1, there were no explicit
relationships between patient notes, or between
patient notes and discharge summaries. Thus, es-
tablishing what patient notes together form a care
episode, and what discharge summary is related
to that care episode, had to be done before the
KB-BART model could be fine-tuned.
This task was performed first by sorting all patient
notes first by the patientnr column, and then by
the recordnote_id column in order to group pa-
tient notes belonging to one patient in chronological
order. Then, all patient notes occurring chronolog-
ically between two discharge summaries where
grouped as a care episode, and paired with the
latter discharge summary.
After this pairing had been performed, the
full_note column of all patient notes in a care
episode associated with a discharge summary were
concatenated together to form one text containing
the entire care episode. Then, pairs where the text
of the discharge summary was longer then the text
of the care episode were discarded as this signi-
fied that the discharge summary did not actually
summarize the care episode.
Once the pre-processing described above had
been performed, the resulting care episode-
discharge summary data set was used for fine-
tuning the KB-BART model. Thus, the data set
resulting from this pre-processing will be referred
to as the fine-tuning set hereafter in this paper.

4.4. Fine-Tuning of the KB-BART Model
The process of fine-tuning the KB-BART model
for the task of summarizing patient notes into dis-
charge summaries was done in several steps. First,
the fine-tuning set was split into four subsets via

3KB-BART, https://huggingface.co/KBLab/
bart-base-swedish-cased
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di�erent methods of filtering out low quality sam-
ples. These subsets are in this paper referred to as
FULL, FILT1, FILT2 and METR, and were created
in the following ways:

• The FULL subset was created by including all
care episode-discharge summary pairs. Thus,
it is identical to the full fine-tuning set.

• The FILT1 subset was created by picking the
pairs in the full fine-tuning dataset where at
least one term in the care episode also existed
in the corresponding discharge summary.

• The FILT2 subset was created was created in
the same way as FILT1, but instead of one term
needing to be present in both the care episode
and the discharge summary, 15% of all terms
in the care episode needed to be present in
the discharge summary in order to be included
in the FILT2 subset.

• The METR (short for "metrics" subset) was cre-
ated by applying the three metrics Semantic
coherence, Topic similarity, and Redundancy
(Bommasani and Cardie, 2020). Care episode-
discharge summary pairs which fell under cer-
tain thresholds in these three metrics were fil-
tered out to create the METR subset, as this
indicated low quality samples in text summa-
rization (Bommasani and Cardie, 2020).

Additionaly, for both FILT1 and FILT2, all patient
must have been created from more than one patient
note.
Each subset was split into a training set, a valida-
tion set, and a test set, consisting of 80%, 10%, and
10% of the data respectively. For each of these con-
structed subsets, a KB-BART model, identical for
each subset, was fine-tuned based on the training
set of that subset. In this way, four di�erent fine-
tuned KB-BART models were created, in order to
see what subset produced the fine-tuned KB-BART
model with the highest performance.

4.5. Evaluation of the Model Performance
In order to evaluate the performance of the four
fine-tuned models, two types of evaluation were
used: one automatic evaluation and one manual
evaluation.
The automatic evaluation was based on Recall-
Oriented Understudy for Gisting Evaluation
(ROUGE) (Lin, 2004), calculated on the test set of
the subset which the model was trained on. The
average ROUGE-1, ROUGE-2, ROUGE-L, and
ROUGE-S scores of the discharge summaries
generated from the test set by the models were the
main measurement of this evaluation. Furthermore,
the results of the model which achieved the highest
ROUGE scores were then compared against two
benchmarks: Oracle and Random, derived from a
similar work (Moen et al., 2016).

The Oracle benchmark is based on extractive text
summarization and generates summaries by pick-
ing the sentences which maximize the ROUGE-2
F-score in regards to an existing summary, until
a given length threshold is reached (Moen et al.,
2016). This benchmark is not usable in any real-life
scenario as it relies on the presence of an existing
summary (which defeats the purpose of generating
a summary) but it has its’ uses as a benchmark
to beat as it likely generates summaries with high
ROUGE scores.
The Random benchmark is also based on extrac-
tive summarization, and generates summaries by
randomly combining sentences until a given length
threshold is reached (Moen et al., 2016). This
makes it a benchmark which any sensible sum-
marization method should be able to outperform.
In this comparison, discharge summaries were gen-
erated by the benchmarks from the test set of the
best performing model. Then, ROUGE scores were
calculated based on these discharge summaries
in order to compare them to the average ROUGE
scores of the best performing model.
The manual evaluation was performed by a now re-
tired senior nurse and clinical coder, and Swedish
native speaker with several years of working ex-
perience (in this paper referred to as the evalua-
tor). The evaluator manually reviewed ten randomly
selected discharge summaries, generated by the
model with the highest performance in the auto-
matic evaluation, according to 12 criteria. Out of
these 12 criteria, ten originated from a previous
work where a similar manual evaluation was per-
formed (Moen et al., 2016). Two criteria (criterion
9 and criterion 10) were added in order to evaluate
potential hallucinations present in the generated
discharge summaries. The criteria used for the
manual evaluation are available in Table 1.

5. Results
5.1. Fine-tuning Set and Subsets
The pairing of care episodes to discharge sum-
maries resulted in a fine-tuning set consisting of
20 345 care episode-discharge summary pairs.
From this fine-tuning set, four subsets were derived,
consisting of 20 345, 12 494, 2 575, and 7 722 care
episode-discharge summary pairs, respectively.

5.2. Evaluation of the Model Performance
In the automatic evaluation, the mean ROUGE
scores of the highest performing model was com-
pared against two benchmarks. The results of this
evaluation is available in Table 2. Based on these
results, the model based on the FILT2 subset per-
forms best out of all the fine-tuned models. Thus,
this model was further evaluated in the manual
evaluation.

248



The implications of the results of the manual evalu-
ation are described in section 6.2.

6. Discussion
6.1. Automatic Evaluation
The results from the automatic evaluation shows
that model fine-tuned on the FILT2 subset outper-
forms the other models in terms of all measured
ROUGE score metrics.
Furthermore, the FILT2 model outperformed the
Random benchmark as well, which is positive as
this implies that the FILT2 model is better than ran-
domness. However, since the margin with which
the FILT2 model outperformed the Random bench-
mark is not very significant, this implies that this
model is not substantially better than randomness.
Moreover, the FILT2 model was outperformed by
the Oracle benchmark in terms of all measured
ROUGE score metrics, but even here it should be
noted that the margin with which Oracle outper-
forms the FILT2 model is not very significant. This
implies that the FILT2 model approaches the upper
bounds of what is achievable on the FILT2 subset
test set (Moen et al., 2016).

6.1.1. Comparison to Previous Research
In terms of the ROUGE scores, the results of the
FILT2 model is generally lower than the results
reported in similar previous research in almost all
cases for all metrics measured in this paper, see
Table 3.

6.2. Manual Evaluation
Based on the results from the manual evaluation it
can be stated that the FILT2 model is prone to not
include clinically important information in the dis-
charge summaries that it generates when this infor-
mation is available in the care episode that is being
summarized. Based on the manual evaluation, the
likelihood of including clinically important informa-
tion di�ers depending on the type of information
being summarized, with reason for admission and
long-term diagnosis being least, and most, likely
to be included in a generated discharge summary,
respectively.
Furthermore, the discharge summaries generated
by the FILT2 model are also prone to include hallu-
cinations of a severe nature in the discharge sum-
maries that it generates. Moreover, based on the
manual evaluation, discharge summaries gener-
ated by the FILT2 model are lacking when it comes
to readability, as the flow and overall content of the
text was deemed to be very poor by the evaluator.

6.3. Aptitude of Data Set
As previously stated, the data set used in this pa-
per consisted of only six columns, had no explicit

grouping of patient notes into care episodes or con-
nection between care patient notes and discharge
summaries. Furthermore, basic information such
as the when, where, and by whom the patient notes
were written was not present in the data set.
As a result, the task of grouping the patient notes in
the data set together into care episodes, and then
pairing those care episodes together with the cor-
rect discharge summaries was largely performed
on the basis of assumptions. Thus, there is no guar-
antee that all, or even a majority of, care episodes in
the data set have been correctly established and/or
paired with their respective discharge summary.

7. Conclusions
7.1. Performance of the Fine-Tuned

Model
In this paper, four instances of a BART model pre-
trained on Swedish text were fine-tuned on four
variations of a data set consisting of care episode-
discharge summary pairs written in Swedish, ex-
tracted from the Health Bank research infrastruc-
ture, for the task of summarizing patient notes into
discharge summaries. Based on an automatic eval-
uation, as well as a manual evaluation performed
by a senior nurse and clinical coder, it can be con-
cluded that the best performing fine-tuned BART
model resulting from the work in this paper pro-
duces discharge summaries with severe shortcom-
ings. Thus, this model is far from ready to be used
in any real-life clinical setting.

7.2. Future Work
Since this is the first work to be conducted on the
topic of automatically summarizing Swedish patient
notes into discharge summaries, there are many
possible directions for future work.
Firstly, while some e�orts are made in this paper
to correctly group patient notes together into care
episodes, and then pair these with the correct dis-
charge summary, future work should explore further
e�orts to more accurately perform this task. This
task could either be performed with the current Cor-
pus II data set, or aim to extract more data in the
form of additional columns from Health Bank in
order to alleviate this task.
Secondly, future work should explore the possibil-
ities of using other text summarization methods
with the Corpus II data set, such as Extractive Text
Summarization, ETS or Hybrid Text Summarization,
HTS. Perhaps of particular interest is HTS as it has
shown good results in previous research on this
topic (Shing et al., 2021).
Finally, future work should explore the possibility
of replacing the KB-BART model used in this work
with a similar model pre-trained on Swedish clinical
text, rather than the "regular" Swedish text that
KB-BART is pre-trained on. This is relevant as
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ID Question Rating
1 Sender Yes= 1, No= 0
2 Reason for admission Yes= 1, No= 0
3 Long-term diagnosis Yes= 1, No= 0
4 Procedures Yes= 1, No= 0
5 Tests Yes= 1, No= 0
6 Medication Yes= 1, No= 0
7 Health status at discharge Yes= 1, No= 0
8 Plans for the future Yes= 1, No= 0
9 Does the summary contain information that cannot Yes= 1, No= 0

be traced back to the source notes?
10 If the question above is true, how serious is 0.0� 1.0

the incorrect information contained in the Trivial= 0.0,
summary? Severe= 1.0

11 Readability: how good is the flow of the text? 0.0� 1.0
Bad= 0.0,
Excellent= 1.0

12 Readability: how good is the content of the 0.0� 1.0
summary? Bad= 0.0,

Excellent= 1.0

Table 1: Evaluation criteria for manual evalation. Partially adopted from (Moen et al., 2016, p. 8).

Model n R1 R2 RL RS
FULL 1 491 0.197 0.042 0.099 0.034
FILT1 1 170 0.202 0.041 0.099 0.036
FILT2 227 0.280 0.057 0.122 0.068
METR 554 0.195 0.043 0.096 0.033
Oracle 227 0.300 0.090 0.128 0.074
Random 227 0.260 0.045 0.110 0.058

Table 2: Performance of the models on respec-
tive test set, along with benchmark performance
on FILT2 test set. Best score per metric among
fine-tuned models in italic. Best score per metric
overall in bold. All values rounded to three deci-
mals. R1=ROUGE-1, R2=ROUGE-2, RL=ROUGE-
L, RS=ROUGE-S.

previous research has shown that this approach
can increase performance in downstream tasks
(Jerdhaf et al., 2022). In doing this, the potential
increase in the fine-tuned model’s performance on
data from the Health Bank can be explored.
One interesting observation is the easiness to gen-
erate clinical language using the KB-BART model.
This could prove to be an entrance point to generat-
ing large amounts of clinical text for use as training
data, and should be explored further. However, the
ethical issues in regards to the risk of generating
text containing personal information in violation of
the General Data Protection Regulation (GDPR)
must be considered.
The data used for this article is available from
Health Bank for academic use after registration by
the user. The full work behind this paper is detailed

Work R1 R2 RL
Abstractive
(Diaz et al., 2020) 0.950 0.940 0.950
Hartman and Campion* 0.395 0.105 0.184
(Zhu et al., 2023)** 0.362 0.202 0.358
(Pal, 2022)*** 0.383 0.238 0.349
(Ando et al., 2022) 0.153 0.196 0.121
This paper 0.280 0.057 0.122
Extractive
(Moen et al., 2016) 0.382 0.184 0.367
(Xiong et al., 2019) - - 0.629
Hybrid
(Shing et al., 2021)**** 0.524 0.409 0.511

Table 3: Comparison with previous research.
* (Hartman and Campion, 2022). Results from the
so-called "truncation approach", as this is the most
approach most comparable to the approach in this
paper. ** Results from the so-called DISCHARGE
set, as this is the most approach most comparable
to the approach in this paper. *** Results from the
so-called Setup 1 set, as this is the most approach
most comparable to the approach in this paper, as
well as one of the highest performing. **** Aver-
aged results across sections from RNN+RL ext +
BART model, to give a comparison across all sec-
tions of the EHR, as this paper does, for the best
performing model.

in the first author’s master’s thesis (Berg, 2023).
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Abstract
Biomedical entity linking, a main component in automatic information extraction from health-related texts, plays a
pivotal role in connecting textual entities (such as diseases, drugs and body parts mentioned by patients) to their
corresponding concepts in a structured biomedical knowledge base. The task remains challenging despite recent
developments in natural language processing. This paper presents the first evaluated biomedical entity linking model
for the Dutch language. We use MedRoBERTa.nl as base model and perform second-phase pretraining through
self-alignment on a Dutch biomedical ontology extracted from the UMLS and Dutch SNOMED. We derive a corpus
from Wikipedia of ontology-linked Dutch biomedical entities in context and fine-tune our model on this dataset. We
evaluate our model on the Dutch portion of the Mantra GSC-corpus and achieve 54.7% classification accuracy
and 69.8% 1-distance accuracy. We then perform a case study on a collection of unlabeled, patient-support forum
data and show that our model is hampered by the limited quality of the preceding entity recognition step. Manual
evaluation of small sample indicates that of the correctly extracted entities, around 65% is linked to the correct
concept in the ontology. Our results indicate that biomedical entity linking in a language other than English remains
challenging, but our Dutch model can be used to for high-level analysis of patient-generated text.

Keywords: Biomedical Entity Linking, Dutch, Data and evaluation

1. Introduction

Biomedical entity linking (BEL) is the task of link-
ing mentions of biomedical entities in free text to
their corresponding canonical form in a knowledge
base (Garda et al., 2023) (Figure 1). Entity link-
ing is a commonly used step after entity extraction
to enable normalization and aggregation of entity
mentions. Applications include automatically cate-
gorizing and improving search in medical scientific
literature and information extraction from clinical
notes and patient forums (Lee et al., 2016). In
the analysis of patient experiences and patient–
doctor communication, BEL can identify common
concepts and aggregate free-text mentions from dif-
ferent authors and contexts. For example, a patient
on an online support forum might mention that they
have trouble with sleeping after taking medication.
A BEL model would be able to link the mention “trou-
ble with sleeping” to the medical concept insomnia
in a medical ontology and thereby aggregate all the
mentions of insomnia from all patients.

Initial text pattern-based attempts to entity linking
date back to the early 2000s, while modern models
incorporate machine-learning algorithms (French
and McInnes, 2022). The task remains challenging
for four reasons: 1) The high diversity in surface
form of identical biomedical terms. For example,
MI and hartaanval (heart attack) both belong to
the same canonical concept form myocard infarct

(myocardial infarction). 2) The similarity in surface
form of different biomedical terms: candida and
cardia refer to a yeast and the heart respectively,
while their Levenshtein distance is only two. 3)
Free text generated by patients and medical profes-
sionals is often noisy, including spelling errors and
(personal) abbreviations. 4) The number of entities
in the biomedical domain is very large. The Uni-
fied Medical Language System (UMLS), the largest
biomedical ontology and composed of various med-
ical vocabularies, contains more than 3.3 million
unique concepts (Bodenreider, 2004; Vashishth
et al., 2021).

Labeled biomedical entity linking datasets are
limited, particularly in languages other than En-
glish.1 In this paper, we present WALVIS, a weakly
labeled Dutch biomedical entity linking dataset that
was automatically generated using Wikidata and
Wikipedia. We evaluate the quality of the WALVIS
dataset and its effectiveness for training BEL mod-
els. Specifically, we train a BEL model for Dutch us-
ing self-alignment pretraining of BERT (sapBERT)
(Liu et al., 2021) on a cleaned Dutch sample of
the UMLS. We further fine-tune this model in a
supervised setting on WALVIS and evaluate it on
the Dutch subset of the Mantra GSC corpus (Kors
et al., 2015). Additionally, we perform a case study
on a collection of unlabeled, patient-support forum

1https://paperswithcode.com/datasets?mod=
texts&task=entity-linking
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Biomedical free text

From an ECG, a lot of information can be obtained
about the functioning of the heart muscle,
especially in the case of rhythm disorders.

Ontology (UMLS)

Adenosine triphosphate
Aviadenovirus
Tissue Adhesions

C0001480
C0001489
C0001511

Cardiac Arrhythmia C0003811

Scientific
literature

Electronic
health records Patient forums

Figure 1: The task of biomedical entity linking. An entity
recognition model identifies entities in free text that are
then passed to the biomedical entity linking (BEL) model.
The BEL model associates the new, unseen mention with
its corresponding concept from an ontology.

data to give an indication of the effectiveness of our
Dutch SapBERT on patient-written texts.

The contributions of this paper are as follows: 1)
introduction of a method for automatically generat-
ing a weakly labeled BEL-dataset in any preferred
target language, by combining the UMLS, Wikidata
and Wikipedia and thereby obviating the need for
manual labelling by a domain expert. 2) introduc-
tion of the first evaluated BEL model trained on
the Dutch language. 3) Evaluation of the model’s
performance and generalizability on the Dutch por-
tion of the Mantra GSC dataset. 4) An analysis of
the model’s performance on patient-generated text
through a case study on an online patient-support
forum. We release our code and data on github.2

2. Related Work

The goal of BEL is to associate an entity mention
in a text with its corresponding concept in a med-
ical ontology, usually the UMLS. BEL models are
commonly part of pipelines including biomedical
named entity recognition (NER), followed by BEL
and finally relation extraction (French and McInnes,
2022). Some dedicated entity-linking corpora such
as ShARe/CLEF and the NCBI dataset have been

2https://anonymous.4open.science/r/
biomedical_entity_linking-FCB4

published (Pradhan et al., 2013), encouraging the
development and evaluation of pure BEL-models
without possible propagation of errors from the
entity recognition module. A BEL-model typically
involves a candidate generation step followed by
candidate ranking (McInnes et al., 2009; D’Souza
and Ng, 2015). In machine learning approaches to
BEL, it is considered a mapping problem. However,
learning the mapping function is complicated by
the lack of large, labeled datasets for training and
the huge amount of classes (Loureiro and Jorge,
2020).

With representation learning, the need for a la-
beled dataset can be obviated by leveraging the in-
corporated knowledge of a medical ontology. Since
2019, several BERT models (Devlin et al., 2019)
for the biomedical domain have been released for
English (Lee et al., 2020; Gu et al., 2021). For BEL,
the entity embeddings are then further improved
in a second-phase pretraining step by using infor-
mation from the ontology (Sung et al., 2020; Liu
et al., 2021). At inference, a similarity search is per-
formed between the embedding of the new, unseen
mention and the precomputed embeddings of all
the terms from the ontology. The mention is then
linked to the most similar term from the ontology.
Self-alignment pretraining BERT (SapBERT) is a
current state-of-the-art model that achieves 81.1%
accuracy on the COMETA corpus and 52.2% on the
MedMentions corpus (Liu et al., 2021; Basaldella
et al., 2020; Loureiro and Jorge, 2020). Improve-
ments have been attempted by incorporating con-
text in the second-phase pretraining step or by us-
ing cluster-based inference (Zhang et al., 2022;
Ujiie et al., 2021; Angell et al., 2021). In the past
years, generative language models have also been
explored for the task of BEL (Yuan et al., 2022).

There is limited prior work on BEL for Dutch.
There are two public medical annotation tools that
includes Dutch and BEL: the rule-based Dutch im-
plementation of MedSpaCy’s QuickUMLS (Seinen
et al., 2023), and the Dutch model pack for the
MedCat library (Kraljevic et al., 2021). MedCat’s
linking module consists of two steps. First, dic-
tionary matching is used for linking unambiguous
terms (e.g. unique terms in the ontology, linked
to one concept). Second, ambiguous terms are
linked based on context embedding similarity. The
context embeddings are trained on unambiguous
terms and their context, in this case from the Dutch
medical Wikipedia articles. Although MedCat uses
similarity search with Word2Vec or BERT embed-
dings, the embeddings are not refined by leveraging
knowledge incorporated in the ontology.
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3. Preliminaries

BEL is the task of mapping entity mentions in text
documents to canonical concepts in a given ontol-
ogy. A mention is a string that describes an entity
in natural language. A concept is semantic unit that
is clearly defined in the ontology and has a unique
identifier. Mentions (words/phrases from text) can
refer to either real world entities or abstract con-
cepts from the ontology. We formally define the
task of BEL as follows:

Problem definition Given a biomedical ontology
O consisting of n concepts O = {c1, c2, ..., cn}, a
document D that contains a set M of p biomedical
mentions M = {m1,m2, ...,mp}, the task of BEL is
to learn a mapping M → O that maps the mention
mj ∈M to the corresponding concept ci ∈ O that
it refers to.

3.1. Unified Medical Language System
The Unified Medical Language System (UMLS) is
a large and comprehensive biomedical ontology
created and maintained by the US National Library
of Medicine. It is a collection of over 160 vocab-
ularies, containing more than 15 million entries in
27 different languages. It maps entries from dif-
ferent databases and terminologies to around 3.3
million unique concepts, that are identified by their
Concept Unique Identifier (CUI). The Dutch portion
contains around 290,000 terms. The UMLS also
contains data on 54 types of semantic relations be-
tween concepts, both hierarchical (e.g. ‘is a’) and
non-hierarchical (e.g. ‘is conceptually related to’).3

3.2. Self-Alignment Pretraining BERT
The main challenge of BEL in a representation
learning setting is the quality of the entity embed-
dings (Basaldella et al., 2020). Self-supervised
learning with masked language modelling on med-
ical data has improved BEL, but does not lead to
a well separated representation space (Liu et al.,
2021).

Self-alignment pretraining (sap) (Liu et al., 2021)
improves the embeddings of a pretrained BERT
model, by self-aligning synonymous entries from
a biomedical ontology. Formally, the goal of self-
alignment is to learn a function f(.; θ) : O → E that
is parameterized by θ and where O represents the
set of terms in an ontology and E the corresponding
embedding representations with ∀e ∈ E, e ∈ Rd.
In sapBERT, f is modelled by a BERT model with
the output [CLS] token as embedding representa-
tion of the input term c. The similarity between two

3https://www.nlm.nih.gov/research/umls/
knowledge_sources/metathesaurus/release/
statistics.html

terms, < f(ci), f(cj) > can be estimated by taking
the cosine similarity. During the training procedure,
online hard triplet mining is used for generating
informative pairs that are used for contrastive learn-
ing. From each mini-batch, a random anchor term
ca is drawn. Together with a positive match – or
synonym – cp and a negative match cn, the triplet
(ca, cp, cn) is formed. Informative triplets are gener-
ated by selecting positive matches (synonyms in
the ontology) that get very dissimilar embeddings
and, conversely, negative matches with embed-
dings that are nearly similar. Formally, triplets are
selected that violate the following condition:

||f(ca)− f(cp)||2 < ||f(ca)− f(cn)||2 + λ (1)

where λ is a pre-set margin. That is, we only se-
lect those triplets where the distance between the
anchor and the positive term is larger than the dis-
tance between the anchor and the negative term
plus margin λ. The mining of informative triplets
only is useful for improving the embeddings, since
otherwise non-informative triplets would dominate
the training process due to the enormous size of
the ontology (Liu et al., 2021). The Multi-Similarity
loss function is used for pulling the embeddings of
positive pairs closer and pushing the embeddings
of negative pairs further apart (Wang et al., 2019).
This process leads to a better separated represen-
tation space by leveraging the semantic biases of
synonymy relations in the ontology.

4. Methods

Due to the need for expensive, manually labelling
by domain experts, BEL datasets are not broadly
available, especially in languages other than En-
glish. We introduce a method for automatically
generating a weakly labeled BEL dataset in any
given target language, by combining the structured
knowledge source Wikidata, the UMLS and inter-
article hyperlinks on Wikipedia. We implement the
pipeline for Dutch. We first clean and enhance the
Dutch subset of the UMLS and generate a Dutch
biomedical ontology specifically tailored for BEL
tasks.

4.1. Enhancing the UMLS
Roughly 1.7% of the UMLS 2022AB release,
comprising 290,056 terms, is in Dutch.4 However,
there is variability in the quality of the records. By
following the same steps as the Dutch medical con-
cepts project5, we created a cleaned, UMLS-based

4https://www.nlm.nih.gov/research/umls/
knowledge_sources/metathesaurus/release/index.
html

5https://github.com/umcu/
dutch-medical-concepts
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Figure 2: Flow diagram of ontology enhancement.
The remaining number of entries are denoted in
italic.

Dutch biomedical ontology in several filtering and
expansion steps.6 An overview is provided in
Figure 2. We exported, using the MetaMorphosys-
tool, the terms of all seven Dutch vocabularies
that are included in the release. From the 290,056
terms, we removed the vocabularies LNC-NL-NL
and ICPC2ICD10DUT that contain composed terms
that are non-informative for the task of BEL such as
report:finding:date:polyclinical:document:
endocrinology.7 From the vocabularies ICD10DUT
and MDRDUT we removed descriptive subterms,
such as non-specified, as they are usually not
found in free text. Also, duplicate entries were
dropped, irrespective of capitalization. We added
the Dutch SNOMED vocabulary, as this is not
included in the UMLS. Since the US SNOMED
is included in the UMLS, we matched Dutch
to English terms on their SNOMED ID, and
subsequently assign them their corresponding
UMLS IDs (CUIs), dropping ambiguous terms.
Entries linked to one of 26 semantic types that
we considered non-relevant for BEL, such as
Birds and Geographic areas were also removed.
Finally, we added English drug names from the
ATC, DRUGBANK and RXNORM vocabularies, since they
are occasionally used in Dutch (Miller and Britt,
1995; Wishart et al., 2018; Nelson et al., 2011).

The newly generated Dutch biomedical ontology
contains 752,536 terms sourced from 11 vocabular-
ies, all linked to one of the 366,071 distinct concepts.
On average, each term is associated with one syn-
onym, but the distribution is heavily right skewed
(25% percentile is 0 synonyms per term / 75% per-
centile is 2 synonyms per term). Table 1 shows the
semantic group distribution of the ontology. The se-
mantic groups are not classes in our entity linking
problem, but rather a categorization of the classes.

6Note that we cannot re-use their data because the
UMLS is licensed and cannot be re-shared.

7Translated from Dutch for the readers’ convenience

SELECT ?concept ?conceptLabel ?cui ?article
WHERE {
?concept wdt:P2892 ?cui .
?article schema:about ?concept .
?article schema:isPartOf

<https://nl.wikipedia.org/>.

SERVICE wikibase:label {
bd:serviceParam wikibase:language "nl"

}
}

Listing 1: SPARQL query for retrieving all Wikidata
entities that contain a UMLS CUI and where there
exists an article about the entity that is part of the
Dutch Wikipedia

The four largest groups – disorders (DISO), chem-
icals & drugs (CHEM), procedures (PROC) and
anatomy (ANAT) – make up for 97% of the terms in
the ontology.

Since the UMLS and SNOMED are licensed, we
cannot distribute the ontology. However, compre-
hensive details of all steps are provided in a Python
Notebook in the project’s Github repository. The on-
tology can be reproduced after requesting a UMLS
and SNOMED license.

4.2. Corpus Compilation
For the automatic generation of our weakly labeled
dataset WALVIS, we combine our enhanced ontol-
ogy with textual data from Wikipedia and struc-
tured data from Wikidata. An overview is provided
in Figure 3. Wikidata is a collaboratively edited
multilingual knowledge graph that acts as central
storage for structured data of its Wikimedia sis-
ter projects including Wikipedia (Vrandečić and
Krötzsch, 2014). Relevant data can be obtained
from Wikidata through SPARQL queries. We re-
trieve all 4, 519 Wikidata entities that have been as-
signed a UMLS CUI and are linked to a Wikipedia
page that is part of the Dutch Wikipedia collection.
The SPARQL query is provided in Listing 1.

We process all pages from the Dutch Wikipedia
dump of March 20238 using the SpaCy sentence
splitter with the Dutch nl_core_news_sm pipeline.
We then collect all 51,693 sentences that contain
a hyperlink to one of the 4,519 Dutch Wikipedia
articles that on their turn are linked to a Wikidata
entity with a UMLS CUI property. The anchor texts
of the hyperlinks are considered biomedical entity
mentions. On average, a sentence contains 18
(±9) tokens and 53,960 (0.06%) of the tokens in the

8https://dumps.wikimedia.org
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Table 1: Semantic group distributions of the ontology, train- and validation set of the no-duplicates,
ontology-filtered subsets (*) from the WALVIS corpus (WALVIS*) and Mantra GSC (Mantra*). DISO:
disorders, CHEM: chemicals & drugs, PROC: procedures, ANAT: anatomy, LIVG: living beings, PHEN:
phenomena, DEVI: devices, PHYS: physiology and ACTI: activities & behaviors, OBJC: Objects, GENE:
genes & molecular sequences, OCCU: occupations, CONC: concepts & ideas. 1559 terms in the ontology
are not assigned a semantic group (other).

Ontology WALVIS* tra. WALVIS* val. Mantra*
Group Example count perc. count perc. count perc count perc.
DISO MS (multiple sclerosis) 310057 41.3 957 49.8 224 46.7 149 39.3
CHEM Neupro 185096 24.6 402 20.9 108 22.5 66 17.4
PROC Dialyse (dialysis) 124345 16.6 90 4.7 20 4.2 68 17.9
ANAT Heup (hip) 108622 14.5 391 20.4 105 21.9 33 17.4
LIVB Patiënt (patient) 7586 1.0 14 0.7 6 1.2 29 7.7
PHEN Licht (light) 5997 0.8 4 0.2 1 0.2 7 1.8
DEVI IUD’s 3153 0.4 3 0.2 0 0.0 5 1.3
PHYS Groei (growth) 3125 0.4 33 1.7 11 2.3 19 5.0
ACTI Macht (power) 1053 0.1 0 0.0 0 0.0 1 0.3
OBJC Stof (fabric) 678 0.1 13 0.7 3 0.6 2 0.5
GENE Codon 497 0.1 3 0.2 2 0.4 0 0.0
OCCU Genomics 464 0.1 10 0.5 0 0.0 0 0.0
CONC Retentie (retention) 304 0.0 0 0.0 0 0.0 0 0.0
Oth. 1559 0.2 0 0.0 0 0.0 0 0.0
Total 752536 1920 480 379

Ontology (UMLS)

Adenine
Adenovirus
Adhesie

C0001480
C0001489
C0001511

Hartritmestoornis C0003811

Wikidata Wikipedia Sentences from Wikipedia dump

Uit een ecg is veel informatie te krijgen
over de werking van de hartspier, met
name bij ritmestoornissen.

Source: https://nl.wikipedia.org/wiki/Elektrocardiogram

Figure 3: WALVIS corpus compilation. All Wikidata entries with a linked Dutch Wikipedia page and a
UMLS CUI that are in the ontology are retrieved using SPARQL. Then, all sentences from the Wikipedia
dump are parsed and selected if they contain a hyperlink to one of the collected Wikipedia pages.

collection are biomedical entity mentions that are
linked to a UMLS CUI (Table 2).

For the WALVIS* subset, we kept each first
unique mention and dropped their duplicates. Also,
only mentions that link to a CUI that is present in the
ontology are included. The WALVIS* corpus con-
tains 2,400 unique mentions from 2,307 sentences.
1,751 mentions are unseen by our model in the sap-
BERT training phase as they are not present in the
ontology. The mentions map to 1,086 unique CUI’s
that are all included in the ontology.

In Table 1, we see that the distribution of men-
tions over the semantic groups in the train- and
validation set of WALVIS* is relatively similar to the
distribution of terms in the ontology over the se-
mantic groups, except for procedures (PROC). Pro-
cedures are possibly terms more commonly used
by medical experts only, compared to disorders,
chemicals & drugs and anatomical terms, which
could explain their lower prevalence on Wikipedia.

The code for parsing the Wikipedia dump and
creating the corpus is available on Github, and the
the WALVIS corpus and WALVIS* subset are avail-
able for download in XML format.

4.3. Self-Alignment Pre-training

We use the RoBERTa-derived language model
MedRoBERTa.nl as base model. MedRoBERTa.nl
was pretrained on nearly 10 million anonymized
hospital notes obtained from the Amsterdam Uni-
versity Medical Centres (Verkijk and Vossen, 2021).
The model is distributed with uninitialized head lay-
ers, allowing for fine-tuning on specific tasks.

We generate the training data for the self align-
ment pretraining from the cleaned Dutch medical
ontology (Section 4.1). We generate a text file with
positive pairs in the form of: CUI||term 1||term 2,
where term 1 and term 2 are synonyms, so associ-
ated to the same CUI in the ontology. If more than 2
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Table 2: Corpora statistics. The WALVIS corpus
contains many duplicate mentions that occur in
different contexts. The WALVIS* subset (Wal.*)
contains no duplicate mentions and only links to
CUI’s that have an entry in the ontology. We created
a similar subset of the Mantra GSC corpus (Man.*).

WALVIS WAL.* Man.*
Sentences 51515 2307 166
Avg. #tok/sent 18 20 17
Mentions 53781 2400 379
Unique mentions 3201 2400 379
Unseen mentions 49497 1751 214
CUI’s 56141 2758 402
Unique CUI’s 1334 1086 359
Unlinkable CUI’s 47548 0 0

terms are associated to the same CUI, all pairwise
combinations are traversed and added. We sample
from the pool of positive pairs during the contrastive
learning step for improving the pretrained BERT em-
beddings. Negative pairs are sampled online by
randomly drawing a term from the ontology that
is not linked to the same CUI. Both the negative
and positive pairs must violate the minimum margin
condition in Equation 1.

We use Multi-Similarity loss for re-aligning of the
embeddings with parameters set to the same val-
ues as in Liu et al. (2021). We use a learning rate of
0.0001 with a weight decay of 0.01 for {0, 1, 3, 10}
epoch(s) with a batch size of 512. The similarity
margin λ is set to 0.2. The [CLS] token is used as
representation of the input term. The model is built
in Pytorch 2.1.0, mostly based on code from Liu
et al. (2021).9

4.4. Fine-tuning
Fine-tuning on the WALVIS corpus is performed in
a similar manner. Now, the positive pairs are gen-
erated by combining mentions, linked terms and
their corresponding CUI from the labeled dataset:
CUI||mention||linked term. The hyperparame-
ters are set to the same values as in Section 4.3.We
fine-tune for {0, 1, 3, 10} epoch(s), building on the
pretrained models from the previous step.

4.5. Inference
All terms from the ontology are fed to the trained
model, generating a set of precomputed embed-
dings. At inference, a new, unseen mention is also
fed to the trained model and a nearest neighbour
search can be performed with the precomputed em-
beddings. The new mention is assigned the CUI
of the most similar embedding from the ontology.

9https://github.com/cambridgeltl/sapbert

Since a nearest neighbour search on 752,536 items
is computationally expensive, we built a FAISS in-
dex from the precomputed embeddings. FAISS is
a library for approximate nearest neighbour search
of dense vectors.10 For memory purposes, the
precomputed embeddings are first compressed by
using only their first 256 principal components.

4.6. Evaluation Data and Metrics
We evaluated our method on the Dutch subset of
the Mantra GSC corpus. The Mantra GSC cor-
pus is a hand-labeled corpus annotated by domain-
experts that was originally created for biomedical
concept recognition in languages other than En-
glish (Kors et al., 2015). The texts are sourced from
MEDLINE titles and drug labels. The biomedical
entities are also annotated with a UMLS CUI, that
we use as gold labels for our linking model. Since
the ontology does not contain all UMLS CUIs, we
use the WALVIS* and Mantra* subsets that contain
only mentions that link to a CUI that is included
in the ontology. In both corpora, duplicate men-
tions were also removed since our model is not
context-aware. Table 2 shows the corpora statis-
tics of WALVIS* and Mantra*. The Mantra* subset
contains 379 mentions from 166 sentences. The
sentences are slightly shorter than the WALVIS*
sentences, on average 17 tokens per sentence,
and have more entity mentions per sentence.

For finding the optimal number of sapBERT- and
fine-tune epochs, we performed a hyperparameter
optimization on the train set of WALVIS* and vali-
dated on its validation set. In the evaluation phase,
we fine-tuned our optimal model on the full WALVIS*
subset and evaluated on the Mantra* corpus.

In addition to our primary metric classification
accuracy, we also look at the 1-distance accuracy.
For this metric, predictions are scored correct if they
are any kind of 1-distance UMLS relation away from
the gold label. For example, the prediction cystopy-
elonephritis for a term with gold label pyelonephritis
would be correct since the UMLS contains a ‘clas-
sified as’-relation between the two.

4.7. Case Study on Patient-support
Forum

The Dutch online patient-support forum https://
www.kanker.nl/ donated anonymized textual data
from between 2013 and 2016 in the form of blog
posts, discussions and question-answering threads.
The data does not have any manual annotations.
We split the data in sentences using pySBD’s
sentence splitter, finding 123,338 sentences and
2,191,424 tokens. Before being able to apply BEL,

10https://github.com/facebookresearch/faiss/
wiki
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we need entity extraction. To that end, we finetune
MedRoBERTa.nl for NER on the machine trans-
lated MedMentions dataset in Dutch (Seinen et al.,
2024).11 This gives us 368,840 medical named
entities. We run both the base model and our fine-
tuned BEL model on these entities to link them to
the Dutch UMLS and analyze the results.

5. Results and Analysis

We first assess the quality of our automatically gen-
erated WALVIS-corpus. We then turn to an evalua-
tion of the optimal model on Mantra* and perform
a brief error analysis. Finally, we explore its perfor-
mance on entities sourced from the patient-support
forum.

5.1. Quality of WALVIS-Corpus
We randomly sample 100 mentions from the
WALVIS-corpus and manually evaluate the correct-
ness of their label (Wikidata–UMLS link). The grad-
ing was performed by the first author using a tool
that was developed for this purpose, for easy com-
parison of UMLS entries.12 28 mentions were found
to be linked to a concept that is related but not the
same. For example, the mention kerndelingen (divi-
sions of the nucleus) on the Dutch Wikipedia page
about asexual reproduction, is linked to cell nucleus,
which is related but not the same. The remaining
72 mentions seem to be labeled correctly. The la-
bel quality score indicates that the quality of the
automatically generated corpus is suboptimal and
that the data is not suited for evaluation purposes.
The 100 samples and their grading can be found
in our Github repository.

5.2. Main Results
In hyperparameter tuning, the model with 3 sap-
BERT epochs and 10 fine-tune epochs performed
optimal with a classification accuracy of 30.5% and
a 1-distance accuracy of 49.8% on the validation
set of WALVIS. Table 3 shows the results on the
Mantra* corpus. All results are averaged over
5 runs with different random seeds. The model
(3S10FT) achieves a classification accuracy of
54.7% and a 1-distance accuracy of 69.8%. That
is a 10.1% point and 13.1% point improvement re-
spectively, compared to the base model (BM).

In Table 3, the results grouped by semantic group
are separately shown. We do not see a clear re-
lation between the size of the semantic groups in

11https://github.com/mi-erasmusmc/
DutchClinicalCorpora

12https://anonymous.4open.science/
r/biomedical_entity_linking-FCB4/
ontology-browser/

Table 3: Evaluation results on the Mantra* cor-
pus for the base model (BM) and our optimal
model (trained for 3 self-alignment epochs + 10
fine-tune epochs). The semantic groups are not
classes themselves, but rather a categorization of
the classes. DISO: disorders, PROC: procedures,
CHEM: chemicals & drugs, ANAT: anatomy, LIVG:
living beings, PHYS: physiology, PHEN: phenom-
ena, DEVI: devices, OBJC: Objects, ACTI: activi-
ties & behaviors. The total micro-average is shown
for all 379 mentions averaged over 5 experiment
runs with different random seeds.

Accuracy 1-dist acc.
Group # BM 3S10FT BM 3S10FT
DISO 149 49.3 59.6 63.0 77.0
PROC 68 29.7 39.5 41.5 56.1
CHEM 66 48.2 57.6 58.5 67.3
ANAT 33 57.6 66.7 66.7 78.2
LIVB 29 33.8 48.3 48.3 61.4
PHYS 19 56.8 58.9 66.3 71.6
PHEN 7 57.1 76.2 71.2 82.4
DEVI 5 20.0 20.0 20.0 28.0
OBJC 2 0.0 0.0 50.0 70.0
ACTI 1 0.0 20.0 0.0 100.0
Total 379 44.6 54.7 56.7 69.8

the training data (the ontology and WALVIS), and
their evaluation performance on Mantra*. On all
four largest groups in the training data, an aver-
age improvement of around 10% point in classifica-
tion accuracy is observed, even though the largest
group – disorders (DISO) – is with 149 samples
four and a half times larger than the fourth-largest
group ANAT (anatomy). We note that the numbers
of mentions per semantic group in Mantra* are too
small to derive clear conclusions.

5.3. Error Analysis
We manually reviewed the mispredictions made by
our optimal model. Due to the sometimes noisy
and at some points extremely branched structure
of the UMLS, seemingly small differences between
prediction and gold label are scored incorrect. For
example, the mention advies (advice) is linked to
voorlichting en advies (counseling-C0010210) by
our optimal model. However, in Mantra GSC, its
gold label is given as adviseren (advice-C0150600).
The prediction is called correct by the 1-distance
metric, since a RN (‘Relation Narrow’) exists be-
tween the two concepts in the UMLS.

Sometimes, a mention is linked to an on surface
form-level similar but semantically slightly differ-
ent concept from the ontology. For example, men-
tion cannabis is linked to the plant genus cannabis
(C0936079), while its gold label in Mantra GSC is
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Table 4: Top 5 most found named entities and corre-
sponding linked concepts from the patient-support
forum data from kanker.nl. Translated from Dutch
for the reader’s convenience.

# Named entity Linked concept
4356 cancer primary malignant

neoplasm
4240 chemo chemo-immunotherapy
3043 surgery operative surgical

procedures
3034 therapy milieu therapy
2287 tumor neoplasms

the drug cannabis (C0678449). Also, the mention
pijnlijke rug (sore back) is linked to pijnlijke rug (sore
back-C0863105), but labeled as rugpijn (back pain-
C0004604). This indicates that our accuracies are
perhaps an under-estimation of the actual effective-
ness of the entity linking – a finding that was also
observed in previous work (Dirkson et al., 2023).

We further observe a high focus on surface form
by our model. For example, mention oren (ears) is
linked to ren (running-C0022646) instead of gold
label oor (ear-C0013443). Moreover, mentions in
all capitals, are often linked to a concept in all capi-
tals,sometimes to a concept that is on surface form
and semantical meaning very different. For exam-
ple, mention SOMATOTYPE is linked to DOPAMIN-
ERGIC AGENTS (C0013036), while the surface
form of its gold label is exactly similar to the mention
but lower cased: somatotype (C0037669). Lower
casing all terms in the ontology and newly seen
mentions could help, but by doing so some infor-
mation is lost, for example in abbreviations (‘pos’
is commonly used for ‘positive’, whereas ‘POS’
could mean ‘Polycystic Ovary Syndrome’). While
a context-aware model like KRISSBERT could re-
duce reliance on surface form, we did not imple-
ment such a model due to the lack of large, publicly
available Dutch medical literature that is required
for training (Zhang et al., 2022).

5.4. Case Study

On the unlabeled data from https://www.kanker.
nl, our finetuned BEL-model disagreed with the
base model in the linking of 77.7% (286,654) of
the found named entities. This indicates that self-
alignment pre-training and finetuning has a substan-
tial effect on the model behaviour. To get an im-
pression of the model quality, we manually graded
100 randomly sampled mentions. We found that
42 mentions were errors in the named entity recog-
nition step. Of the 58 correct entity mentions, 20
entities (34%) are linked to a wrong concept, an-
other 20 mentions (34%) are linked to a related

concept and the remaining 18 (31%) are linked
correctly. The grading can be found on Github.

The most commonly found named entities, such
as kanker (cancer), chemo (chemo), and operatie
(surgery), seem likely to appear frequently on a
support forum for cancer patients (Table 4). While
the named entities are simpler terms compared to
their linked concepts, for the majority they seem to
be words that are also practiced by medical pro-
fessionals. The main difference between layman
talk and medical jargon is probably to be found in
the context the words are used in. If we look at
the semantic groups of the linked entities, we see
that Disorders – the largest group in the ontology
– is also the most used semantic group on the fo-
rum, but with 34% much less proportionally than on
Wikipedia (50% in WALVIS) and medical literature
(39% in Mantra). Procedures on the other hand,
are much more prevalent on the forum (23%) than
on Wikipedia (5%) according to our model.

6. Conclusion

To the best of our knowledge, our work is the first
to introduce an evaluated biomedical entity linking
model in the Dutch language. We also present
a method for automatically generating a weakly
labeled biomedical entity linking dataset in any
preferred target language, by combining the data
from a biomedical ontology, Wikidata and Wikipedia
pages. Using this method, we introduce the first
– weakly labeled – Dutch biomedical entity linking
corpus: WALVIS. We trained a BEL model by self
alignment pretraining on the MedRoBERTa.nl, fol-
lowed by fine-tuning on WALVIS*. With around 70%
1-distance accuracy on the external evaluation set
Mantra*, we achieve a substantial improvement
over the base model. This was achieved with a
relatively small fine-tuning corpus. A case study
on a collection of patient-written texts showed that
the main source of error remains to be the named
entity recognition step. Manual evaluation of small
sample indicates that of the correctly extracted en-
tities, our model links around 65% to a correct or
closely related concept in the ontology.

In our evaluation on Mantra, we observe that
our model relies heavily on surface form, which
is for example observed by the erroneous linking
of upper case mentions to upper case concepts
that are otherwise very dissimilar. A context-aware
model could further improve performance.

In conclusion, our biomedical entity linking model
can be used for higher-level analysis of patient-
oriented text data in Dutch. In future work, a larger
corpus for fine-tuning could further improve the
model’s performance. A larger corpus could be
created by automatically translating the English
Wikipedia pages, which are not only larger in num-
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Abstract
We leveraged a dataset of ∼1.5 million Twitter (now X) posts to develop a framework for analyzing breast cancer
(BC) patients’ concerns and possible reasons for treatment discontinuation. Our primary objectives were threefold:
(1) to curate and collect data from a BC cohort; (2) to identify topics related to uncertainty/concerns in BC-related
posts; and (3) to conduct a sentiment intensity analysis of posts to identify and analyze negatively polarized posts.
RoBERTa outperformed other models with a micro-averaged F1 score of 0.894 and a macro-averaged F1 score of
0.853 for (1). For (2), we used GPT-4 and BERTopic, and qualitatively analyzed posts under relevant topics. For
(3), sentiment intensity analysis of posts followed by qualitative analyses shed light on potential reasons behind
treatment discontinuation. Our work demonstrates the utility of social media mining to discover BC patient concerns.
Information derived from the cohort data may help design strategies in the future for increasing treatment compliance.

Keywords: Natural Language Processing, Breast Cancer, Social Media, Concerns, Topic Modeling

1. Introduction

1.1. Background
In 2020, there were 1,603,844 new cases of breast
cancer (BC) and 602,347 died of BC in the United
States as per the Centers for Disease Control and
Prevention (2021). While advances in treatment
have improved survival rates, a critical challenge
persists in the continuity of long-term therapies
which are crucial for reducing the risk of cancer re-
currence. Unfortunately, many patients discontinue
their treatments prematurely which is often linked to
adverse patient-centered outcomes (PCOs). PCOs
encompass a range of patient-specific experiences
and even extend to broader socio-economic con-
cerns related to treatments that are inherently diffi-
cult to measure and are underrepresented in elec-
tronic health records (EHRs). Motivated by this,
our objective is to verify if social media BC cohort
contains information about patient concerns, sen-
timents, and potential reasons for treatment non-
compliance or discontinuation.

1.2. Related Work
Social media data has long been used for a
range of tasks such as sentiment and opinion
mining (Pak and Paroubek, 2010; Ananth et al.,
2017), medication-/drug-related information analy-
sis (Klein et al., 2024; Nikfarjam et al., 2019; Weis-
senbacher et al., 2021), mental health-related re-
search (Amir et al., 2019; Le Glaz et al., 2021),
substance use and recovery (Kepner et al., 2022;
Balsamo et al., 2023; Yang et al., 2023), public
health (Antonius and Rich, 2013) and many oth-
ers. Additionally, researchers are actively using

social media platforms to discover targeted co-
horts (Krauss et al., 2015; Sarker et al., 2017; Al-
Garadi et al., 2020). Studies have shown that peo-
ple often use social media to share their health-
related experiences, including for BC (Attai et al.,
2015; Nzali et al., 2017; Sarker, 2017). Thus, social
media is a promising resource for capturing patient
experiences and sentiments, or PCOs, provided
the target cohort is accurately identified. In this
work, we aim to utilize a dataset collected in prior
work by Al-Garadi et al. (2020). The dataset con-
tains N = 1,454,638 tweets from 583,962 unique
users. We developed a BC self-report identification
system utilizing supervised machine learning mod-
els and RoBERTa (Liu et al., 2019). We used data
from the cohort to identify BC-related uncertainty
or concern topics. We performed a sentiment inten-
sity analysis of patients who voiced dissatisfaction
and identification of treatment discontinuation in
the self-reported posts category.

2. Methodology

2.1. Self-Report Classifiers
We used manually-annotated data (Train=3513,
Dev=302, Test=1204) to compare decision tree,
logistic regression, random forest, naïve Bayes,
and RoBERTa (Liu et al., 2019) for the task of BC
self-report classification.

2.2. GPT-4 & Topic Modelling Framework
We used GPT-4 to generate an initial list of 20
seed words (A.1) related to uncertainty/fear. GPT-
4’s suggestions were often formal and not popu-
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Figure 1: NLP pipeline for treatment discontinuation topic identification in a breast cancer Twitter cohort.

larly used by people to express their fear. There-
fore, we utilized the Word2Vec word embedding
model (Mikolov et al., 2013), particularly leveraging
the GoogleNews-vectors-negative300 pretrained
model1 to identify similar keywords. The Word2Vec
model’s output, after applying cosine similarity,
helped us in curating our final list of keywords (A.2).
Finally, we applied BERT topic modeling (Grooten-
dorst, 2022) to all posts containing these terms in
order to identify the key issues that are of concern
to BC patients.

2.3. Sentiment Analysis Framework
We calculated the sentiment score for each Tweet
using NLTK’s Sentiment Analyzer.2 Then we ap-
plied BERTopic to a corpus of posts that had nega-
tive sentiment (score<=0.5) and contained specific
terms indicative of treatments, side effects, and
symptoms associated with BC (A.3). The lexicon
was derived from a PubMed paper on BC symp-
toms (Koo et al., 2017).

Figure 2: Key concerns among breast cancer pa-
tients discovered via topic modeling.

1huggingface.co/fse/word2vec-google-news-300
2nltk.org/howto/sentiment.html

3. Results and Discussion

3.1. Classifier Evaluation & Results
RoBERTa significantly outperformed all models
with a micro-averaged F1 score of 0.894, macro-
averaged F1 score of 0.853 and, lowest log loss
of 0.332 (Table 1, Appx. A.4). In the ∼1.5 million
dataset, the best-performing (RoBERTa) classifier
identified 154,571 posts as self-reported BC. Such
posts were further used to identify topics for treat-
ment discontinuation as shown in Figure 1.

3.2. Breast Cancer Concerns
BERTopic revealed insightful topics associated with
the public’s concerns. In Fig. 2, the Y-axis shows
topics (cluster of terms) that have been identified
in the text. X-axis represents the scores/weights of
each term within a specific topic. Each bar’s length
indicates the strength of association between the
term and its respective topic. The different colors
for each topic are for visual clarity only. Below are
the key issues associated with each topic:

• Impact of COVID on Screenings: A major
topic cluster was around the impact of COVID-
19 on BC patients. Concerns were raised
about seeking medical help during the pan-
demic which could lead to delayed diagnoses
and an increase in mortality rates. These find-
ings are in line with a report by the CDC (2023).

• Mammogram Anxiety: Anxiety associated
with mammogram screening was another no-
table topic. Discussions revealed anxiety to-
wards mammogram screenings, exacerbated
by the pandemic and fear of discovering BC.

• Insurance Issues: Posts (Table A.1) reflected
frustration over the lack of coverage and the fi-
nancial burden placed on patients, highlighting
the systemic barriers to accessing care.
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Model Hyperparameter F1 mi-
cro

F1

macro
F2 mi-
cro

F2

macro
Log
loss

Decision Tree criterion=‘gini’, max_depth=10 0.778 0.608 0.778 0.596 0.734
Logistic Reg. C=10, penalty=‘l2’ 0.772 0.576 0.772 0.570 0.464
Naïve Bayes alpha=0.1 0.745 0.427 0.745 0.468 0.568
Random forest n_estimators=50 0.752 0.476 0.752 0.498 0.652
RoBERTa epochs=20, batch_size=16 0.894 0.853 0.894 0.841 0.332

Table 1: Self-reported breast cancer tweet classification results across multiple evaluation metrics.

• Soy Consumption: Dietary habits and its link
to BC is discussed. The chatter pointed to
confusion regarding the consumption of soy
and its alleged estrogenic effects.

• Racial Disparity in Mortality: The conversa-
tions highlighted concerns around the dispro-
portionate impact of BC on African-American
women including higher mortality rates.

3.3. Sentiment Analysis and Treatment
Discontinuation

Figure 3: Sentiment Analysis of Breast Cancer
Tweets via RoBERTa reveals more negative posts.

Sentiment analysis of self-reported BC posts re-
vealed a pronounced skew towards negative senti-
ments, with the majority of sentiment scores falling
at or below the 0.5 threshold (Figure 3). This trend
suggests that the conversations are predominantly
centered around the challenges faced by individ-
uals, potentially reflecting the adverse effects of
BC treatments. The BERTopic analysis of negative
sentiment posts using keywords related to the side
effects and treatment experiences of BC patients
highlighted following main themes potentially linked
to treatment discontinuation (Figure 4):

• Hair/Baldness: Concerns over hair loss re-
veal the psychological impact and social impli-
cations of chemotherapy-induced alopecia.

• Smoking Restrictions: Discussion around
"quit," “smoking," suggests that patients might
face difficulty adhering to treatment protocols
that necessitate smoking cessation.

• Insurance Issues: High frequency of words
like "insurance," “aca,”, "cost," and "bill" indi-
cate that financial burdens and insurance cov-
erage limitations are significant barriers.

• Bowel/Colon Issues: References to terms
such as "colon," "colonoscopy," "bowel," "col-
orectal," & "polyps" suggest gastrointestinal
side effects or procedures related to treatment
may be intolerable for some patients.

• Sexual Abuse Concerns: Presence of terms
like "sexual," "abuse," "rape," "assault," and
"abuser" may reflect traumatic personal histo-
ries that intersect with treatment experiences.

• Mental/Emotional Health: A significant num-
ber of mentions of "cry," "crying," "emotional,"
"emotions," and "cried" highlight the emotional
and psychological toll of BC and treatment.

Figure 4: Treatment discontinuation topics from
negative sentiment self-reported posts.

3.4. Post Classification Analyses
3.4.1. Error Analysis

Lack of context, ambiguous references, and the
use of informal language were the primary reasons
for classification errors. For instance, Tweet 1 in
A.6 expresses fear and mentions a family history
of BC without directly stating a diagnosis. This
poses challenges for the model to accurately clas-
sify such posts as self-reports. Moreover, the con-
text in which BC is discussed varies widely. For
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Figure 5: F1-score at different training set sizes for
different classifiers.

example, Tweet 2 (A.6) combines personal success
with a history of overcoming cancer, and Tweet 3
(A.6) talks about a writing project, neither of which
may align with the classifier’s training on more di-
rect reports of BC. In case of false positives, we
found that the model may be overly sensitive to
certain keywords typically associated with personal
experiences of BC, such as "battle with BC," "treat-
ment," "therapy," and mentions of specific treat-
ments like "Trastuzumab" or "radio therapy." The
model also often misinterprets the sharing of news
articles (Tweets in A.5) as personal reports of BC.
Lastly, the model sometimes misclassifies support-
ive messages and discussions around BC as self
reports. These findings show areas of possible
improvement for the cohort creation step.

3.4.2. Classification Performance at Different
Training Data Sizes

To assess if the cohort creation process (i.e., self-
report detection for BC) can be improved in the
future by increasing the training set size, we con-
ducted training set size vs. performance exper-
iments. As depicted in Fig. 5 and 6, RoBERTa
shows a continuously increasing trend in F1 score
and decreasing log loss as training size increases.
This suggests that further improvement in the co-
hort creation process is possible by annotating
more data, which can enable us to more accurately
detect the BC cohort in the future. Though small,
the logistic regression model also shows gradual
improvement with an increase in training size.

3.5. Limitations and Future Directions
Ideally, for comprehensive longitudinal sentiment
analysis, a sufficient number of posts for each
unique user ID is required. However, due to the
scarcity of posts per user in our dataset, we per-
formed a consolidated sentiment analysis. Addition-
ally, in topic modeling, we identified discussions of
other health-related experiences (such as COVID-
19) with BC scenarios. This overlap affected clas-

Figure 6: Log loss at different training set sizes for
different classifiers.

sifier’s precision in isolating BC-specific conversa-
tions from other health concerns. These issues
could be potentially mitigated by conducting exper-
iments on a larger dataset containing posts from
multiple social media sources rather than one. In
the future, it will be interesting to study how current
framework performs similar tasks while using data
from various other social media platforms such as
Reddit and Facebook, and from other time periods.
It is also important to collect long-term data from
this cohort to potentially discover temporal trends.

4. Conclusion

We investigated the potential use of Twitter (X)
dataset for unveiling concerns among a cohort of
BC patients. Specifically, we focused on (1) utiliz-
ing ML and transformer-based models for training
an automatic classifier, (2) identifying BC-related
concerns, and (3) performing sentiment analysis
on self-reported posts and identifying potential rea-
sons for treatment discontinuation of patients. Our
experimental results highlight RoBERTa as the best-
performing model for cohort identification. Our
topic modeling framework of BC patient discus-
sions reveals that concerns extend beyond tradi-
tional PCOs based solely on treatment side effects.
Patients express a range of issues, including anxi-
ety related to diagnostic mammogram procedures,
barriers to screening due to COVID-19 pandemic,
challenges with insurance coverage, and significant
socio-emotional distress, such as racial discrimina-
tion and concerns about sexual abuse. Our find-
ings reveal broader systemic, medical, and social
challenges that need to be addressed for targeted
public health messaging and inclusive community
support aimed at alleviating fears and ensuring eq-
uitable access to healthcare resources.

5. Data and Code Availability

Code is openly available here: github.com/swati-
rajwal/BreastCancer_tweets_project.
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A. Appendices

A.1. GPT-4 Generated Seed Words
"uncertain", "doubtful", "ambiguous", "hesitant",
"perplexed", "confused", "questionable", "un-
sure", "indecisive", "bewildered", "vague", "puz-
zled","skeptical", "inconclusive", "wavering", "dis-
trustful", "baffled", "ambivalent", "hazy", "tentative"

A.2. Final List of Fear-related Keywords
"scared", "nervous", "worried", "suspicion", "uncer-
tain", "reluctant", "confused", "doubtful", "unsure",
"skeptical", "awkward", "insurance", "soy", "covid",
"black", "bra", "concerned"

A.3. List of Treatment Keywords
"treatment", "medication", "medicine", "med",
"tablets", "side effect", "reaction", "drug", "tamox-
ifen", "chemo", "mental", "emotion", "lump", "pain",
"sleep", "docetaxel", "oncologist", "doc", "stop"

A.4. Hyperparameter search space
For the Naïve Bayes classifier, ‘alpha’ range = [0.01,
0.1, 1, 10, 100]. For Decision Tree model, we tested
the ‘max_depth’ = [None, 3, 5, 10, 15, 20]. For
the Random Forest model, ‘n_estimators’ =[10, 50,
100] and ‘max_depth’= [None, 5, 10] were tested.
For the Logistic Regression model, the ‘C’ (inverse

of regularization strength) range = [0.01, 0.1, 1, 10],
and the penalties = [‘l1’, ‘l2’].

A.5. False positive Examples
Tweet 1: "Cam’s Corner her Battle with Stage 3
Breast Cancer"
Tweet 2: "Daily Mirror - Breast Cancer: Difficult
Treatment Decisions.
Tweet 3: "Effect at One Year of Adjuvant
Trastuzumab for HER2+ Breast Cancer Combined
with Radiation or an Anthracycline on Left Ventric-
ular Ejection Fraction"
Tweet 4: "@user No. Breast cancer reconstruc-
tion."
Tweet 5: "@user Breast cancer: hope the best of
the best, and hope you can feel better"
Tweet 6: "<number> and held years of breast
cancer for my mother in france . several surgeries,
chemo and radio therapy. <repeat> cost her..."
Tweet 7: "they pulled out of utah now <user> is
back. tonight on <user> at <number>– why a
breast cancer survivor feels let down and why
the charity says they never left. pic.twitter.com /
<number>lkl<number>gj"

A.6. False Negatives Examples
Tweet 1: "I just found a rather large, hurtful lump
in my breast. As a woman, I dont care if its nothing
at all, the thought still terrifies me. Breast cancer is
prominent in my family. Iam only 24 yo"
Tweet 2: "I’d be honored to tell you amazing women
more about my story of being the first black woman
to own a tequila brand and overcoming pancreatic
and breast cancer."
Tweet 3: "If you’re wondering what I’ve been doing
writing-wise lately: I’ve been creating a breast can-
cer journal."
Tweet 4: "I should NOT have to tell people, wear
a mask because I have metastatic breast cancer.
Give a damn about people like me who have im-
mune issues. #resiliencechat"
Tweet 5: "@user I have medical tattoos, 2 tiny
blues when i had radiation for breast cancer."
Tweet 6:"b<user> selfish stockpiling - i order shop-
ping every week. order weds for delivery fri or sat.
yesterday no slots available. we are pensioners,
i am just finishing breast cancer treatment so not
easy to get out for "big" shop..."
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Topic Tweet Examples

Covid-19 affected Breast Cancer
Patients

“my fear of being locked up again is one of two contributors to
my refusal to seek medical help for possible breast cancer.”
“pandemic leads women to delay mammograms; experts fear
future rise in breast cancer deaths <url> via <user>
“<user> always had a normal mammogram. this year she was
scared to go in due to covid. she pushed it back a few months.
when doctors found stage <number> breast cancer.”

Anxiety associated with
Mammogram Screening

“thousands of women under <age> with breast cancer showing
up on their mammograms. i think another huge issue is lumps
being fobbed off as hormonal changes - natasha was only
referred because she put her foot down”
“i had this conversation with my mom in the summer when she
was scared to get her mammogram. she went and she did have
breast cancer that fortunately was caught early.”
“same with mammograms. I am so scared to get them and i
have <allcaps> to because my family has a history of breast
cancer”
“also, this isn’t doctors, it’s the insurance, but i’m pissed that i
can’t get a mammogram when my granny literally has breast
cancer. they’ll do an ultrasound but not a mammogram. the f**k
is that?”

Concerns regarding Insurance
Policies

“the last thing a breastcancer patient needs to worry about is if
their insurance will cover treatment. unfortunately, this is the
reality for most facing this disease. help us eliminate barriers to
care”
“I am <number> just found a lump in my breast, got a referral
for a mammogram from my pcp, got a letter from insurance
promptly <allcaps> telling me ‚not all of this will be covered
by us just fyi‚ now i have to worry. . .& maybe have to pay out of
pocket to find out”
“so i‚am mad because my insurance doesn’t cover a well women‚
No exam nor a mammogram till i‚am <number> i mean breast
cancer can affect women of all ages you don’t think late teens
deserve to check on their health.”
“im supposed to have mammograms on the reg bc of family
history but insurance barely or just doesnt pay for them. im
lucky to have insurance at all but I m terrified my broke ass is
gonna get breast cancer; not be able to do shit about it”

Confusions regarding dietary
habits

“<user> <user> i’d like to switch to soy milk. i’m worried that it’s
been linked to breast cancer due to the presence of estrogen”
“proponents say that soy can help prevent heart disease, breast
cancer, and more. detractors worry that soy might interfere with
thyroid function and block nutrient absorption. who’s right?”

Racial Disparity Concerns
“i visited the cdc website to learn about cancer disparities between
black and white american women, and i was extremely shocked
to learn about the development of breast cancer so present in
young black women when it compares to young white women.”
“black women have a <number>% higher death rate from breast
cancer. we shouldn’t be surprised that communities with unequal
health outcomes have unequal trust in vaccines.”
“black women, specifically young black women, are more sus-
ceptible to breast cancer. Don’t be afraid to self-exam often!”

Table A.1: Table showing sample tweets with different topics of concerns/uncertainty amongst BC patients
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Abstract
Biomedical queries have become increasingly prevalent in web searches, reflecting the growing interest in accessing
biomedical literature. Despite recent research on large-language models (LLMs) motivated by endeavors to attain gen-
eralized intelligence, their efficacy in replacing task and domain-specific natural language understanding approaches
remains questionable. In this paper, we address this question by conducting a comprehensive empirical evaluation
of intent detection and named entity recognition (NER) tasks from biomedical text. We show that Supervised Fine
Tuned approaches are still relevant and more effective than general-purpose LLMs. Biomedical transformer models
such as PubMedBERT can surpass ChatGPT on NER task with only 5 supervised examples.

1. Introduction

Research on large-language models has sky-
rocketed in the post-ChatGPT era. Researchers
are now aiming for generalized intelligence by in-
creasing model size (Brown et al., 2020; Chowd-
hery et al., 2022; Hoffmann et al., 2022), expand-
ing & rearranging pretraining data (Touvron et al.,
2023a,b; Sarkar and Gupta, 2021) and incorporat-
ing human feedback (Ouyang et al., 2022; Dubois
et al., 2023). It is shown that the adoption of
GPT-4 (OpenAI, 2023) can potentially affect up
to 80% of the U.S. workforce (Eloundou et al.,
2023). These generalization reasoning demon-
strations raise an important question for the re-
search community - does this mark an end to
the task and domain-specific natural language un-
derstanding approaches? While some research
places LLMs as “General Purpose Technologies"
(Eloundou et al., 2023; Zhang et al., 2023a) for
solving a range of complicated tasks, we show that
these models struggle to perform well on domain-
specific complex tasks and specialized Supervised
Fine-tuned (SFT) models are still needed to solve
language understanding use-cases.

Over the past two decades, web searches have
evolved dramatically transitioning from generic in-
terfaces to more intent-specific and entity-aware
systems capable of immediately displaying diverse
multi-modal responses. Particularly, biomedical
inquiries, spanning topics such as medical treat-
ment, medical diagnosis, disease, etc. have seen
a surge in popularity across search engines. Fig.
1 shows the increase in the percentage of Biomed-
ical queries on Bing search and Google trends1.

*Authors contributed equally
1Google trends data of last 10 years on five topics

(Health, Medical Treatment, Medical diagnosis, Disease,
Pharmaceutical drug) was gathered from Google Trends
(https://trends.google.com/trends/)

(a) Google yearly Trend (b) Bing Query yearly

Figure 1: Biomedical query search Statistics

As large volumes of biomedical data continue to
be generated every second on various online plat-
forms the role of information retrieval systems in
processing domain-specific texts becomes increas-
ingly important. However, handling biomedical text
data presents unique challenges, as the medical
queries on search engines and online medical fo-
rums are often incomplete, do not follow a specific
structure, and contain hard-to-interpret context-
specific medical terminologies, as shown in Table 1.
While recent research is centered around the devel-
opment of general-purpose LLMs, that are shown
to exhibit exceptional Common Sense Reasoning
capabilities (Touvron et al., 2023b), we show that
these models face challenges in transferring their
performance to intricate biomedical domains. To
this end, we focus on two crucial natural language
understanding tasks of intent detection and named
entity recognition from biomedical text.

For the past two decades, different directions of
intent detection and corresponding entity extraction
have been explored. (Sun et al., 2016; Wang et al.,
2020; Mu et al., 2017b,a) demonstrate intent de-
tection in the form of out-of-domain data detection.
Other research works explore methods like few
shot (Xia et al., 2021), zero-shot (Xia et al., 2018),
and clustering frameworks (Mullick et al., 2022b).
(Yani et al., 2022; Zhao et al., 2021; Fetahu et al.,
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Biomedical Text Intent
Pharmacokinetic properties of abacavir
were not altered by the addition of either
lamivudine or zidovudine or the combina-

tion of lamivudine and zidovudine .

Drug

Canavan disease, or spongy degeneration of
the brain, is a severe leukodystrophy caused
by deficiency of aspartoacylase (ASPA).

Dis-
ease

Table 1: Intent & corresponding Entity (highlighted)
examples from DDI and NCBI Disease datasets.

2022) explore entity recognition task in various set-
tings. In the medical domain, Zhou et al. (2021) fo-
cuses on smart healthcare and (Galea et al., 2018;
Giorgi and Bader, 2019; Lee et al., 2019) inspect
transformer based models for biomedical literature.
Mullick et al. (2023, 2022a); Mullick (2023b,a) aims
at intent detection and entity extraction and Zhang
et al. (2017) explore medical query intents by ap-
plying graph-based frameworks. (Mullick et al.,
2024; Guha et al., 2021) work on domain specific
entity and corresponding relation extraction. (Mul-
lick et al., 2017b, 2016, 2018a,b, 2019, 2017a) aim
at opinion-fact entity extraction.

There is no unified and exhaustive comparison of
existing approaches with the recent LLMs for intent
detection and entity extraction tasks across various
datasets in biomedical literature. Our work differs
from the prior research in two ways: we present a
thorough empirical evaluation of the intent detec-
tion on three datasets and corresponding named
entity extraction (NER) approaches on 27 unique
entities covered in 5 biomedical datasets spanning
across domains like drugs, diseases, chemicals,
genetics and, human anatomy. We evaluate var-
ious supervised approaches (transformer-based,
handcrafted features, etc.) and benchmark them
against two widely used large language models
in the biomedical domain. Our experiments re-
veal that the biomedical transformer-based Pub-
MedBERT model outperforms few-shot prompted
ChatGPT (Turbo 3.5) on 4 biomedical NER bench-
marks with just 5 supervised examples. We make
our code publicly available.2

2. Datasets

We show our comparative study on a variety of
datasets, which are widely used as benchmarks
in the biomedical domain. We use five different
Named Entity Recognition datasets: JNLPBA (Col-
lier and Kim, 2004), DDI (combining DDI-Drugbank
and DDI-Medline) (Segura-Bedmar et al., 2013),
BC5CDR (Smith et al., 2008), NCBI-Disease (Li

2https://github.com/bioNLU-coling2024/biomed-
NER-intent_detection

Dataset Entity Type # Entities #Train #Test
JNLPBA Gene & Protein 5 2000 404

DDI Drug 4 714 112
BC5CDR Chem & Diesease 2 1000 500

NCBI-Disease Disease 4 693 100
AnatEM Anatomy 12 300 200

Table 2: Statistics of the NER datasets. We use
the pre-defined train-test split as mentioned in the
papers.

et al., 2016) and AnatEM (Ohta et al., 2012).
Dataset statistics including the entity types, count,
and train-test splits are outlined in Table 2. We
use the pre-defined train-test divisions from the
respective manuscripts.

Along with the two popular intent detection
datasets - CMID (Chen et al., 2020) and KUAKE-
QIC (part of the CBLUE (Zhang et al., 2021) bench-
mark), we combine the three of the above five
NER datasets (JNLPBA, DDI, and NCBI-Disease)
with respective intent labels (DDI for drugs, NCBI-
Disease for disease and JNLPBA for Genetics)
for intent classification task - termed as “Intent-
Merged” dataset. Dataset statistics are summa-
rized in Table 3.

CMID and KUAKE-QIC datasets, which are orig-
inally in Chinese, are translated to English using
Google Translation API. For translation validation,
a random sample of 400 translated (to English) ex-
amples of each dataset are validated manually by
two Chinese experts (ALA Language Center Com-
pany) with HSK Level-3 proficiency. The human-
validation shows 91.75% and 97.0% translation
accuracy for CMID and KUAKE-QIC respectively.
Hence, we use the translated English data along
with their pre-defined intent labels for our experi-
ments. The inter-annotator agreement is 0.89.

Dataset #Train #Test Size #Intents
CMID 9558 2696 4

KUAKE-QIC 6931 1955 11
Intent-Merged 3905 909 3

Table 3: Statistics of Intent Detection datasets.

3. Experimental Settings

3.1. Intent Detection

Intent detection is a multi-class classification task
where we evaluate the accuracy of instruction-
tuned ChatGPT (gpt-3.5-turbo-instruct) against var-
ious SFT models on three English datasets: CMID,
KUAKE-QIC, and Intent-Merged.
1. Large Language Models: To ensure consis-
tency with prior works, we employ a k-shot prompt
design, wherein k examples per class from the
training set are used in the prompt. Given the
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larger text sizes of the Intent-Merged dataset and
the limited context window of LLMs, we use k = 1
for all datasets. We note no significant perfor-
mance improvement with increasing k for CMID
and KUAKE-QIC datasets. Further details on the
prompt template are included in the GitHub reposi-
tory.
2. Supervised Fined-Tuned Models: For SFT,
we finetune - BERT (bert-base-uncased) (Devlin
et al., 2018), RoBERTa (roberta-base) (Liu et al.,
2019), PubMedBERT (Gu et al., 2021), FastText
(Chen et al., 2020) and TextCNN (Kim, 2014).
The empirical evaluation is shown in Table 4.

Model CMID KUAKE-QIC Intent-Merged Mean
BERT 72.26 75.91 96.37 81.51

RoBERTa 72.88 78.16 99.11 83.38
PubMedBERT 72.70 76.88 97.90 82.49

Llama-2 51.11 42.50 39.54 44.38
ChatGPT 42.36 44.04 64.44 50.28
Fasttext 68.43 72.48 96.80 79.24
TextCNN 70.69 75.19 96.15 80.68

Table 4: Accuracy (in %) of intent classification
tasks on three datasets.

All the SFT approaches consistently outperform
the instruction-tuned ChatGPT. The poor perfor-
mance of LLMs on the Intent-Merged dataset,
which is quite easy for all the SFT approaches, re-
flects their deficiency in domain-specific knowledge
within their general-purpose pretraining datasets.
This also shows that models like FastText can out-
perform ChatGPT, given domain-specific finetun-
ing. We note that transformer architectures give
better performance on the translated corpus com-
pared to FastText and TextCNN, which are shown
to work well on Chinese data (Chen et al., 2020).
RoBERTa gives the highest accuracy across over-
all mean and individual datasets.

3.2. Named Entity Recognition

For NER, we apply a strict match between the pre-
dicted entity class and the entity word boundaries
and report strict F1-score (as in CoNLL shared
task (Tjong Kim Sang and De Meulder, 2003)). We
run all models 5 times with different random initial-
ization and report micro-average F1-score along
with standard deviations. We also report the overall
mean for each approach. For a fair comparison,
a maximum sequence length of 512 tokens was
used for all models, hence the texts larger the to-
ken length were further broken into multiple texts.

3.2.1. Supervised Fine-Tuned Models

We thoroughly examine five different settings on
the five biomedical datasets.
Setting A: Fine-tuned BERT and RoBERTa mod-
els are used (pre-trained on general English cor-
pus) without domain pretraining.

Setting B: Transformer systems with continued
pretraining on biomedical text. We fine-tune
BioBERT, PubMedBERT, BioMed RoBERTa, and
ClinicalBERT.
Setting C: LSTM and Convolutional Neural Net-
works (with/without CRF) are used to generate the
word embeddings and softmax classifiers for tag
prediction.
Setting D: Hand-crafted word level features with
ML classifier: (i) POS tag (ii) shallow parsing fea-
tures like chunk tag (iii) orthographic boolean fea-
tures like all capital, is alphanumeric, etc. (iv) n-
gram features, etc. We use the GENIA tagger3 for
POS and Chunk tag extraction. We apply XGBoost
and a multi-label logistic regression model for NER
tag prediction.
Setting E: We use state-of-the-art NER model
BINDER (Zhang et al., 2023b) along with
domain-specific (PubMedBERT and BioBERT) and
RoBERTa encoders.

3.2.2. Large Language Models

We use instruction-tuned ChatGPT (gpt-3.5-turbo-
instruct).
Setting F: We modify (Wang et al., 2023) for re-
conditioning NER as a Tag generation problem. In
addition to the prompt design proposed by (Wang
et al., 2023), following (Zhang et al., 2023b) we
also add a short description for the entity. Each
prompt infers only a single entity tag. Hence, each
text instance is passed multiple times for tagging
all the entity types. We provide two examples from
the train set in each prompt. To motivate both high
recall and prevent hallucination in Entity identifica-
tion, we specifically pick examples with the median
number of entity tags in the training dataset.

The evaluation outcomes are shown in Table 5.
We find:
a) SFTs outperform LLMs: We observe that all
SFT approaches surpass ChatGPT by a big mar-
gin. Further, from Table 6, it’s evident that PubMed-
BERT can easily outperform ChatGPT on most
benchmarks with just five supervised examples.
b) Transformer SFT Models: i) PubMedBERT
learns good embedding vectors due to the largest
pretraining corpus. BINDER combined with Pub-
MedBERT gives the best F1 score as it is able
to leverage high-quality embeddings along with
entity descriptions which pushes the similar en-
tity tokens closer in the embedding space with a
contrastive loss objective. (ii) LSTM/CNN-based
neural embedding and traditional ML-based mod-
els - XGBoost and Logistic Regression perform
poorly because they fail to capture contexts and
do not leverage domain-specific pretraining.

3http://www.nactem.ac.uk/GENIA/tagger/
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Model/Dataset DDI JNLPBA BC5CDR NCBI Disease AnatEM Mean
BERT (A) 83.94± 0.17 72.60± 0.13 87.13± 0.24 77.44± 0.75 78.66± 0.35 79.95
RoBERTa (A) 87.13± 0.44 74.91± 0.11 89.50± 0.09 81.67± 0.51 81.90± 0.60 83.06
BioBERT (B) 88.06± 0.08 74.02± 0.40 90.19± 0.13 81.91± 0.80 83.43± 0.36 83.52
PubMedBERT (B) 88.84± 0.12 75.15± 0.06 90.77± 0.08 82.34± 0.16 84.21± 0.21 84.26
BioMed RoBERTa (B) 88.76± 0.31 75.14± 0.25 90.24± 0.18 82.13± 0.92 82.70± 0.17 83.80
Clinical BERT (B) 83.79± 0.22 72.54± 0.07 87.90± 0.17 76.34± 0.64 73.47± 0.53 78.80
LSTM (C) 73.00± 0.01 67.00± 0.01 79.01± 0.01 70.00± 0.01 74.01± 0.01 72.60
LSTM + CRF (C) 74.75± 0.04 70.67± 0.01 80.47± 0.02 73.13± 0.02 77.39± 0.05 75.23
CNN (C) 73.07± 0.01 68.04± 0.01 80.00± 0.01 67.09± 0.01 72.08± 0.01 72.06
CNN + CRF (C) 73.29± 0.08 70.84± 0.11 81.27± 0.14 73.59± 0.09 75.15± 0.13 74.83
Logistic Regression (D) 78.63± 0.01 57.03± 0.01 78.20± 0.01 56.36± 0.01 65.48± 0.01 67.14
XGBoost (D) 73.55± 0.01 53.06± 0.01 67.86± 0.01 52.62± 0.01 59.91± 0.01 61.40
BINDER-BioBERT (E) 89.01± 0.01 76.63± 0.19 91.59± 0.09 85.47± 0.36 86.71± 0.25 85.88
BINDER-PubMedBERT (E) 89.12± 0.01 77.01± 0.01 91.88± 0.01 85.25± 0.02 86.95± 0.02 86.04
BINDER-RoBERTa (E) 87.98± 0.01 77.08± 0.01 90.48± 0.03 84.62± 0.06 83.91± 0.05 84.81
ChatGPT (F) 42.94± 3.10 24.5± 1.89 44.68± 2.78 19.65± 1.21 2.92± 0.07 26.94

Table 5: Experiment results (Macro average F1-Scores and corresponding standard deviations) on
different NER systems trained/finetuned and tested on 5 biomedical Datasets.

c) Feature-based SFT Models: (i) ML-based
model performs better than CNN/LSTM embedding
systems on the DDI dataset, implying that it might
be possible to beat the performances on other
datasets if the right feature set is selected, which
is usually an expensive process. (ii) The range of
performance (best F1 - worst F1) for NCBI-Diease
corpus is highest, showing that there is a big dif-
ference between the selected feature set and the
features captured by the neural models. (iii) The
addition of a CRF prediction layer on CNN/LSTM
improves the performance significantly.
d) Dataset Quality: In most of the cases, low F1
is observed on the entities having fewer examples
in the training set. For example, entities "Compos-
iteMention" and "Disease Class" show poor perfor-
mance due to less number of samples in training
data. We note that the tag generation problem is
difficult for instruction-tuned LLMs. We also experi-
ment with Llama-2 (7b) model4 and observe that
vanilla Llama-2-7b does not achieve good results
as it was unable to follow the specified output struc-
ture and most of times, ended up hallucinating text.
So, we omit vanilla Llama-2 results and will explore
further in future.

3.2.3. Experimental Setup

We experiment on Tesla T4 16GB GPU, 6 Gbps
clock cycle and GDDR5 memory. All experiments
(entity extraction and intent detection) took ∼60
minutes for training. We fine-tune the models for a
maximum of 20 epochs with a learning rate of 5e-5
with AdamW optimizer and 10% warm-up steps.
The batch size is 16. Additional details are included
in the GitHub Repository.

4https://ai.meta.com/llama/

(a) PubMedBERT (b) Binder-PubMedBERT

Figure 2: Ablation: Varying Training Size

4. Ablations

We study the relationship of SFT models with
domain-specific finetuning data:
Varying Training Data Size: We vary the size of
training data (10%, 25%, 50%, 75% and 100%),
while keeping the test set constant and show the
performances of PubMedBERT, Binder (PubMed-
BERT) models in Figure 2. We observe that, un-
like raw PubMedBERT, Binder (PubMedBERT) at-
tains a high performance with only 10% of training
data. Transformer-based models can learn with
very little training data and performance does not
decrease much even with 25% training data. Due
to domain pre-training, PubMedBERT learns with
much fewer samples and saturates faster. This
quick-learning behavior seems to be originating
from transfer learning. However, LSTM and CNN
models suffer from poor performances in low-data
settings due to no pretraining (details in GitHub).

# Shots DDI JNLPBA BC5CDR NCBI AnatEM
5 2.8 / 60.05 2.0 / 39.09 1.1 / 64.53 3.2 / 27.56 2.6 / 1.5

10 5.8 / 65.54 5.6 /50.56 2.1 /69.23 7.05 /34.32 6.1 / 3.5
30 45.49 /73.71 61.07 / 58.01 54.07 / 77.97 60.63 / 48.16 21.74 / 10.9
50 81.39 / 76.85 71.04 / 62.23 83.3 / 82.78 75.83 / 49.51 40.69 / 30.96
100 83.56 / 80.94 74.24 / 68.02 88.58 / 85.76 82.38 / 72.78 73.34 / 52.73

Table 6: BINDER-PubMedBERT / PubMedBERT
F1-score in K-shot setting
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Few Shot: In Table 6, we show the performances
(F1 Score) of the Binder (PubMedBERT) and Pub-
MedBERT models on a few shot settings with dif-
ferent numbers of training samples. PubMedBERT
embeddings perform better in very low-resource
setups (5, 10 shots). However, when training exam-
ples increase further (30 shots onwards), BINDER
(PubMedBERT) outperforms PubMedBERT be-
cause of the Bi-Encoder architecture trained on
contrastive learning objectives.

Error Type Entity Text Label Prediction
Boundary 3-[(...)ethynyl] pyridine B-D,I-D B-D,B-D
Entity type heparinase III B-D,I-D B-G,I-G
Entity Miss Hyaluronan lyase B-D,I-D O,O

Table 7: Errors by BINDER-PubMedBERT on entity
"drug_n" of DDI dataset. Following abbreviations
are used - B-D: B-DRUG_N, I-D: I-DRUG_N, B-
G:B-Group, I-G: I-GROUP

5. Error Analysis

We do a detailed analysis on errors as following:
A) Some errors are due to model failure like
RoBERTa’s failure to classify 52% of the "other"
intents from the KUAKE-QIC dataset. For example,
a query such as “I have a cyst in the corner of
my right eye and it grows bigger and bigger.” is
classified wrongly as “diagnosis” intent but it is of
“other” category.
B) Three types of errors are observed for entity ex-
traction (examples from the DDI dataset are shown
in Table 7).
C) Some models fail to identify the entity “drug_n”
which represents new or unapproved drugs so a
periodic model update is required.
D) Relaxing entity-type error by considering exact
F1-score instead of strict F1, we observe an uplift
of 4.57% in mean F1.

6. Conclusion

The biomedical sector has matured significantly in
the past few years. We show instead of relying
on general-purpose LLMs, it is important to de-
sign an intent detection and entity extraction task
for processing domain-specific texts. In this work,
we show that fine-tuned RoBERTa and BINDER
(PubMedBERT) can work efficiently to detect in-
tents and extract named entities across various
benchmark datasets in biomedical literature. In the
future, we aim to extract intent and entity jointly as
a relation tuple and inspect the performances of
various cross-domain scenarios.

7. Limitations

Our dataset needs to be scaled up in terms of dif-
ferent languages, sizes, and intent labels which we
aim to do in the near future. The approach needs
to be updated as a single model for jointly extract-
ing intents and entities for multilingual scenarios
which we aim to do as a part of future work.

8. Ethical Concerns

We propose to release the algorithmic details and
work on public datasets that neither reveal any per-
sonal sensitive information nor any toxic statement.
So there are no ethical concerns in this work.
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