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Message from the organisers

We are happy to welcome you to the CLASP Conference on Multimodality and Interaction in Language
Learning (MILLing 2024)! This volume consists of the archival papers presented at the MILLing
conference held at the Department of Philosophy, Linguistics and Theory of Science (FLoV), University
of Gothenburg on October 14–15, 2024. The purpose of this conference was to bring together researchers
in linguistics and computational linguistics to discuss learning through linguistic interaction, from the
perspectives of both human language acquisition and machine learning. The conference covers areas
such as theoretical linguistics, experimental linguistics, pragmatics, computational linguistics, artificial
intelligence, and cognitive science.

Recent transformer-based chat systems have impressed users with their ability to sustain coherent
conversations on a wide range of topics. These models are created by fine-tuning large language models
(LLMs) trained on massive text corpora. In spite of their impressive performance, these models are
still fundamentally different from human speakers both in their linguistic ability and in the process
by which they learn language. This leads to a number of questions about how the LLM learning
procedure compares to language acquisition for human children: Can we design more data-efficient
AI models? Audio, visual, and haptic information is available to humans both prior to and throughout
language acquisition. Can such multi-modal information benefit AI language learning as well? Human
language acquisition follows distinct stages, and different environmental inputs are available at different
stages. Can curriculum learning benefit AI models? Pre-training + RLHF is fundamentally a batch
learning procedure. Can AI models be designed to incorporate learning signals on the fly, as in online
reinforcement learning? Explicit instruction is, colloquially, an important way that humans learn. Chat
bots can follow prompt instructions, but prompts are ephemeral and the prompting window is finite. Can
AI models be designed to learn from explicit instruction?

MILLing invited papers on topics from these and closely related areas, including (but not limited to):
language acquisition (especially formal, statistical, experimental, and machine learning-based work);
language learning through dialogue (in both humans and machines); multi-modality and figurativeness in
language learning and dialogue; linguistic variation, adaptation, and audience design; low-resource and
ecologically plausible language modelling (e.g., BabyLM); cognitive architectures for language learning;
information state update in humans and machines; cognitive approaches to second language acquisition;
dialogue systems for language learning; online, reinforcement and curriculum learning in NLP; atypical
development and language learning; and ethical considerations in AI-assisted language learning.

Accepted papers and invited talks included topics ranging from socially intelligent agents, the
relationship between probabilistic spaces and language learning, insights from neurodivergent language
learners and people with language disorders, pre-linguistic communication, prosody, lexical meaning
acquisition and adaptation, joint attention, language-as-action, spatial perspective coordination and more.
The conference, and by extension these proceedings, is a discussion about these related topics and
that examines various approaches and how they can mutually inform each other. The event included
presentations of 10 accepted peer-reviewed papers, including 7 archival short papers and 2 archival long
papers, 4 invited keynote talks, a panel discussion, and a poster session with 10 posters. We would
like to thank all our contributors, programme committee members and volunteers, with special thanks to
CLASP for organising the hybrid conference and the Swedish Research Council for funding CLASP.

Amy Qiu, Bill Noble, David Pagmar, Vladislav Maraev, and Nikolai Ilinykh

Gothenburg, Sweden

October 2024
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Invited talk: Napoleon Katsos

“Deficit”, “difficulty”, “difference”: perspectives into autistic people’s pragmatic skills and their
implications for research methodology

It is widely reported that autistic people face pervasive challenges with producing and understanding
pragmatics, i.e. context-dependent aspects of language. These are often attributed to challenges with
mentalising, i.e. the ability to attribute the correct beliefs and intentions to other people. In this talk I will
select influential papers from the past three decades of research in autism and language, each of which
reveal a radically different perspective on the architecture of the linguistic system and on what it means
to face challenges with linguistic competence (in our case, pragmatics). I will conclude that the recent
perspective of neurodiversity implies a radical re-think of how we define pragmatics and how we assess
the acquisition and processing of pragmatic competence.

Invited talk: Catherine Pelachaud

Multi-forms Adaptation for Socially Interactive Agents

Interacting with others enhances learning. Getting feedback on results, being encouraged and motivated
. . . all help the learning process. During interaction, participants adapt to each other to show affiliation,
group belongings, or to support social bonding. Adaptation can take place at different levels, through
verbal alignment, imitation, and conversational strategies. Social resonance can also serve as a marker of
adaptation. Socially Interactive Agents SIAs are virtual agents with a human-like appearance, capable
of communicating verbally and nonverbally with their human interlocutors. In this talk, I will present
our latest works aimed at endowing an SIA with various adaptive capabilities when interacting with its
partners. The adaptation mechanisms are learned from human-human interaction data and evaluated by
experimental studies involving human-agent interaction.

Invited talk: Charles Yang

Why language learning is not probabilistic

It seems harmless, and certainly mathematically convenient, to treat language learning as acquiring a
probabilistic distribution over a space of linguistic patterns. The goal is to find or approximate an optimal
hypothesis with respect to the data. Such is the mainstream machine learning approach, and the so-called
Evaluation Procedure in generative grammar can be viewed as a particular instantiation. Despite having
pursued it vigorously in my earlier work, I now believe this approach is wrong (and wrong-headed). On
the one hand, language is not a zero sum game: even overwhelming presence of one linguistic form
does not necessarily inhibit or penalise alternative forms. On the other, the grammar can be a partial
function: there are inputs for which no output form is acceptable even though some will always be most
highly valued in a probabilistic framework. The alternative is a theory of learning that does not even try to
optimise but only sastifice. The coverage of the data only needs to be good enough up to a point; failure
to do so may just result in the memorisation of the input – nothing in the cognitive system mandates
generalisation under all circumstances. I will review the psychological and computational studies of the
Tolerance Principle, a parameter-free learning theory that also appears operative beyond the domain of
language.
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Invited talk: Robin Cooper

Types in a Theory of Interactive Learning

In this talk I will present some CLASP research on using types in a theory of interactive learning. In the
first part of the talk I will introduce the notion of type we have been using and how it relates to a general
theory of action, including linguistic acts. In the second part of the talk I will present some work I have
been doing with Staffan Larsson and Jonathan Ginzburg on how such a theory relates to communicative
acts by prelinguistic children and how such communicative acts serve as a basis for the development of
linguistic acts by children. In the third part of the talk, I will present some preliminary work with Staffan,
Jonathan and Andy Lücking on how the kind of types we are using might relate to the approach to neural
modelling that Chris Eliasmith and colleagues have been developing. While this work is still in the very
early stages, the hope is that ultimately we can propose an explanatory account of interactive learning
which is grounded in biologically plausible neural activity.
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Abstract

In recent years, the models were tested on dif-
ferent probing tasks to examine their language
knowledge. However, few researchers explored
the very process of models’ language acquisi-
tion. Nevertheless, the analysis of language
acquisition during training could shed light on
the model parameters that help to acquire the
language faster. In this work, we show how
the model architecture seems not to influence
the language acquisition process. We experi-
ment with model hyperparameters and reveal
that the hidden size is the most essential factor
for model language acquisition.

1 Introduction

Modern deep learning models have achieved sig-
nificant results in the field of language modeling
and text generation (Krause et al., 2019; Niu et al.,
2020). Therefore, language models (LMs) are often
used in linguistic research to find systematic sim-
ilarities in the language data. Performance of the
state-of-the-art models, such as Transformer-based
ones (Vaswani et al., 2017), on linguistic tasks
show that they have learned measurable language
structures during the training process (Warstadt and
Bowman, 2022).

Consequently, it is interesting to explore how
the LMs acquire the language during their training
process and what part of their architecture helps to
acquire a language better. In this work, we study
the correlation between the acquisition process in
the BERT model and different model sizes. Lin-
guistic tasks are meant to represent three levels
of language grammar structure: morphology, syn-
tax, and discourse. In other words, we pose the
following questions: which parameters of models
influence the language acquisition process?

2 Related work

The first work on probing of neural networks across
time was carried by Saphra and Lopez (2018). The

authors showed that first, a LSTM model (Hochre-
iter and Schmidhuber, 1997) acquires syntactic and
semantic features and later information structure.
Chiang et al. (2020) looked at the training pro-
cess of ALBERT (Lan et al., 2019) and concluded
that semantic and syntactic information is acquired
during the early steps while accuracy on world
knowledge fluctuates during the training. Liu et al.
(2021) showed similar results on RoBERTa (Liu
et al., 2019): the model shows good results on lin-
guistic probing tasks starting from early stages, and
later it learns factual and common sense knowledge.
(Blevins et al., 2022) studied training dynamics of
multilingual models, they reveal that while linguis-
tic information is acquired early, transfer learning
abilities are evolving during the entire training pro-
cess. Choshen et al. (2022) examined the trajec-
tories of models’ language acquisition, and they
find no impact of architecture or a model size on
training trajectories. Warstadt and Bowman (2022)
provides survey and theoretical discussions on how
neural networks can help us learn more about lan-
guage acquisition. Following one of the ideas we
conduct an ablation study of model’s hyperparame-
ters.

3 Methods

3.1 Models
We train small models to see how language ac-
quisition trajectories vary depending on the model
hyperparameters. Since previous research shows
that the acquisition of most of the linguistic fea-
tures stops after 500,000 steps, we look at the first
training steps. We regard number of layers, em-
bedding size and number of attention heads to be
crucial. Therefore we train four models:

1. A base model: the hidden size of 128, 2 layers,
and 2 attention heads;

2. A model with increased number of attention
heads: the hidden size of 128, 2 layers, and 4
attention heads;
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3. A model with increased hidden size: the hid-
den size of 256, 2 layers, and 2 attention
heads;

4. A model with increased number of layers: the
hidden size of 128, 4 layers, and 2 attention
heads.

Our hypothesis states that if any of these models
show a significantly different result on any group
of tasks, this parameter causes a better acquisition
process. If all the models show similar results, dif-
ferent sizes of models do not correlate with the
acquisition process, therefore, it depends on lan-
guage features rather than on model parameters.

We train models with the same computational re-
sources and data corpus, which included Wikipedia
articles limited to 10,000,000 tokens. We choose
this threshold as an optimal one, as according to
Zhang et al. (2020), models can acquire basic lin-
guistic information from this amount of data. We
compare our model to MultiBERT (Sellam et al.,
2021), the model with 12 layers and embedding
size 768. Unlike the original BERT (Devlin et al.,
2018), it was trained with 25 different seeds. We
use the model with seed 0 and we use the same
seed to train small models to make our results more
comparable.

To explore the combination of different hyper-
parameters, we train several other models. We are
interested in what size the model should have to
behave as the model of standard size (768 embed-
ding size, 12 layers and 12 attention heads). To
calculate that, we first train a model of the same
size as the multiBERT we compared to in the ex-
periments before. Then we use it as a standard of
comparison and train several models of different
sizes on the same data and with the same setup as
the standard BERT. We limit the training process to
100,000 iterations to find minimal parameters that
help the model to achieve the accuracy of the stan-
dard model. Table 1 summarise models we trained
to find the proper combination of parameters.

3.2 Probing tasks
We use probing tasks from several probing datasets,
such as SentEval (Conneau et al., 2018), Morph
Call (Mikhailov et al., 2021), DisSent (Nie et al.,
2019), DiscoEval (Chen et al., 2019), and BLiMP
(Warstadt et al., 2020) (see examples in Tables 3
and 4):

• Transitive verbs includes minimal pairs of
sentences with different verbs, where only one

Model Size Layers Att. heads

1 256 4 4
2 256 8 4
3 512 4 4
4 512 8 8
5 512 12 8
6 768 8 8
7 768 12 8

Table 1: Summarisation of trained models: for each
model we state the hidden size of embeddings, number
of layers, and number of attention heads.

verb is transitive.
• Passive verbs consists of pairs that have dif-

ferent verbs, where only one verb can be used
in a passive form.

• Island effects tests a model’s sensibility to
syntactic order. An island is a structure from
which a word cannot be moved (Ross, 1967).

• Principle A shows the use of reflexives. Ac-
cording to Chomsky (1981), a reflexive should
have a local antecedent, and if it does not, the
sentence is ungrammatical.

• Subject number is a binary classification task
with labels NNS and NN (plural and singular
number, respectively).

• Person is a binary classification with labels 0
and 1, which signifies if a subject has a person
marker or not.

• Tree depth contains six classes, each of which
stand for a depth of the syntactic tree of a
given sentence.

• Top constituents requires to identify the num-
ber of constituents located right below the
sentence (S) node.

• Connectors includes pairs of sentences orig-
inally connected with one of 5 prepositions,
and the task is to choose the omitted preposi-
tion.

• Sentence position contains sequences of 5
sentences, and the first sentence is placed in
the wrong place. Therefore, the aim is to de-
tect the original position of these sentences.

• Penn Discourse Treebank is based on Penn
Discourse Treebank annotation (Marcus et al.,
1994). The aim is to choose the right discourse
relation between two discourse items from
Penn Treebank.

• Discourse coherence is a binary classifica-
tion with classes 1 and 0. Class 1 means that

2



the given paragraph is coherent, and class 0
should be assigned to paragraphs with shuf-
fled sentences.

For tasks from BLiMP, we mask each word in a
sentence, and sum probabilities of all words. The
probability of an acceptable sentence should be
higher than the probability of an unacceptable sen-
tence.

For most tasks we take a sentence embedding
via mean pooling. A logistic regression as a classi-
fier model is used to classify embedded sentences.
For the Sentence Position task, we calculate the dif-
ference between the first embedding and the other
pairwise. The first embedding and its differences
with others are concatenated and put as an input to
a classifier. For other discourse tasks, we concate-
nated sentence embeddings, which were calculated
as the mean of token embeddings.

4 Results and Discussion

First, we conducted the same experiments on four
small models described in section 3.1.

As Figure 1 shows, compared to MultiBERT,
models show worse accuracy. However, among
small models, the one with the increased hidden
size shows the best results in all cases, except for
Penn Discourse Treebank and Tree depth, where
the model with the increased number of layers
shows the best results. This model shows the sec-
ond best results on other tasks.

The behaviour of the model with the increased
number of attention heads is inconsistent compared
to the base model (hidden size of 128, 2 attention
heads, and 2 layers). On some tasks, such as Penn
Discourse Treebank and Discourse Coherence, it
shows worse accuracy than the base model. On
other tasks, it shows better quality than the base
model but worse than other models.

Nevertheless, these observations are not applica-
ble to the tasks from BLiMP. As charts show, on
tasks, such as Passive and Principle A, the base
model shows better quality than any other models,
including the MultiBERT model. At the same time
we see that small models encounter difficulties with
the acceptability of sentences with transitive verbs
and with islands.

The described above leads to the conclusion that
bigger models are more successful in language ac-
quisition. Different parameters of model size give
different level of improvement. Thus, the most
important parameter for language acquisition is

Level Task Model size
morphology subject number 768/8
morphology person 128/2
morphology passive 512/4
morphology transitive 512/8

syntax top constituents 768/8
syntax tree depth 768/8
syntax adjunct island 768/8
syntax principle A 512/4

discourse discourse coherence 128/2
discourse Connectors 768/8
discourse Sentence Position 512/4
discourse Penn Treebank 128/4

Table 2: The comparison of tasks’ acquisition

hidden size, since it leads to better results for most
features. The second best parameter is the number
of layers.

The results of our experiments with model sizes
show that the increase of hidden size has the biggest
impact on the quality of models. The number of
layers was the second important parameter and im-
proved quality better than the number of attention
heads. Our results are similar to the results reported
in Wang et al. (2019): they show that larger hidden
size tend to improve quality.

The hidden size might be important for smaller
models because different layers code different in-
formation. For example, Rogers et al. (2020) sum-
marise that the first layers are task-invariant and
contain general linguistic information while the
latest layers are usually task-specific.

On the contrary, attention heads are usually more
detailed, for example, they are known to remember
specific syntactic patterns (Htut et al., 2019). Ko-
valeva et al. (2019) reveal that attention heads learn
the same patterns. Therefore, when the resources
to encode information are limited, attention heads
do not add much new information.

Regarding the hidden size, our results are differ-
ent from the results in (Wang et al., 2019). While
they postulate that number of layers is the most
essential parameter, our results show that hidden
size is better for performance improvement.

Since on some tasks small models did not reach
the level of a base model, we train more models
but following the results we achieved in our ex-
periments with model parameters, we limit our
experiments to hidden size and number of layers

3
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Figure 1: Small models’ results on different tasks.

leaving behind the number of attention heads as an
insignificant factor.

These experiments summarised in table 2 show
that most of the ‘morphosyntactic’ tasks are ac-
quired by models with hidden size of 768. At the
same time, on discourse-based tasks, models with
much smaller size show results comparable to the
base model.

For most BLiMP tasks the level of the base mod-
els is achieved by models of hidden size of 518
with 4 or 8 layers, which is a smaller size than for
other ‘morphosyntactic’ probing tasks.

The results of the experiments prove that increas-
ing hidden size shows better results than increasing
number of layers.

Moreover, models with the hidden size of 768
and 8 layers show results close to the model with
the same hidden size and 12 layers. Therefore, we
conclude that hidden size is the crucial parameter
for language acquisition.

5 Conclusion

This works addresses the problem of language ac-
quisition in state-of-the-art models and answers
which factors influence the language acquisition

process.
To display correlation between language acqui-

sition and different model parameters, we trained
four models: one with the minimal hidden size and
minimal number of layers and attention heads and
three models with one parameter increased and oth-
ers frozen. These experiments reveal that hidden
size appears to be the most essential parameter for
language acquisition, whereas attention heads do
not significantly increase a model’s performance.

Finally, we compared all tasks with the size of a
model that shows the quality comparable with the
base model used before. The idea behind this com-
parison is to find any correlation between different
language levels and probing measures. As a result,
models distinguish discourse from morphology and
syntax but there is almost no difference between
‘morphological’ and ‘syntactic’ tasks.
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Task Sentence examples Labels

Subject number Her employer had escaped with his wife for several afternoons
this summer.

NN

Your Mackenzie in-laws have sordid reputations few decent fami-
lies wish to be connected with.

NNS

Person So I still can recomend them but prepare pay twice as much as
they tell you initially.

has a person marker

The service was friendly and fast, but this just does nt make up for
the lack - luster product.

does not have a person marker

Tree depth We have done everything we can for her . 11
Alvin Yeung of Civic Party 3

Top constituents Did it belong to the owner of the house ? VBD_NP_VP_.
How long before you leave us again ? WHNP_SQ_.

Connectors He ’d almost forgotten about that man . Sarah had somehow
brought him back , just as she had his nightmares .

but

I let out a slow , careful breath . Felt tears sting my eyes . and

Sentence position Quneitra Governorate ( / ALA-LC : “ Muhāfazat Al-Qunaytrah “
) is one of the fourteen governorates ( provinces ) of Syria . The
governorate had a population of 87,000 at the 2010 estimate . Its
area varies , according to different sources , from 685 km ² to 1,861
km ² . It is situated in southern Syria , notable for the location of
the Golan Heights . The governorate borders Lebanon , Jordan
and Israel .

1

The bossom and the part of the xhubleta covered by the apron are
made out of crocheted black wool . The bell shape is accentuated
in the back part . The xhubleta is an undulating , bell-shaped
folk skirt , worn by Albanian women . It usually is hung on the
shoulders using two straps . Part of the Albanian traditional
clothing it has 13 to 17 strips and 5 pieces of felt .

4

Penn Discourse Treebank Solo woodwind players have to be creative,they want to work a lot Pragmatic Cause
The U.S. , along with Britain and Singapore , left the agencyl, its
anti-Western ideology , financial corruption and top leadership
got out of hand

List

Discourse Coherence Within the fan inlet case , there are anti-icing air bosses and probes
to sense the inlet pressure and temperature .’, ’High speed center
of pressure shifts along with fin aeroelasticity were major factors
. At the 13th ( i.e .’, ’the final ) compressor stage , air is bled out
and used for anti-icing . The amount is controlled by the Pressure
Ratio Bleed Control sense signal ( PRBC ) . The “ diffuser case “
at the aft end of the compressor houses the 13th stage .

a text is not coherent

This experience of digital circuitry and assembly language pro-
gramming formed the basis of his book “ Code : The Hidden
Language of Computer Hardware and Software ” . Petzold pur-
chased a two-diskette IBM PC in 1984 for $ 5,000 . This debt
encouraged him to use the PC to earn some revenue so he wrote
an article about ANSI.SYS and the PROMPT command . This was
submitted to PC Magazine for which they paid $ 800 . This was
the beginning of Petzold ’s career as a paid writer . In 1984 , PC
Magazine decided to do a review of printers .

a text is coherent

Table 3: Examples of tasks

Task Acceptable sentence Unacceptable sentence

Transitive The pedestrians question some people. The pedestrians wave some people.

Passive Tracy isn’t fired by Jodi’s daughter. Tracy isn’t muttered by Jodi’s daughter.

Principle A c command This lady who is healing Charles wasn’t hiding herself. This lady who is healing Charles wasn’t hiding himself.

Adjunct Island Who does John leave while alarming Beverly? Who does John leave Beverly while alarming?

Table 4: BLiMP Minimal pairs examples
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Abstract 

This paper describes the ongoing work on the 

INIKOL project - the development of a 

collocation database for learning Croatian as a 

foreign language. The main goal of the project 

is to contribute to easier mastery of 

collocations as fixed phrases in Croatian as a 

foreign language. 

1 Introduction 

Collocations, which are multi-word expressions 

(MWEs) with a fixed structure and meaning, are a 

challenge for non-native speakers of Croatian who 

have difficulty understanding and using them in 

terms of: 1. recognizing the elements of a 

collocation and understanding their meanings (see 

Ordulj and Naumoska-Giel, 2022; Goh, 2000; 

Graham, 2006), 2. recognizing the part of speech 

when selecting collocates and choosing the correct 

morphological form of the inflected word (Ordulj, 

2018a; 2018b), 3. using the correct preposition 

with the appropriate case form of the noun, 4. 

linking individual words to other words within a 

phrase or sentence. 

The number of students learning Croatian has 

been steadily increasing over the last two decades, 

so the need for high-quality manuals and an 

applied description of the Croatian language is 

also growing. The groups of students learning 

Croatian as a foreign language are extremely 

heterogeneous in terms of mother tongue, age, 

gender and previous knowledge; their motives for 

learning Croatian are also different. Foreigners 

who learn Croatian as non-native speakers come 

from different language areas: many come from 

Slavic countries as students of Croatian studies 

and the Croatian language, so the structure and 

vocabulary of Croatian are close to them, but they 

also come from other language areas where the 

structure of Croatian is unfamiliar and more 

difficult to learn. Many participants come from 

South America and are descendants of Croats who 

emigrated from Croatia at the beginning or middle 

of the 20th century. There are also many learners 

from other European countries who are in Croatia 

for professional or private reasons and want to 

learn Croatian. In recent years, the number of 

immigrants, i.e. workers from Asian countries 

who need to learn Croatian at a basic level, has 

also increased.  

Textbooks and exercise books for learning and 

teaching Croatian as a foreign language as well as 

the more recent Basic Croatian Grammar for 

Croatian Language Learners (Matovac, 2022) 

created in Croaticum, the largest institution for 

teaching, research and description of Croatian as a 

second and foreign language, offer non-native 

speakers a good insight into the structure and 

lexical potential of the Croatian language from 

beginner to intermediate level. 

Given the frequency of collocations in 

everyday use and all the above-mentioned 

challenges that non-native speakers face when 

learning Croatian, the INIKOL project was 

developed to build a collocation database as an 

additional, publicly accessible resource that non-

native speakers can use as an online tool for 

INIKOL - Collocational Database for Learning Croatian  

as a Foreign Language 
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searching, understanding and applying these 

expressions when learning Croatian and when 

communicating in Croatian in various contexts of 

use. 

2 About the INIKOL database 

The INIKOL database is part of two larger 

projects: MWE-Cro: Multiword Expressions in 

Croatian - Lexicological, Computational 

Linguistic and Glottodidactic Approach, and 

VIBA: Database of Croatian MWEs, which aim to 

build a complete, publicly accessible online 

platform for multi-word expressions in Croatian, 

which will include: a) several monolingual 

databases, namely of idioms, proverbs and multi-

word expressions in general use and in languages 

for specific purposes, b) a multilingual database of 

verb collocations and c) a multilingual database of 

collocations in Croatian as a foreign language 

(INIKOL). Acquiring and understanding fixed 

word combinations in Croatian, as in other 

languages, is a challenging and demanding task 

for non-native speakers, especially for non-Slavic 

ones. The morphology of inflected nouns and 

verbs and the selection of the appropriate 

collocation are often a significant obstacle that 

makes it difficult for non-native speakers to learn 

and reproduce MWEs in Croatian. Therefore, the 

basic aim of building INIKOL is to contribute to 

the easier acquisition and use of collocations in 

Croatian as a foreign language. During the four-

year project period 1 , a total of 800 to 1,000 

collocations from the basic vocabulary of Croatian 

as a foreign language will be entered into the 

INIKOL database. The collocations entered into 

the database follow the Croatian A2: Descriptive 

Framework of Reference Level A2 (Grgić and 

Gulešić Machata, eds., 2017), which is based on 

the Common European Framework of Reference 

for Languages (CEFR) and the content of 

textbooks for teaching Croatian as a foreign 

language at level A2. All collocations are grouped 

into thematic areas (e.g. MAN, EDUCATION, 

LIVING, TRAFFIC AND TRAVEL, FOOD AND 

DRINK, SHOPPING, SERVICES). The main 

entries in the database are nouns (e.g. family, 

school, house, train, city, language, sea, park, 

glass...) and verbs (e.g. to be, to go, to eat, to 

 
1  INIKOL is an ongoing project that will run from 

December 2023 to December 2027 at the Institute for the 

Croatian Language in Zagreb. 

drink, to write, to study, ...). Verbal and noun 

entries are key words under which collocations 

are listed in INIKOL. For example, the 

collocation biti gladan, eng. 'to be hungry,' is 

listed under the verb biti, eng. 'to be' as a verb 

entry, and the collocation obiteljska kuća, eng. 

'family house' is listed under the noun house as a 

noun entry. Other parts of speech, such as 

prepositions, adverbs, and adjectives, will also be 

included as entries in the INIKOL in the following 

phase. 

2.1 INIKOL structure: user interface 

outline 

Collocations are entered in the online working 

interface (backend) and all entered data is visible 

in the user interface (frontend) after saving. The 

interfaces were created by an external IT 

developer according to the ideas of the project 

member (see Figure 1). The project members 

access the user interface (backend) via a user 

name and password, and while working on the 

project, the user interface (frontend) is only 

visible and accessible to the project members, but 

not publicly visible and searchable.  

 

Figure 1:  INIKOL – backend and frontend 

 

The frontend of the INIKOL database, i.e. the 

final result of the project, will be publicly 

accessible and searchable under the Croatian 

domain jezik.hr after the project is completed. 

 

When the interface opens to the public, users will 

be able to search: a) by individual entries (one-

word lexemes), which are elements of multi-word 

expressions in Croatian and English; b) by multi-

word expressions in Croatian (by selecting from a 
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drop-down menu, which will be sorted 

alphabetically by the initial word of the multi-

word expression); and c) by the thematic area to 

which the multi-word expression belongs. At the 

moment, it is only possible to search for Croatian 

and English entries in the test version of the 

frontend. 

The user interface for INIKOL consists of 

seven fields (see layout of the backend interface in 

Figure 2). For Croatian, four fields are filled in: 

'Entry' (one-word lexeme as collocation element 

under which collocations are entered in INIKOL), 

'Part of speech' (for the entry); 

'Collocation/MWE', 'Thematic field' to which the 

collocation belongs, 'Examples from the corpus' 

and three fields for English equivalents: 'Entry', 

'Collocation/MWE' and 'Thematic field'. 

 

Figure 2: Layout of backend interface in Croatian and 

English for collocation ići u školu, eng. 'go to school') 

2.2 Corpus-based examples in INIKOL 

An essential part of the development of the 

INIKOL database is the inclusion of example 

sentences from the corpus. Two or more example 

sentences are provided for each entry in order to 

confirm the use of the collocations in practice. 

The source corpus is the Croatian corpus MaCoCu 

Croatian Web v2 2021–2022 (Bañón et al., 2023), 

which is available in Sketch Engine as the 

Croatian version of the multilingual corpus 

platform MaCoCu corpora, which were built by 

indexing the Internet's top-level domains in 2021 

and 2022. In the Croatian version of MaCoCu, 

users can search for examples using the simple 

query option, with the possibility of searching for 

lemmatic forms of the elements of collocations. In 

this way, it is possible to find: 1. all paradigmatic 

forms in which collocations are recorded in the 

corpus, which is important because Croatian is an 

inflectional language, 2. the valency patterns 

between words at the syntagmatic and syntactic 

levels. After obtaining the overall results through 

a simple query, the GDEX option is selected for 

the automatic selection of sentences that are easily 

understandable for non-native speakers and 

suitable for teaching. Figure 3 shows the results of 

a corpus search for the collocation ići u školu, eng. 

'go to work' in MaCoCu using the GDEX option. 

 

 
Figure 3: The first 12 examples of the MWE ići na 

posao, eng. 'to go to work', retrieved using GDEX 

 

Based on the retrieved examples, the entry is 

entered and edited in the backend by selecting 

sentences from the corpus that a non-native 

speaker could understand and that include 

different morphological forms of the individual 

elements of the collocation. The use of Croatian 

prepositions in certain cases is rather challenging 

for non-native speakers as the noun used 

determines the choice of preposition, e.g. the 

prepositions u and na (literally in and on 

respectively in English) are in Croatian 'ići na 

posao', eng. 'to go to work' and ići u školu, eng. 'to 

go to school'. The inclusion of such collocations 

in INIKOL will make it easier for non-native 

speakers to use such collocations correctly in 

Croatian. 

2.3 INIKOL database frontend 

The frontend of the INIKOL database follows the 

structure of the backend interface and enables the 

display of entries in Croatian and English 

interfaces. Figure 4 shows the search for the entry 

school in the English interface. The user will be 

able to use both the Croatian and the English 

interface. The English equivalents will be 

retrievable through the English interface and the 

Croatian equivalents through the Croatian search 

engine. 
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Figure 4: Layout of the INIKOL frontend with the 

entry škola, eng. 'school' 

A list of the entries entered in INIKOL is 

available in Croatian and English on the home 

page of the frontend (see Figure 5) and can be 

searched using the Croatian or English search 

engine. 

 

 
 

Figure 5: INIKOL English home page with a list of 

searchable and added entries 

 

 

3 Further work on INIKOL 

The INIKOL database is planned as a dynamic 

project that offers the possibility of updating 

existing data and entering new collocations 

according to user needs and changes in extra-

linguistic reality. The database will be expanded to 

include additional fields and a sound recording of 

the pronunciation of each collocation.  

Collocations at advanced levels will be added 

to the INIKOL database, which in the first phase 

includes the basic vocabulary, as the ultimate goal 

is to include collocations from all CEFR levels, 

with each collocation labelled with the level at 

which it is acquired. In addition to the English 

equivalents, the database will be expanded to 

include other languages from the countries from 

which non-native speakers who learn Croatian 

come. In a further step, in addition to the MaCoCu 

corpus, examples from the CroLTeC - CROatian 

Learner TExt Corpus (Mikelić Preradović et al., 

2015) will be entered. CroLTeC contains essays 

collected from learners of Croatian as a second 

and foreign language (from A1 to C1 level). 

The INIKOL project will provide online tools 

for Croatian as a foreign language and contribute 

to its visibility, prominence and use by non-native 

speakers. It will also help place Croatian in line 

with other European languages that already have 

such tools in wider use such as English (e.g. 

Oxford Collocations Dictionary; Collins 

Dictionary), Spanish (Dictionary of Collocations - 

DICE) or French (Le Robert). 
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Abstract

We learn matrix representations for the fre-
quent sound-relevant adjectives of English and
compose them with vector representations of
their nouns. The matrices are learnt jointly
from audio and textual data, via linear regres-
sion and tensor skipgram. They are assessed
using an adjective similarity benchmark and
also a novel adjective-noun phrase similarity
dataset, applied to two tasks: semantic similar-
ity and audio similarity. Joint learning via Ten-
sor Skipgram (TSG) outperforms audio-only
models, matrix composition outperforms addi-
tion and non compositional phrase vectors.

1 Introduction

Natural language data consists of words arranged
into phrases and sentences. Words have statisti-
cal representations and phrases/sentences symbolic
forms. The formers, mined from co-occurrence
counts, fall within the remit of distributional lexi-
cal semantics. The latters, often formalised within
logic frameworks, are obtained from rules of gram-
mar. A model of natural language should ideally
take both into account. Consider a simple adjective-
noun phrase. On the lexical side, statistical vector
embeddings are learnt for adjectives and nouns. On
the symbolic side, e.g. in Combinatory Categorial
Grammar (CCG) (Steedman, 2002), an adjective is
a function applied to a noun. The lexical and the
symbolic sides are brought together by providing a
statistical representation for the CCG rules. For the
adjective-noun phrase rule, this is achieved by rep-
resenting adjectives as matrices, nouns as vectors,
and function application by matrix-vector multipli-
cation (Baroni and Zamparelli, 2010). This unified
model has been applied to multimodal image-text
data (Lewis et al., 2022), but never to other com-
binations such as audio-text. For example, in an
audio-text context, adjectives like "loud" or "soft"
can modify nouns like "music," where the meaning

is enriched by integrating corresponding audio fea-
tures with their textual representations. Our aim in
this paper is to fill this gap. We represent the sounds
of adjectives by matrices, the sounds of nouns by
vectors, and test whether their matrix-vector multi-
plication is a good representative of the sound of
adjective-noun phrase. To this end, we work with
two tasks: a semantic similarity task and an audio
similarity one. We develop a new dataset of audio
relevant adjective-noun phrases and collect human
annotations for them. The matrix representations
are from the audio data gathered from FreeSound1,
a collaborative repository of sounds. The correla-
tion between the model’s predictions and human
annotations is tabulated. These show that matrix-
vector adjective-noun composition works better
than simple vector addition and non-compositional
vectors of adjective-noun phrases. The quality of
the audio adjectives significantly improved after au-
ditory and textual data were combined and textual
data used as a signal in audio adjective learning.
These results show that matrix composition leads
to better representations for audio phrases, with
potential applications to audio classification (Xie
and Virtanen, 2021) and captioning tasks (Mahfuz
et al., 2023).

2 Related Work

Using vector addition for composing adjectives
with nouns was proposed in (Mitchell and Lap-
ata, 2008). Later, in a series of papers (Grefen-
stette and Sadrzadeh, 2011; Baroni and Zamparelli,
2010; Maillard and Clark, 2015), it was argued that
vector addition is not appropriate for composition
as it is commutative. Furthermore, an adjective
needs to modify the meaning of a noun, thus its
representation should be a map, rather than a vec-
tor. In finite dimensions, maps are approximated
by matrices and adjective-noun phrase composi-

1https://freesound.org
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Figure 1: For audio vectors, we used the pre-trained
OpenL3 (Cramer et al., 2019) library, trained on environmen-
tal and musical data from AudioSet (Gemmeke et al., 2017).
OpenL3 uses a convolutional architecture initialised on a Mel-
spectrogram time-frequency representation with 256 bands;
its vectors are 512 dimensional. For textual vectors, we used
768 dimensional pre-trained BERT embeddings (Devlin et al.,
2018) for words and SBERT (Reimers and Gurevych, 2019)
for phrases.

tion becomes matrix-vector multiplication, a non-
commutative operation. Different methodos were
put forwards for learning the adjective matrices;
(Baroni and Zamparelli, 2010) used linear regres-
sion and (Maillard and Clark, 2015; Wijnholds and
Sadrzadeh, 2019) developed a tensorial extension
of the word2vec skipgram model (Mikolov et al.,
2013). Learning multimodal image-text embed-
dings for words was proposed in (Bruni et al., 2014;
Lazaridou et al., 2015); extended to sound-text in
(Kiela and Clark, 2015). Matrix composition of im-
ages and text was explored in (Lewis et al., 2022).

3 Single and Multi Modal Learning

An overview of multimodal phrase composition is
presented in Figure 1. To learn the matrices, we
used linear regression (LR) and the tensorial ex-
tension of skipgram (TSG). For LR, we trained ad-
jective matrices A given observed adjective-noun
vectors p and noun vectors v, using the formula
p = Av.

The original word2vec skipgram model had the
following objective function, where n is a vector,
and C and C sets of positive and negative contexts.

∑

c′∈C
log σ

(
w · c′

)
+
∑

c′∈C
log σ

(
−w · c′

)

This model learns a vector for a word w regard-
less of its grammatical type. Its tensorial extension,
dubbed as tensor skipgram has an objective func-
tion that depends on the grammatical role of the
words. For adjective-noun phrases, this is as fol-

lows, where A is the adjective matrix, n the vector
of the noun it modifies, and the rest is as before.
∑

c′∈C
log σ

(
An · c′

)
+
∑

c′∈C
log σ

(
−An · c′

)

The above function is only for adjective-noun
phrases. It generalises to any phrase in (Wijnholds
and Sadrzadeh, 2019). TSG significantly outper-
forms LR on text (Maillard and Clark, 2015; Wijn-
holds and Sadrzadeh, 2019).

The audio and textual representations were
combined with two different methods. In the
first method, we concatenated their vectors (AT-
Concat) and used the result as an input to training.
In the second method, we trained a joint audio-text
matrix (AT-Joint), where one representation was
used as a signal to improve the other.

AT-Concat Regression uses the following adap-
tation of the above single modality regression:

〈pa,pt〉 = A〈va,vt〉
where va is the audio representation of a noun, vt

its textual counterpart, and 〈va,vt〉 their concate-
nation. Similarly, pa is the audio representation of
an adjective-noun phrase, pt its textual counterpart,
and 〈pa,pt〉 their concatenation.

AT-Joint Regression uses the following variant
of the original regression formula pa = Avt for
training, where the audio adjective-noun phrase
vector pa uses the textual representation of its noun
vt as a signal to learn an adjective matrix A, which
has a combined audio-text meaning.

AT-Concat Tensor Skipgram is based on the
modified training objective of the single modality
TSG and has the following objective function (to
save space we only provide the positive sampling
part):

∑

(c′a,c′t) ∈ Ca×Ct
log σ

(
A〈na, nt〉 · 〈c′a, c′t〉)

Here, 〈na,nt〉 is the concatenation of the fixed pre-
trained audio and textual embeddings of a noun,
and Ca, Ct are sets of positive and negative con-
texts of the adjective-noun phrase. For positive
contexts, we use the fixed pretrained embeddings
of the actual audio and text representations of the
adjective-noun phrases. For negative contexts, we
fix the adjective and randomly chose a subset of
nouns different from n. For example, to learn a
matrix A for the adjective happy, nt is the tex-
tual embedding of cat and na the average of all

14



its audio vectors; c′a indexes over all the audio
embeddings we have for happy cat and c′t is its
textual embedding. For negative contexts, c′a in-
dexes over all the audio embeddings we have for
happy noun, where noun is a random noun different
from cat, e.g. baby and car.

AT-Joint Tensor Skipgram changes the objec-
tive function to the following, for the same nt and
Ca as above.
∑

c′a∈Ca
log σ

(
Ant · c′a

)
+
∑

c′a∈C
log σ

(
−Ant · c′a

)

Here, the audio adjective is learnt from an audio-
only context, but in such a way that when multi-
plied with the textual vector of a noun, it is forced
to be closer to the audio context.

4 Implementation

We implemented an audio-text TSG, by extending
the image-text TSG model of (Lewis et al., 2022)
to audio data. The positive context is the audio
files representing a target phrase. For instance,
for loud melody we had 100 audio files and for
loud cat 82. The negative context is determined
by random selection of nouns during the training
process with each adjective. We treat these nouns
as a hyper parameter and choose them by tuning
on the validation segment of the dataset.

For skipgram models, we learn 50 dimensional
phrase vectors with a learning rate of 10−6 and
a batch size of 512, trained for 200 epochs. The
models were trained on NVIDIA T4 and V100
depending on their availability on Google Colab.
The training was done in batches over a period of
3 months, totalling 80 hrs. We used Binary Cross-
Entropy loss and the Adam optimiser in the training
process to refine the performance.

5 Evaluation Tasks and Results

Our main hypothesis is that combining text and
audio improves over audio-only learning. To test
this, we trained audio-only variants of LR and TSG
models. In these, the adjective matrices were learnt
using only the audio vectors of their nouns and con-
texts. A second hypothesis is that non-commutative
matrix multiplication models (LR and TSG) out-
perform simple commutative models. To test this,
we implemented an additive model where an ad-
jective’s representation is added to its nouns. Fi-
nally, we hypothesise that compositional models
outperform non-compositional ones. For this, we

compared the results to the holistic OpenL3 audio
vector of adjective-noun phrases.

5.1 Adjective Similarity
Following (Maillard and Clark, 2015), we first
evaluate our methods on an adjective similarity
task. Starting from the word similarity dataset
SimLex-999 (Hill et al., 2015), We identified 13
sound-relevant (adj, adj) pairs with audio files in
FreeSound. These pairs represent 11 out of 30 ad-
jectives from our dataset. We call it Simlex-Audio.
Examples are (happy, cheerful) and (fast, rapid).

5.2 Adjective-Noun Similarity
Existing adjective-noun phrase similarity bench-
marks, such as (Mitchell and Lapata, 2010; Vecchi
et al., 2017) were unsuitable due to limited sound
relevance. This led us to develop a new audio
phrase dataset.We selected frequent audio adjec-
tives from the UKWaC corpus (top 1000 adjectives
with at least 200 occurrences) and those with strong
auditory relevance in FreeSound (800+ mentions)2,
resulting in 30 suitable adjectives, each paired with
a noun. Nouns were refined grammatically and
filtered to those with 100+ mentions on Freesound.

This procedure resulted in a dataset of 30 adjec-
tives, 721 unique nouns, and 1,944 adjective-noun
phrases. The number of nouns modified by each ad-
jective varied; for example, low modified 46 nouns,
while quick modified 114, with an average of 65
nouns per adjective. For audios, we selected 100
audio files per noun and on average 50 files per
adjective-noun phrase, each 10-20 seconds long.
The number of audio files per adjective-noun var-
ied, e.g., human cough had 97 audios and angry
girl had 45. The dataset contained 271,766 files
(about 760 hours), split into 80% training, 10%
testing, and 10% validation for experimentation.

5.3 Semantic and Audio Similarity Tasks
The new audio phrase dataset includes both seman-
tic and audio similarity judgments, scored from
1 (least similar) to 5 (most similar). Annotators
scored pairs based on semantic relatedness and per-
ceived sound similarity. A pilot study with 100
randomly chosen phrase pairs and 10 annotators
yielded an inter-annotator agreement of 0.45. To
improve this, pairs with identical adjectives were
categorized as environmental (e.g., happy cat, loud
wind) or musical (e.g., loud piano). The data was

2We refer to these adjectives as audio-relevant due to their
strong association with sounds.
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Model Adjective Similarities Phrase Similarities

Simlex-Audio SemPhrase AudPhrase
LR TSG LR TSG LR TSG

AT-Concat 0.731 0.755 0.762 0.856 0.779 0.876
AT-Joint 0.635 0.79 0.668 0.882 0.581 0.894

Audio-Only 0.683 0.743 0.716 0.783 0.753 0.825
ADD-Audio 0.455 0.689 0.743
ADD-AT 0.499 0.647 0.669

Non-Comp Audio – 0.511 0.578

Table 1: Similarities computed for Simlex-Audio, Sem-
Phrase, and AudPhrase datasets. Non-Comp, ADD, LR, and
TSG denote Non-Compositional, Addition, Linear Regres-
sion, and Tensor Skipgram; AT is Audio-Text, and Concat is
concatenation.

arranged into forms of 10 pairs; each with only
either musical or environmental phrases. 4 forms
were grouped together to create 1 questionnaire.

Human Judgements: We used Amazon Mechan-
ical Turk to collect annotations, selecting annota-
tors with a HIT approval rate above 95% and over
1000 approved HITs. They were paid £10.42/hr.
Tasks were batched with gold standards to filter
automated responses, excluding unexpectedly fast
annotations. To manage costs, we limited the nouns
per adjective to 15-20, with 100 sound files each.
This resulted in 3,144 adjective-noun pairs across
77 questionnaires, each annotated by 15 different
annotators, totalling 113. Inter-annotator agree-
ment was 0.69 for semantic similarity and 0.67
for audio similarity. We call these datasets Sem-
Phrase and AudPhrase and they will be available
on github3.

5.4 Results

We measured the Spearman correlation ρs between
the human annotations and cosine similarities, see
Table 1 for the results. For semantic similarity and
in both SimLex and our new dataset, the best per-
forming model was the audio-text joint learning
(AT-Joint) via TSG. The second best performing
model was audio-text concatenation (AT-Concat)
via TSG. They both improved on their LR coun-
terparts, and outperformed the audio-only, addi-
tive, and non compositional models. In LR, only
AT-Concat outperformed all the baselines; but it-
self fell short of TSG. A very similar trend was
observed for the audio similarity task, where TSG
applied to AT-Joint was the best performing model
again, outperforming all baselines. The second best
model was TSG with AT-Concat. For LR, again
only AT-Concat outperformed the baselines.

3https://github.com/audio-comp

Figure 2: Query and its top 4 closely related phrases(left to
right). Grey rows indicate non-comp audio and text-based
similarities, while orange and blue signify similar phrases for
compositional audio and semantic similarities, using AT-Joint.

6 Discussion and Conclusion

We conducted a case study to understand the better
performance of compositional multimodal audio-
text embeddings using k-means clustering with op-
timal k values determined via Silhouette method
(Rousseeuw, 1987). Cosine similarities were com-
puted within each cluster, to find closet neighbours
to the random queries from the evaluation split.
Some examples are provided in Figure 2. We found
out that holistic singular text and audio only mod-
els predicted either semantic or audio relevance,
often getting close to opposite concepts or literal
sounds. On the other hand, multimodal compo-
sition managed to predict a more accurate phrase
meaning. When non-compositional models strug-
gle to predict, e.g. in the second example, the
audio-only model predicted resonant piano and big
ball as synonyms of big monster, multimodal com-
position predicted loud squeak and heavy thump
and bridged the gap. Another example is the pre-
diction of distant firework, distant gun, and high
frequency for angry scream by multimodal compo-
sition, where a text-only model guessed the oppo-
site, i.e. happy scream.

Similar is the case for industrial resonance, pre-
dicted to be close to percussive banging and loud
telephone by the compositional model, improving
over the audio-only model which predicted big
monster and the text-only model which again pre-
dicted opposite, i.e. industrial blast.

These findings show that reflecting the textual
grammatical structure in adjective-noun composi-
tion and considering both audio and text modalities
improves the quality of audio data. Extending the
setting to verb phrases is work in progress.
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Abstract 

Grounded in an interactional framework, 

this corpus-based study presents an analysis 

of multimodal tandem interactions held in 

English between tandem partners (L1 and 

L2 speakers) to study other-repetitions 

across different levels and modalities. In 

particular, I investigate cases of embodied 

repetitions in contexts of co-construction 

and repair whereby tandem partners 

negotiate meaning. Based on careful micro-

analyses of data fragments, analyses reveal 

different types of temporal coordination 

between the repetition of the target item 

and/or of the gesture, addressing specific 

issues at different linguistic levels. While 

repetitions typically occur in linguistic-

oriented contexts, emerging gestures may 

further contribute to mutual understanding 

and alignment. 

1 Introduction 

Research in Second Language Acquisition (SLA) 

has increasingly gained an interest in the study of 

gesture in L2 learning. Gestures are said to provide 

a window onto cognition (Goldin-Meadow, 1999), 

and a series of perception experiments have 

highlighted the facilitative role of gesture for 

vocabulary (Huang et al., 2019), phoneme 

acquisition (Hoetjes and Van Maastritch, 2020), or 

L2 pronunciation more generally (Gluhareva and 

Prieto, 2017). In particular, the present study is 

grounded in an interactional approach to language 

learning, drawing on conversation-analytic (CA) 

methods, and thus considers learning processes at 

the heart of face-to-face interactions. The study of 

CA-for-SLA (Pekarek Doehler 2006; Pekarek 

Doehler and Pochon-Berger 2011; Mondada and 

Pekarek Doehler 2004), for instance, has 

highlighted the socially situated dimension of L2 

learning captured in actual language use in its 

natural ecology. In this respect, tandem settings 

(Calverts and Brammerts, 2003) are a particularly 

relevant context to study situated language 

learning, since they rely on a friendly and low-

hierarchy relationship between tandem partners, as 

opposed to more institutional teacher-student 

relations, during which the interactants also engage 

in authentic conversations, rather than artificial 

perception or production tasks in experimental 

tasks. The present study is conducted on a selection 

of the SITAF Corpus (Horgues and Scheuer, 2015) 

which comprises English interactions between 

tandem partners at university (English L1 speakers 

and French L2 speakers) during a narrative task. 

Previous work on the same data has highlighted the 

multimodal dimension of tandem interactions, with 

a focus on the role of gesture in corrective 

feedback, communication breakdowns, fluency 

mechanisms, and chains of reference (Debras and 

Beaupoil-Hourdel, 2019) and the aim of the present 

study is to explore the role of gesture in L2 learning 

and understanding at different linguistic levels, 

through embodied repetitions.  

2 Repetitions in L2 interaction: from 

speech to gesture  

Speech repetition is a key aspect of L2 acquisition 

and has been used successfully in L2 teaching and 

learning, including repetitions and imitations of 

words and sentences (Ghazi-Saidi and Ansaldo 

2017). Repetition has been regarded as a way of 

“providing learners greater access to language 

forms […] as a means of enabling learners to 

develop automaticity in the target language” (Duff 

2000, 109). While the present work does not dwell 

on classroom interactions, it is relevant to note that 

some studies have also highlighted the 

collaborative and intersubjective nature of 

utterance repetitions during students’ joint writing 

assignments (e.g. DiCamilla and Anton, 1997). In 
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addition, repetitions in L2 interactions are not 

solely associated with learning and acquisition, but 

also point to affective participation (Skehan 1998).  

In addition, several studies conducted in corrective 

feedback and miscommunication point to the 

sequential organization of repetitions (e.g. Debras 

et al., 2020; Horgues & Scheuer, 2017). While their 

main focus has not been on repetitions per se, these 

studies have shown a tendency for L1 speakers to 

repeat L2 speakers’ utterances when they have 

trouble understanding, or to provide corrective 

feedback. When corrective feedback is provided, 

the L2 learners would also frequently provide 

uptake, i.e., a repetition of the prior target form 

with the correction.  

When it comes to embodied repetitions, 

with the repetition of gestures in particular, 

previous studies also conducted in the classroom 

have shown that matching gestures can be used to 

highlight aspects of learning, as well as to display 

recipiency and co-participation. For instance, in a 

study conducted on Swedish, grounded in a 

conversation analytic framework, Majlesi (2015) 

has shown that gesture repetitions in the context of 

L2 learning may serve two functions: (1) to address 

prior actions and maintain intersubjectivity, and (2) 

to provide learning opportunities during correction 

and instructional sequences. In another study on 

Mexican Spanish learners of English, Eskildsen 

and Wagner (2015) have illustrated the joint 

construction of speech and gesture during 

collaborative picture-describing activities, with 

instances of repeated gestures produced with 

variations in pace (e.g. gestures repeated more 

slowly by the instructor). The authors also point to 

two embedded functions of gesture in these 

learning situations, namely displaying shared 

understanding, and integrating these processes of 

understanding.   

Studies conducted outside the classroom 

have also described the roles of gesture as 

communication strategies to solve different types 

of linguistic problems at the lexical, syntactic, or 

pragmatic level (Gullberg 2011). In adult-child 

conversations more specifically, Graziano et al., 

(2011) have described examples of “parallel 

gesturing” (also known as “gesture mimicry” by 

Kimbara, (2006) or “gestural alignment” by 

Bergmann and Kopp, 2012, among other terms) 

during which the adult or the child repeats speech 

and gesture to display understanding or to provide 

corrective feedback, among other actions.  

In sum, embodied repetitions, involving speech 

and gesture, do not only exemplify learning 

processes, but also point to the structural and 

intersubjective nature of interaction itself, whereby 

interactants demonstrate different forms of 

involvement and participation. The focus here is on 

tandem interactions held outside the classroom 

during specific learning contexts which may result 

from a trouble or repair sequence. Analyses will 

show how embodied repetitions may not only assist 

the learner in their target language at different 

linguistic levels (lexical, syntactic, phonological), 

but also address and resolve issues in 

understanding, as well as to mark recipiency and 

alignment.   

3 Data and Method 

The data under study is based on the SITAF Corpus 

(Horgues and Scheuer, 2015) which comprises 24 

videotaped dyadic interactions between L1 and L2 

speakers in English and French. The dyads were 

paired through a tandem program at university, and 

the participants regularly met outside the recording 

sessions to exchange in their respective L1 and L2. 

The selected sample comprises eight pairs 

(selected randomly) from the corpus, during which 

the participants performed a narrative task called 

“Liar Liar” in English. The aim of the task was for 

one of the participants to retell a story in which they 

had to insert three lies that their partner later had to 

identify. In this case, the stories were told in the 

French speaker’s L2 (English). The selected 

sample, including the duration of the exchanges, 

are reported in Table 1.  

Pair 1 06:40 

Pair 2 03:22 

Pair 5 05:17 

Pair 8 03:04 

Pair 9 08:13 

Pair 10 05:29 

Pair 11 04:46 

Pair 15 05:09 

Table 1: Data sample (duration in mins) 

All instances of other-repetitions (identical 

repetition of the interlocutor’s previous word, 

utterance, or gesture) were categorized in the data, 

distinguishing between speech repetition, gesture 

repetition, and gesture-speech repetition. In 

addition, the different possible functions of these 

repetitions were identified, based on the SLA and 

gesture literature: (1) corrective feedback, (2) 
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uptake, (3) misunderstanding, (4) confirmation, 

and (5) alignment.  

4 Overview of the data 

Results show a total of 77 repetitions across the 

8 pairs, with a majority of speech repetitions 

(N=51/77) but also instances of embodied 

repetitions, (N=26/77, including gesture and 

speech-gesture repetitions). 

 
Table 2: Number of repetitions across the 8 pairs 

Analyses further show the different functions of 

these repetitions, based on the modality, as reported 

in Table 3: 

 
Table 3: Distribution of functions across modalities 

While a majority of the repetitions occur in 

corrective feedback sequences (N=37, including 

‘uptake’), it is interesting to note that 25 instances 

are used to display alignment and understanding, 

with a majority being in the visual-gestural 

modality (through gesture and speech-gesture 

repetitions).  

These quantitative results are further 

illustrated in the following data fragments, which 

are based on three pairs of the corpus (Pairs 8, 10, 

and 11). They focus on cases of embodied 

repetitions more specifically, as well as the 

linguistic levels involved (lexical, syntactic, 

phonological and morphological) looking more 

closely at the relationship between gesture and 

speech.  

5 Illustrative cases: gesture and speech 

repetition 

5.1 Lexical level 

In this first example, taken from Pair 11, the L2 

speaker is describing a place where she spent her 

winter in a castle surrounded by big hills, and 

explains how she and her family were stuck inside 

the castle for three days because of the snow.  

L2: it was in December so it was really really 

cold. 

L1: yeah yeah ((nods)) 

L2: and it’s snowing [a lot a lot. 

L1:              [ok 

L2: and we:e (.) we have to stay in the castle 

three days 

L1: ok ((laughs)) 

L2: because there’s ((both hands raised in the air 

to represent a pile of snow)) 

L2: because we’re on the:e what’s the word on 

meadow↗︎ ((left hand raised high up with palm 

down)) 

L1: yeah 

L2: but a a big meadow so hhh. when [you’re  

L1:              [meadow↗︎ 

L2: yeah a sort [of mead[ow↘︎  
L1:    [ ok           

L1:           [ok ((nods))  

L2: not a mountain but a little mmm between 

meadow and [mountains ((moves both hands up 

and down in alternating motions)) 

L1:          [o::ok   ok   yeah yeah 

L2:  a:[and 

L1:  [like big hills↗︎↘︎ ((raises his left hand and 

waves it in the air to represent the hills, pic.1)) 

1. 

L2: yeah big hills↘︎ ((produces a similar gesture 

in synchrony, pic. 2)) 

2.  

L1: ok ((nods)) 

In this example, the L2 French speaker is 

experiencing lexical difficulties when describing 

the castle’s surroundings. After explicitly 

displaying her ongoing search (“what’s the word”) 

she offers the word “meadow”, but pronounced 

incorrectly [*midoʊ], which seems to lead to a 

trouble in understanding on the L1’s speaker part, 

who repeats the target word with a rising 

intonation, using the correct pronunciation. The L2 

speaker then further elaborates her description of 

the surroundings, introducing the word ‘mountain’, 
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to which the L1 speaker replies with several tokens 

of understanding (“ok” and “yeah”). In the 

subsequent turn, the L1 speaker suggests the noun 

phrase “big hills” introducing a novel lexical item, 

during which he raises his left hand in the air in a 

waving motion to represent the shape of the hills 

(pic. 1). The L2 speaker then repeats the target 

words and reproduces a similar gesture in 

synchrony (pic. 2). As previous studies have 

already suggested, these matching and 

synchronized gestures may serve two simultaneous 

functions: (1) to resolve the current 

misunderstanding and display alignment and 

recipiency, (2) to orient to the novel lexical item 

“hill” as a learnable (Maljesi, 2015).  

5.2 Syntactic level 

In this second exchange, held a few minutes after 

the first excerpt, the same L2 speaker is describing 

the insides of a car after it had been snowed in.  

L2: there was interior in leather 

L1: inter – oh the leather interior – so switch 

those words leather interior ((“switch” U-shaped 

gesture, pic 3)) 

3. 

L1:                 [ not interior leather  

L2 yeah yeah [ because he has] a Ferrari he has 

leather in (.) in [the car  

L1: yeah yeah [it’s just what you said (.) you just 

switch the word ((switching hand gesture+ “two” 

handshape, pic 4.)) 

4.  

L2: ok 

L1: so it’s leather interior not interior leather 

((L2’s both index fingers raised and held, 

followed by a similar switching hand gesture, 5.)) 

5. 

L2: leather interior ((repeats the same switching 

hand gesture)) 

L1: yeah there you go! 

In this case, the issue does not seem to be lexical, 

but syntactic, with the matter of word order. Unlike 

the previous example, the target words “leather 

interior” become a highlighted pedagogical focus, 

where the L1 speaker adopts a much more 

instructional posture as he takes some time to 

explain the switch in word order from “leather 

interior” to “interior leather”. His “switching” 

gesture, produced with both hands using two 

fingers in alternating motions (pic. 3), is very 

similar to what have been labeled ‘pedagogical 

gestures’ in instructional conversations (e.g. Tellier 

and Yerian, 2022). It takes some time for the L2 

speaker to understand this shift in tone and orient 

to this pedagogical sequence, and when she does, 

she repeats a similar switching gesture (pic.5), but 

produced with index fingers moving sideways in a 

cross. Once again, the two gestures are produced 

simultaneously, and once the L2 speaker provides 

uptake, i.e., repeats the correct target form with the 

right word order, the L1 speaker provides praise 

and uptake validation (“yeah there you go!”).    

5.3 Phonological and morphological level 

In the following example (analyzed in detail in 

Kosmala et al., 2023) the L1 speaker adopts a 

similar instructional posture and explains the plural 

form of “geese” using his hands. 

L1: you can say for (.) um there’s one than more 

goose (.) they’re geese ((right hand curved into a U 

shape moved to the side)) 

L2: geese ((stretched lips)) 

L1: geese yeah it changes to “ee” in the middle 

((spells the vowel digraph in the air)) 

L2: ok yeah ((repeats a similar hand-spelling 

gesture)) 

L2: so geese ((stretched lips)) 

Once again, the target word ‘geese’ becomes a 

relevant pedagogical topic to which the two tandem 

partners jointly orient to. The L1 speaker provides 

both morphological and phonological explanations 

from the change of ‘goose’ to ‘geese’ with the shift 

to the plural form. He illustrates this shift with a 

specific U handshape (similar to the previous 

excerpt) and moves it from left to right. As the L2 

speaker repeats the target word in a 

hyperarticulated way, the L1 speaker then spells the 

vowel digraph “ee” in the air to further illustrate a 

change in pronunciation. The L2 speaker then first 
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repeats the target word without the gesture, and 

then reproduces the same hand-spelling gesture, 

perhaps to better help her visualize the word.  

6 Illustrative cases: gesture or speech 

only repetition 

These examples have shown cases of both gesture 

and speech repetitions in contexts of co-

construction to highlight several linguistic aspects 

of the target language (lexical, syntactic, and 

phonological). The next examples illustrate cases 

in which the repeated elements are either speech or 

gesture only, following the repair initiated by the 

L1 speaker. 

6.1 Speech-only repetition 

In the next example, taken from Pair 10, the L2 

speaker is talking about a dance class she had over 

the summer and retells a moment during which she 

playfully fought with her dance partner using ballet 

shoes.  

L2: um (..) I (..) I uh ((moves her hands in space)) 

[!] my my ballet shoes is uh ((mimics the action of 

throwing something away with her right hand))  

L2: I give up of my hand↗︎↘︎((frowns and looks 

towards her interlocutor))  

L1: um ((frowns)) 

L2: uh we fight and ((repeats the gesture with both 

hands+ winces+ laughs, pic 6)) 

6. 

L2: ((in French)) je l’ai lâché↗︎↘︎ ((repeats the same 

throwing-away gesture)) 

L1: um (.) ((looks sideways)) you let it - you let it 

go↗︎↘︎ ((repeats the same throwing-away gesture)) 

L2: yeah I let it go↘︎ ((places both open palms 

opposite her and towards her interlocutor)) 

In this example, the L2 speaker is demonstrably 

having difficulties at the lexical and syntactic 

levels, as she does not know how to verbally 

express the action of throwing one’s shoes away. 

She first offers the structure “I give up of my hand” 

which the L1 speaker does not understand, and then 

resorts to her first language (French) to describe the 

action. As she does so, she repeatedly produces a 

sort of “throwing-away” gesture by which she 

mimics the action of throwing or letting go of an 

object in the air (pic. 6). After some delay (marked 

by filled and unfilled pauses), the L1 speaker 

provides the correct target structure (“you let it go”) 

and repeats the same throwing-away gesture. 

However, when the L1 speaker repeats the target 

words (with a turn-initial “yeah” marking 

agreement), she does not repeat the same gesture, 

but places both her palm-up open hands opposite 

her and towards her interlocutor to convey her 

alignment and understanding. While she does use 

speech to repeat the linguistic target, she does not 

resort to gesture to do so. The repetition of the 

target item was thus only performed at the verbal 

level. The next example illustrates the opposite 

tendency, with the repetition of the gesture, but not 

of speech.   

6.2 Gesture-only repetition 

In this excerpt, taken from Pair 8, the L2 speaker is 

retelling an experience she had with a playboat 

(kayak) in the summer.  

L2: when I was doing kayak (.) I::I uh – it was 

very quick in the water ((left hand reproduces the 

movement of the water with an open palm facing 

down, moving sideways)) 

L1: ((nods)) 

L2: so:o (..) so my (.) kayak uh (..) turned upside 

down↗︎ ((places both palm-up open hands then 

moves her right hand above her left hand facing 

down, pic 7) 

7. 

L1: flipped over↘︎ ((produces a similar flipping-

over gesture in synchrony, pic 8)) 

8. 

L2: yeah ((repeats the same gesture more 

quickly)) 

 

In this sequence, the L2 speaker is also 

experiencing difficulties with the description of a 
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specific action, and resorts to a sort of “flipping-

over” gesture (pic. 7) to describe her incident with 

the playboat. She offers the verbal phrase “turned 

upside down” which is immediately corrected by 

the L1 speaker who suggests “flipped over” 

instead, while repeating the gesture (pic. 8). Unlike 

the previous example, the L1 speaker repeats the 

same gesture once more in her subsequent turn, in 

a faster pace, but she does not repeat the target 

word. Instead, she produces a verbal agreement 

token (“yeah”). This is very similar to the cases of 

gestural alignment explored in previous studies 

(see Rasenberg, Özyürek, and Dingemanse 2020 

for example) with matching gestures to display 

aligning responses.   

The last two examples have illustrated how 

gestures may assist learners with the spatial 

description of actions in motion when they did not 

have sufficient knowledge of the L2 to provide the 

accurate verbal expressions or prepositions. While 

these gestures also helped the L1 speakers gain 

visual access to what the L2 speakers were 

describing, they also contributed to the overall flow 

of the interaction, matching the interactants’ mental 

representations of the event. In addition, these 

examples did not foreground a specific 

pedagogical sequence, which was not treated as 

relevant in these cases by both parties, but still 

contributed to mutual understanding.  

7 Conclusion 

The aim of this preliminary corpus-based study 

was to highlight the role of gesture in L2 

interactions in contexts of repair and co-

construction during other-repetitions. Even though 

repetitions tend to be mostly verbal and relate to 

linguistic content, several cases of embodied 

repetitions have shown that gestures may further 

contribute to mutual understanding and alignment. 

As the literature has suggested, matching gestures 

can be used to serve several functions, both 

interactional- and pedagogical-oriented to display 

alignment, understanding, and recipiency, or to 

gain access to a linguistic feature in the L2, using 

repetition as a way for the L2 speaker to perhaps 

better memorize the target words all the while 

being engaged in the interaction. Embodied 

repetitions were shown to emerge across three 

different types of linguistic issues, at the lexical, 

syntactic, morphological and phonological levels. 

In addition, the analyses illustrated different types 

of temporal coordination between the repeated 

elements with cases of speech- or gesture- only 

repetition, following the repair initiated by the L1 

speaker, highlighting different types of orientations 

towards the learning sequence. In some cases, the 

gestures epitomized the pedagogical-oriented 

sequence initiated by the L1 speaker, leading to a 

joint instructional focus, while in other cases it was 

mostly used to display more interaction-oriented 

features, such as intersubjectivity, alignment, and 

mutual understanding. However, the number of 

occurrences in the data under study remains 

relatively limited, so more work should be done on 

the rest of the corpus to complement these 

preliminary findings.  
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Abstract

This paper examines the potential of gamifying
early childhood language disorder screening to
make the process more accessible and scalable.
We provide an overview of current practices
in screening and assessment, and a description
of our on-going work towards automation of
early screening. By integrating developmental
milestones into a video game format and em-
ploying automatic speech recognition and nat-
ural language processing, this approach aims
to enhance the efficiency and reach of early
screening in order to identify children who need
further professional assessment.

1 Introduction

Language development is a crucial aspect of early
childhood development, significantly impacting fu-
ture academic success and social integration (Sun-
derajan and Kanhere, 2019). Traditional screening
methods for developmental language disorders in-
volve one-on-one sessions that, while effective, are
resource-intensive, lengthy and not easily scalable
(Eriksson et al., 2010). This process, combined
with the global shortage of experienced Speech-
Language Pathologists (SLPs) (Squires, 2013),
presents a challenge in efficiently identifying chil-
dren who could benefit from early intervention on
a wide scale.

Gamification, the application of game-design ele-
ments in non-game contexts, is a powerful tool that
can engage and motivate children, potentially trans-
forming the screening process into an enjoyable,
playful activity. Additionally, recent advancements
in technology, particularly in Automatic Speech
Recognition (ASR) and Natural Language Process-
ing (NLP), offer new potential for automating the
language screening process.

We propose the development of a game that
integrates these technological advancements with
established developmental milestones to create a

screening tool for early childhood language disor-
ders. The proposed game aims to target children
aged 3 to 4 years, a critical developmental window
for identifying potential disorders (Ward, 1999).
By embedding screening parameters into a game
environment, we aim to gather comprehensive data
on a child’s language capabilities in a setting that
is both natural and engaging. This approach aims
to address the challenges posed by the shortage of
SLPs and increase the probability of early screen-
ing by extending the reach and efficiency of screen-
ing processes from the outset.

In this paper, we describe work in progress
exploring related projects at the intersection be-
tween speech-language pathology and computer
science, identifying screening methodologies that
are amenable to automation, and proposing game
activities that have the potential to probe the target
developmental milestones.

2 Communication Disorders

Communication disorders encompass a range of
impairments in the ability to receive, send, process,
and comprehend concepts through verbal, nonver-
bal, and graphic symbol systems (Fogle, 2022). A
communication disorder may be evident in the pro-
cesses of hearing, language, and/or speech. These
disorders vary significantly in severity from mild
to profound, and can be either developmental or
acquired (Cooper, 2018). For the purposes of this
paper, the focus will be specifically on language
disorders (Owens, 2020).

Language disorders may affect different aspects
of language, including phonology (the sound sys-
tem of a language), morphology (the structure of
words), and syntax (the arrangement of words to
form sentences). They may also involve the con-
tent of language, which pertains to semantics, or
the meanings of words and sentences. Furthermore,
language disorders can influence the function of
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language in communication, known as pragmatics,
which involves the social uses of language (ASHA,
1993). Individuals with communication disorders
often face difficulties in various aspects of life (Mc-
Cormack et al., 2009). Studies involving large
groups of children with communication disorders
have shown that they tend to have lower academic
achievement, struggle more with reading, experi-
ence increased bullying, have weaker peer relation-
ships, and encounter more psychosocial challenges
than their typically developing peers (Lewis et al.,
2016).

2.1 Language Disorder Screening

Early identification of language disorders in young
children is crucial for timely intervention and sup-
port (Ward, 1999). This review evaluates several
screening tools that, while not specifically designed
exclusively for children aged 3 to 4 years, cover this
critical developmental period within their scope.
We examine their methodologies, effectiveness,
and clinical implications based on recent studies
and evaluations.

2.1.1 Northwestern Syntax Screening Test
The Northwestern Syntax Screening Test (NSST),
(Lee, 1971), designed for children from 36 to 47
months, evaluates both receptive and expressive
language abilities. Modifications have reduced the
original test from 20 to 11 items while maintaining
95% of the variance observed in total test scores
(Ratusnik et al., 1980). This revised version now re-
quires approximately 10 minutes for administration
and provides norms in six-month intervals, enhanc-
ing its sensitivity and specificity for this age group.
Ratusnik et al. (1980) conducted cross-validation
with a sample of 301 children, demonstrating its
reliability in maintaining consistent clinical deci-
sions across both the original and shortened ver-
sions, thus emphasizing its utility in clinical and
educational settings.

2.1.2 Developmental Profile-II
The Parent Language Checklist and The Devel-
opmental Profile II (DP-II) (Alpern et al., 1980),
particularly its Academic scale, serves as a parent-
report tool assessing developmental milestones
from birth to 7 years. The scale, when tested on
94 children between 36 and 39 months, revealed
significant deficiencies in detecting developmental
issues; only 21% of children with identified prob-
lems were correctly flagged. However, alternative

cutoff scores suggested by Alpern et al. (1980)
have shown potential in improving its diagnostic
sensitivity. This tool underscores the challenges
and importance of accurate parent-report measures
and the need for rigorous standardization and vali-
dation to ensure reliability.

2.1.3 Minnesota Child Development Inventory
The Minnesota Child Development Inventory
(MCDI), (Ireton and Thwing, 1974), offers a com-
prehensive assessment of various developmental
domains, including expressive language and com-
prehension, for children from 24 to 87 months. It
includes a detailed inventory that profiles eight de-
velopmental scales and provides norms based on a
sample of 796 children. The results categorize de-
velopment as retarded, borderline, or within normal
limits, facilitating early detection of language and
other developmental delays. Its extensive age range
and detailed developmental scales make the MCDI
a valuable tool for early childhood educators and
clinicians.

2.1.4 ASHA’s Developmental Milestones
American Speech-Language-Hearing Association
(ASHA)’s Developmental Milestones1 provide
guidelines on expected communication and feeding
skills from birth to 5 years. These milestones are
intended to assist parents and professionals in iden-
tifying potential delays and initiating discussions
for further assessment or referral. It is crucial for
raising awareness and guiding early interventions
based on observed developmental progress.

3 Use of Technology for Language
Development

Various applications have made use of gamifica-
tion, NLP techniques, or Machine Learning (ML)
to assist with communication disorders. Some
works focused on creating educational solutions,
such as Sztahó et al. (2018), Bogach et al. (2021),
and Prasanna and Perera (2019), which all utilized
speech processing techniques and automated their
evaluation processes without gamification. In con-
trast, work such as Lyytinen and Louleli (2023)
demonstrated gamification without the use of auto-
mated evaluation or NLP techniques. Few studies
focused on automating early screening for Devel-
opmental Language Disorder (DLD). For example,
Rvachew et al. (2017) developed a computer-based

1http://www.asha.org/public/speech/
development/chart/
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tool for screening literacy delays but without gami-
fication or NLP/speech processing techniques. On
the other hand, the work most closely related to
ours is Beccaluva et al. (2024), which introduced
MARS, a web-based tool for screening DLD by en-
gaging children in rhythmic babbling exercises to
record their vocal productions, which are then ana-
lyzed using ML. They evaluated their solution on
forty-seven children, 17 diagnosed with DLD and
30 with typical development (TD), collecting addi-
tional demographic information (i.e., age, gender,
typicality) along with corresponding audio. After
preprocessing the data, they trained models using
Support Vector Machine, Random Forest, and Lo-
gistic Regression, achieving an overall accuracy
of 83% in detecting DLD. Specifically, for DLD
cases, they achieved 87% precision and 70% recall.

4 Proposed Method: An interactive Game
for Early Language Screening

Our proposed approach aims to synthesize these
technological advancements, particularly gamifi-
cation, speech processing, NLP, and ML, into a
comprehensive tool for early detection of language
disorders. Screening for language disorders is a
broad topic, encompassing various sub-categories
of screening, such as semantics, morphosyntax,
pragmatics, and phonology.

While earlier detection and intervention is effec-
tive2, we focus on the age group between three and
four years old, as screen use is not recommended
for children younger than 24 months (American
Academy of Pediatrics, 2024). Through the game,
we aim to collect data that allow us to analyze the
child’s language performance. To do so, we base
our measurement on Yang et al. (2022), which in-
dicates that evaluating a child’s language abilities
can be done by assessing utterance length and com-
plexity, as well as lexical diversity. The assessment
of lexical diversity focus on the total number of dif-
ferent words used by the child 3, and the type-token
ratio, which measures the ratio of different word
types (types) to the total number of words (tokens)
used, providing insight into the child’s vocabulary
richness and variety. More specifically, as reflected
by Winters et al. (2022) and Akmeşe and Kanmaz

2 Ward (1999) followed up with 122 children aged between
8 to 21 months diagnosed with early language delay, and
concluded that early intervention is effective at preventing
language delay at 3 years old.

3Word categories: noun, verb, adjective, adverb, preposi-
tion, pronoun, determiner, conjunction, and interjection.

(2021), we will analyze:
(1) measures of linguistic productivity in nar-

ratives: total number of words, utterances, and
lexical diversity, (2) global measures of narrative
linguistic complexity: average and maximum sen-
tence length in words, (3) measures of syntactic-
semantic complexity (Frizelle et al., 2018): num-
ber and proportion of simple and complex sen-
tences, types of complex sentences, and the diver-
sity of adverbial clauses, (4) maintenance of refer-
ential cohesion (Gagarina and Bohnacker, 2022):
problems with nominal or verbal agreement, use
of regular and/or irregular inflection, inappropriate
use of tense and mood.

4.1 Transferring Requirements to a Game

Botting (2002) reflected that storytelling is one of
the best ways to observe and evaluate children’s
pragmatic skills. Several researchers, including
Akmeşe and Kanmaz (2021), Orizaba et al. (2020),
and Winters et al. (2022), have analyzed language
skills based on storytelling. Given these observa-
tions, we propose implementing the measurement
requirements above into a game that motivates sto-
rytelling, and other side activities.

The proposed game will be level-based, with a
focus on avoiding repetitive and dull levels as sug-
gested by Lövdén et al. (2010). Each level will
feature a familiar and reassuring character, which
has been found effective by Vona et al. (2020).
The characters will present challenges to the child
(player) that require assistance. For example, in one
level, the player helps a character by re-arranging
story images scattered by another character. The
images might include a bus, a breakfast, and an
alarm. The player will sequence the images to
show: the alarm rang, the student ate breakfast, and
then went to school. Then, the player narrates the
story and records their voice, which we process
using ASR to determine the content.

In another level, a curious character asks ques-
tions such as "What is this?", "What is he/she do-
ing?", and "Which is bigger?". The player will be
tasked with answering the questions. These tasks
and questions are inspired by the Speech and Lan-
guage Milestone Chart 4 by LD OnLine (2024).

As the game progresses, the player will see their
progress through the main menu, reflecting their
performance on each level and overall progression.

4https://www.ldonline.org/
ld-topics/speech-language/
speech-and-language-milestone-chart
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To motivate the player, we will introduce stars as
collectibles and other incentives. However, fol-
lowing American Academy of Pediatrics (2024)’s
recommendation that children aged 2 to 5 only use
smart devices for 1 hour per day, we will ensure
that sessions do not exceed this time limit.

4.2 Evaluation Methodology
We will start by collecting data needed by SLPs to
analyze the child’s case. This includes a short ques-
tionnaire at the start of the game about the child’s
age, languages spoken, and other questions impor-
tant for understanding the environmental factors
that can influence language development. This in-
formation will be part of our inputs. After the child
completes the game, we will retrieve and process
the data using ASR and NLP techniques like Part-
of-Speech Tagging and syntactic parsing, to extract
additional information and gain further insight into
the children’s capabilities. This data will be used to
measure the four key points mentioned in Section
4. By combining parent-provided data with game-
play data, we will collaborate with SLPs to identify
potential signs of language disorder and label the
data. In stage one, SLPs will perform one-on-one
screening using traditional methods to create gold
labels. In stage two, independent SLPs will assess
the children using only the data collected through
the game, and their performance will be compared
with the gold labels to validate the game’s method-
ology. Finally, we will train ML models to predict
language delays using the collected data, focusing
on high recall to improve screening coverage.

4.3 Challenges & Future Work
The journey from concept to implementation is
filled with technical and operational challenges,
from developing engaging and educational game
content to ensuring the accuracy and reliability of
the AI-driven screening tools. Effective collabora-
tion between game developers, speech therapists,
technology experts, and educational institutions,
will be crucial in overcoming these difficulties.
Technical Challenges: The accuracy of the AI-
driven screening model depends heavily on the
quantity and quality of the data collected. Ini-
tially, gathering a sufficiently large and diverse
dataset through field trials will be costly and time-
consuming. The data must be carefully labeled
and validated to ensure that models learn from ac-
curate examples. In addition to screening-related
data, larger data sets of children’s speech will be

needed to develop accurate ASR models if speech-
related activities are deemed suitable for the game
design. Children’s speech is challenging for auto-
matic processing due to its natural variability and
shortage of data (Gerosa et al., 2009). For bilingual
children, additional complexity is expected due to
code-switching.
Operational Challenges: To validate the effec-
tiveness of various aspects of the proposed game,
several field trials will be needed. A sample with
sufficient number of children with various devel-
opmental conditions needs to be collected for the
first stage of thorough validation. This may require
the administration of a large number of manual
screenings to identify a sufficient number of chil-
dren with language disorder. Collaboration with
pre-schools and parents will be essential at this
stage. Second, to provide norms for benchmarking
the game’s outcomes, a large number of partici-
pants from different regions and demographic seg-
ments are needed. Additional difficulties will be
encountered in bilingual communities, for which
both languages need to be assessed. Last but not
least, collecting data involving children requires a
well-defined and thorough ethical and legal frame-
work to ensure children’s protection against any
potential misuse of the data.

5 Conclusion

The proposed game-based screening tool utilizes es-
tablished developmental milestones to guide its de-
sign. By embedding these milestones into a game’s
mechanics, we ensure that each interaction within
the game serves a dual purpose: to engage the child
and to evaluate their language development. The
use of NLP and ML methods for analyzing the
data collected from these interactions aims to pro-
vide a preliminary screening that can help identify
children who may require further evaluation by a
specialist. This ensures that no child in need of
further screening is overlooked, while maximiz-
ing the utilization of SLP time for the most likely
cases of language delay. Early detection and inter-
vention in language disorders are critical for the
educational and social development of children. By
providing a more accessible and appealing method
for screening, we hope to increase the number of
children who receive timely intervention, thereby
improving long-term outcomes in their learning
and communication abilities.
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Abstract

Сontent and language integrated learning is
considered a powerful tool to promote inclusion in
educational settings of learners for whom the
language of instruction is their additional language.
Language-related difficulties of those learners
have been claimed detrimental for attaining
personal educational goals. Academic language
places increased cognitive demands on the
learning process in general due to 1) its internal
complexity; 2) L2 speakers’ lower proficiency; 3)
their disadvantage in terms of real-time processing.
Facilitators are, therefore, encouraged to integrate
interactional CLIL-elements (e.g., scaffolding)
during content instruction that provide the
necessary pedagogical support for better
understanding of disciplinary concepts and their
interrelation. In the current contribution, we
present the concept and first results of Rail.lexis, a
collaborative project of the Department of
German Studies and the Department of Railway
Engineering at TU Brauschweig. We present and
discuss several conversational arrangements (e.g.,
word guessing games, a differential task matrix)
that were designed to engage the learners of
heterogeneous linguistic backgrounds in
meaningful interactions in subject-specific classes.
Subject-specific tasks are gradient regarding their
cognitive complexity and the background
knowledge required to solve them. Therefore, the
linguistic repertoire required to negotiate different
task types is also differential to ensure the
participation of linguistically diverse students in
language-enhanced classroom interactions.

1 Introduction

A standardized language test is an essential
requirement to be admitted to foreign-language
study programs for learners whose preferred
language deviates from the language of instruction.
The language requirements for university degree
studies remain quite demanding. In German
universities, at least a B2 level of CEFR (Council
of Europe, 2020) is required for most study
programs. A B2-level language learner is
described as able to “obtain information, ideas,
and opinions from highly specialized sources
within their field. S/he can follow the essentials of
lectures, talks, and reports and other forms of
academic/professional presentation which are
propositionally and linguistically complex. S/he
can produce clear, detailed text on a variety of
subjects related to their field of interest,
synthesizing and evaluating information and
arguments from a number of sources” (Council of
Europe, 2020). While the number of foreign
applicants who fulfil the admission criteria for
German-speaking study programs has been
continuously increasing since 1980 (Statistisches
Bundesamt, 2023), around 20 to 40% of the
enrolled foreign applicants fail to attain academic
goals and quit prematurely without obtaining a
degree (Heublein et al., 2020). The construct of
academic success is highly subjective and
grounded both in individual factors and in cultural,
social, and institutional integration. Language
skills constitute an individual’s personal profile
and are subject to change over time. Wisniewski
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and colleagues (2022) point out that the actual
language proficiency level of foreign students in
German barely reached B2.2 when they were
screened at the beginning of the study programme.
With around 40% of students, the language skills
fail to progress beyond their initial level during
their degree studies. Simultaneously, language-
related difficulties have been claimed detrimental
for attaining personal educational goals. Trenkic
& Warmington (2019) studied the language skills
of Chinese students in relation to their content-
specific academic achievement in sociology. The
researchers observed that academic achievement
is strongly predicted by the higher- and the lower-
level linguistic processing alike. Both letter
naming fluency and more complex skills such as
reading comprehension accuracy were equally
prognostic of academic outcomes.

Regarding the linguistic integration of L2
students, numerous preparatory and in-study
courses are provided by language centers at
universities. They are commonly delivered as a
one-size-fit-all offer and focused on developing
general academic literacy and targeted strategies
for taking standardized language tests. Subject-
specific vocabulary comprising basic terms and
collocations for a particular field of study lies
outside the language course curriculum. At the
same time, it constitutes the basis of successful
functioning in a technical language and ensures
stable academic progress in more advanced
subject-specific modules. Therefore, it appears
critical to identify and implement pedagogical
activities to support language growth of those
learners beyond passing a standardised
admissiong test. Automated dialogue systems, or
collaborative conversational agents, might be
practical in self-directed learrning settings (de
Araujo et al., 2024). Yet the potential of
collaborative conversational agents to sustain
productive academic talk has been mostly
restricted to operationalising talk moves that
represent selected academic functions such as
recapping, rephrasing, agreeing or disagreeing
(de Araujo et al., 2024). The cognitive demands of
the subject-specific task itself have been barely
addressed to define the intervention type to be
provided. Previous studies (de Araujo et al., 2024;
Valle Torre et al., 2023) observed that authentic
dialogue patterns may provide reliable estimations
of how the learners handle the academic functions
for productive discussions. The current

contribution elaborates these findings adding a
further dimension of cognitive task complexity.
We report initial findings regarding interaction
patterns delivered by students across different
conversational arrangements. We argue that
cognitive task complexity should be factored in to
optimise the perfomance of collaborative
conversational agents.

2 Language-Enhancing Tools for
Content Instruction in Heterogeneous
Learner Groups

Supportive methodological tools are
generally beneficial to generate language-
enhanced instructional settings in content-driven
classes which become more inclusive for L2
learners. Yet, the design of appropriate study
materials remains one of the major challenges in
the implementation of content and language
integrated learning (CLIL; Bouvellan, 2014). In
selected CLIL-frameworks (the 4Cs Framework,
Coyle, 1999, the Quadrant Matrix, Cummins,
1981; the European Framework for Teacher
Education, Marsh et al., 2011; the CLIL Pyramid,
Meyer, 2010) as well as independent position
papers and practical guidelines (Mehisto, 2012;
Morton, 2013; San Isidro et al., 2020), content
represents personalized knowledge that is
constructed and re-constructed in learning
interaction. Further, knowledge accrual occurs in
resolving cognitively complex tasks which
involve higher-order cognitive processes such as
thinking and reasoning. Thus, cognitive
functioning represents a separate domain that
undergoes gradual development in a CLIL-
enhanced classroom. Importantly, it is concurrent
with specific language demands required to
verbalize one’s reasoning patterns. Thus, the
linguistic, and cognitive alignment is an important
prerequisite to instantiate language-enhanced
interactions during content instruction. Though
context-embedded interaction is fundamental for
learning to take place, researchers document low
proportions of specific academic functions (e.g.,
hypothesizing or prediction) in classroom
interactions (Dalton-Puffer, 2007).

In the current contribution, we present the
concept and first results of Rail.lexis, a
collaborative project of the Department of
German Studies and the Department of Railway
Engineering at TU Braunschweig (Germany). One
of the goals is to produce cognitively appropriate
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instructional materials to instantiate meaningful
classroom interactions that are conductive of
knowledge (re-)construction. We also probe
selected conversational arrangements as to their
didactic potential to promote peer-to-peer
interactions in linguistically diverse learner groups.
Those goals are further developed in a follow-up
project DaF-Z mit Nachhaltigkeit (Sustainability
in German as a Second and Foreign Language
Teaching) whose main aim is to make teacher
professionalization more diversity-sensitive by
providing sustainable and technology-enhanced
language learning arrangements across contexts.

In the presentation, we first survey some
linguistic and psychological preliminaries that
generate a comprehensive framework to assess the
appropriateness of classroom interactions for
targeted language-enhanced content instruction.
We present two different types of conversational
arrangements where the interactions of students of
diverse linguistic backgrounds around basic terms
were instantiated during content instruction. The
first one is a word guessing game and the second
is a differential task matrix which incorporates
activities promoting language and cognitive
growth. Based on the preliminary results which
will have been evaluated by the conference date
we will contrast the interaction patterns of the
learners in various types of word guessing games.
Finally, we discuss how the interaction patterns of
linguistically heterogeneous learners in subject-
specific tasks of varying cognitive complexity can
inform the design of collaborative conversational
agents.

3 Linguistic and Psychological
Preliminaries

The dialogue constitutes a core unit of
language use. It represents a flexible, yet
conversation-sustaining alternation between the
speaker and the hearer who are cooperating in a
goal-oriented way. Engaging in fruitful and high-
quality peer interactions is positively associated
with learning outcomes in various contexts
(Asterhan & Schwarz, 2016; Stahl et al., 2014).
Several design-based research attempts have
emerged to identify the characteristics of effective
collaborative behavior in dialogue-based activities.
Thus, academic productive talk (APT, Michaels &
O’Connor, 2015; Resnick et al., 2010) operates on
the following accountability principles:

The learners should build on and develop
one another’s ideas to sustain a goal-
oriented interaction.

The validity of the contributions should
be secured via available reference
materials or direct evidence.

The learners should logically connect
their arguments, evaluate their
cohesion, and draw inferences.

While the learners’ reasoning is prioritized over
correctness, those classroom discourse
frameworks do not give sufficient attention to
studying specific reasoning patterns as a gateway
to explicating mental models.

In Edeleva et al. (2024), we follow the
procedures of cognitive task analysis (CTA, Klein
& Militello, 2001). CTA is applied to work related
tasks (e.g., generating a weather forecast or
detecting an infection in a neonate) and represents
a collection of methods to research, identify and
represent the mental processes that evolve during
task performance. CTA tasks are grounded in an
extensive knowledge base and require complex
inferences and judgements in a complex uncertain
real-time environment. Proficiency-related
differences of task performers will be stipulated in
the strategies that they adopt to optimize their
behaviour. Those differences are grounded in
subject-related knowledge structures and mental
models that underlie decision making and might
be more elaborate in experts compared to novices.

Simultaneously, socio-cultural approaches to
language (“Five Graces Group”, 2009) stipulate
that it is grounded in a specific socio-cultural
context. Its emergence is concurrent with
knowledge accrual. As knowledge is co-
constructed, the learners’ linguistic repertoire
replenishes and becomes more diversified. They
acquire disciplinary concepts as basic terms and
negotiate the relations between them through
academic discourse functions. Explicit reasoning
in CTA-fashioned tasks will provide a window
into the mental processes of students and how
they employ language as a vehicle to re-organize
their knowledge patterns. Those processes will be
conductive of language growth proper.

4 Conversational Arrangements

4.1. Word Guessing Games

In Edeleva et al. (2024), we contrasted
scaffolding patterns of L2 German students in
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Railway Engineering in a word guessing game
and a content-specific problem-solving activity.
The word guessing game resembled the well-
known Tabu game. The participants took turns to
explain selected basic terms pertaining to the field
of railway operation, albeit some intuitive
explanation routes (the use of word parts or word
forms, abbreviations, gestures, imitations) were
eliminated by the game mechanics. The students’
guessing attempts triggered meaning negotiation
through linguistic adaptation. Yet, the types of
scaffolds that emerged in the word guessing game
differed proportionately from the strategies that
emerged in a common problem-solving task. The
students were less inclined to use functional and
relational descriptions and embed the terms into a
relevant situational context (e.g., defining initial
states for a particular signal positioning). Instead,
they resorted to more general factual
characteristics that are contained in textbook
definitions. When their initial explanation routes
failed, they made use of more available prompts
such as everyday meanings of the terms (e.g.,
Durchrutschweg// Eng. overlap and rutschen//
Eng. slip). We conclude that pedagogical
interventions should be equipped with supportive
materials to gear the students’ explanations in a
more targeted way (cf. Vollmer, 2008 for similar
findings).

In a follow-up study, we proceed by
surveying and comparing peer-to-peer interactions
in two alternative game designs. The first game is
a version of a well-known “Who is the Spy?”
game. The action takes place in a city where all
the “citizens” receive one and the same term, the
“spy” receives a related word. The “blanco”
receives a blanco card without any word. Game
players take turns to describe the target term. In
giving their hints, they should prevent the spy
from guessing the target word. After each round,
the participants vote as to who they suspect to be
the spy. A still other version of a word guessing
game is an adaptation of “What is on my head?”
where players cooperate in their word guessing
attempts. The third player in a group can provide
hints to steer the guessing attempts.

4.2.Adaptive Subject-Specific Tasks

We now present the differential task matrix
(DTM, Figure 1) as a didactic tool that aligns the
cognitive and the linguistic domain through
academic discourse functions. The matrix follows

the cognitive component of Bloom's taxonomy of
learning (Bloom, 1956) that is originally
comprised of six levels: Knowledge,
Comprehension, Application, Analysis, Synthesis,
Evaluation. Originally, Bloom’s taxonomy was
developed to rank educational objectives based on
the complexity of skills and understanding. It
builds on the idea that learning is ongoing and
builds on prior knowledge and skills. The
taxonomy ranks respective thinking skills from
least to most complex along the learning trajectory.
Accordingly, learning goals can be defined and
learning activities can be designed. A revised
taxonomy was introduced by Anderson &
Krathwohl, 2001. While the original typology
represents a hierarchy of educational goals, the
revised typology aligns instruction, testing and
assessment. It groups the cognitive operators into
four knowledge dimensions:

Knowledge of essential facts, terminology
and further details that are basic to a
particular discipline (factual
knowledge).

Knowledge of classification principles,
theories, models, or structures pertinent
to a particular discipline (conceptual
knowledge).

Knowledge of procedures and
methodologies that allows the learners
to modify something within a
particular discipline (procedural
knowledge).

Strategic or reflective knowledge as to
how to solve complex problems and
tasks (metacognitive knowledge).

Figure 1: Example of a DTM on the topic Overlap.
A photocopiable verion can be found at
https://zenodo.org/records/7689889
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We re-defined the taxonomic relations
between the knowledge dimensions and the
cognitive operators to accommodate subject-
specific instructional expectations and strategies
and manipulated the level of thematic abstraction
from individual facts and terms over structures
and procedures to complex models (Greiner et al.,
2019). The adjustments yielded a three-by-three
matrix. Each cell contains individual tasks of
varying complexity from A1 to C3. The learners
have to negotiate specific problems that are
framed to trigger recognition, manipulation or
explication of disciplinary phenomena or states.

5 Initial Findings and Future Directions

The results of the first round of implementation
(16 Civil Engineering students) show that the
DTM was appraised by the students due to its
practical utility for self-assessment and tracking of
one’s learning progress. We were interested in
how the students navigate through the matrix. The
learners had not been preliminarily advised about
task-related differences in complexity. We
observed that the hierarchy of difficulty implied in
the matrix in terms of cognitive complexity and
the degree of abstraction is perceived differently.
In part, the preferred order in which the problems
were solved was determined by their knowledge
of the topic as well as subject-related competences
and experiences. More expert students followed
the reading direction from left to right to pick out
the problem that they will be solving next. By
contrast, the students with reduced subject-related
proficiency were equally challenged by every
problem regardless of its implied complexity level.
Further on, the number of terms utilised by
different learner dyads ranged from 23 to 136. The
use of terms might be regarded as an
approximation of the learners’ available
knowledge base. Thus, the DTM appears to elicit
interaction patterns that discriminate between the
students at different stages along their learning
trajectory.
The DTM could benefit from multiple test runs

and feedback loops from various learner groups to
optimize relational item difficulty and achieve
greater comprehensibility regarding the order in
which the learners progress through the matrix.
Though the primary goal of the matrix was to
enhance learner interactions in content-enriched
environments, particularly L2 learners whose
language skills were compromised failed to

engage in meaningful interactions. Those learners
could be supported by additional material
scaffolds (De Backer et al., 2016; Martin et al.,
2019) in form of task-related prefabricated chunks,
linking phrases and expressions to verbalize
specific academic discourse functions. Linguistic
scaffolds can also be integrated as part of the
conversational agents’ discourse repertoire to
enhance L2 learners’ linguistic development. Thus,
the study delivers further compelling evidence on
how technology-enhanced collaborative learning
should be designed to ensure academically
productive talk across different conversational
arrangements. Since the DTM follows the revised
taxonomy which aligns learning and assessment,
the interaction patterns can also be used to
develop technology-enhanced assessment tools
and procedures.
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Abstract

Syntactic learning curves in LMs are usually
reported as relatively stable and power law-
shaped. By analyzing the learning curves of
different LMs on various syntactic phenom-
ena using both small self-trained llama models
and larger pre-trained pythia models, we show
that while many phenomena do follow typical
power law curves, others exhibit S-shaped, U-
shaped, or erratic patterns. Certain syntactic
paradigms remain challenging even for large
models, resulting in persistent preference for
ungrammatical sentences. Most phenomena
show similar curves for their paradigms, but
the existence of diverging patterns and oscilla-
tions indicates that average curves mask impor-
tant developments, underscoring the need for
more detailed analyses of individual learning
trajectories.

1 Introduction

The training goal of modern neural language mod-
els is simple: optimizing the prediction of the next
(or a masked) token. During optimization over
enormous numbers of such tokens, complex linguis-
tic knowledge emerges as a “side effect”. But how
is this knowledge and its learning trajectory char-
acterized? Existing empirical evidence seems to
suggest that morphological, syntactic and basic se-
mantic knowledge in language models is acquired
quite early during pre-training, normally with a
power-law like increase over the first 5-15% of the
first training epoch (inter alia Chiang et al., 2020;
Liu et al., 2021; Saphra, 2021; Müller-Eberstein
et al., 2023).

However, evaluation protocols that assess con-
crete learning trajectories of LMs are only begin-
ning to emerge. Current probing approaches of-
ten mask developmental difficulties by reporting
averaged scores over large and varied evaluation
data sets, although, as Ritter and Schooler (2001)
note, “[a]veraging can mask important aspects of

learning”. The learning curves – plots of task per-
formance over the training period – are frequently
assessed in a purely qualitative way, with little com-
mon best practices as to which training phases and
how many epochs are to be described (Viering and
Loog, 2023).

In this paper, we take first steps towards a more
systematic analysis of the concrete learning curves
for a variety of linguistic phenomena. We train a
suite of small LMs, checkpointing them logarith-
mically during their first training epoch, test them
on the BLiMP probing suite (Warstadt et al., 2020)
and compare them to recent larger LMs that pro-
vide similarly-spaced checkpoints. We analyze the
resulting learning curves qualitatively (in more de-
tail than previous research), but also quantitatively
(by categorizing and clustering shapes). In doing
so, we are able to discern which phenomena are
easier to learn and how trajectories differ between
smaller and larger language models. Moreover, we
investigate whether similar phenomena also exhibit
similar trajectories or whether averaged learning
curves obstruct some of the underlying trade-offs
and instabilities of linguistic learning in LMs.

We find that when looking at the individual
BLiMP paradigms and their learning curves, a
more nuanced picture of how they are (not) learned
emerges. While most curves do follow the proto-
typical power law, completely stable curves and to
a lesser degree S- and U-shaped curves are also fre-
quent. However, many paradigms also feature ill-
behaved curves that never converge to stable perfor-
mance or decrease over training. Inside the broader
phenomenon sets, we find sheaves of curves for
those mastered earlier, whereas the curves for
hardly mastered phenomena exhibit strong differ-
ences. Moreover, larger models generally converge
towards more power-law curves. As such, our study
puts some previous results into question – certain
syntactic phenomena seem to be hardly learnable
even by large language models trained on massive
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amounts of data, and even good performance at
early training stages can deteriorate again after the
model is confronted with more linguistic data.

2 Related work

Learning curves in ML and humans Every
ML training run has a learning curve (target func-
tion or loss function over time), but these curves
have not received much scrutiny and are often as-
sumed to follow a power law, despite varying sig-
nificantly depending on the task (Shalev-Shwartz
and Ben-David, 2014; Viering and Loog, 2023).
Viering and Loog (2023) review the variety of learn-
ing curve shapes, identifying both well-behaved,
steadily increasing curves and ill-behaved curves
that show degrading performance or oscillation.
Well-behaved, monotonic curves are the common
targets of ML research (Viering et al., 2019), of-
ten categorized using power law or exponential
functions. In reality, not every learning curve
is monotonically increasing. Exceptions include
phase transitions with sudden performance boosts
(Viering and Loog, 2023), peaks (Nakkiran, 2019),
dips (Loog and Duin, 2012), and curves that oscil-
late through several maxima and plateaus (Sollich,
2001). Thus, the space of possible curve shapes
is empirically much wider than often theoretically
assumed.

Human learning can also be characterized by
learning curves, abstracted to measurable perfor-
mance on a task, with most empirical studies show-
ing that human learning typically follows power
laws (Ritter and Schooler, 2001). In language ac-
quisition, some phenomena deviate from typical
patterns. For example, past tense acquisition of-
ten follows a U-shaped curve: initially, children
correctly produce high-frequency irregular and reg-
ular past forms item-based (Tomasello, 2000). As
they abstract rules, they overregularize, applying
regular rules to irregular verbs previously produced
correctly (Saxton, 2017). Performance then gradu-
ally recovers to adult-like levels. Another common
shape is the S-shaped logistic curve, where slow
initial learning is followed by a rapid onset and
then slow final gains. Examples are, e.g., vocab-
ulary acquisition (Murre, 2014) or the production
frequency of non-finite sentences (Hulk and Müller,
2000). However, evidence on the prevalence of and
the complex trade-offs between such curves is still
rather meagre. Due to a lack of empirical data,
combined with small sample sizes, limited cross-

linguistic studies, and the study of very narrowly
defined phenomena, some scholars argue that these
effects are much weaker than assumed (e.g. Marcus
et al., 1992).

Learning trajectories in LMs In their seminal
paper on neural networks learning the English past
tense, Rumelhart and McClelland (1986) report
U-shaped learning over one epoch of training (al-
though this development was mostly caused by
their specific re-ordering of training instances, cf.
Pinker and Prince, 1988). In a modern follow-up,
Kirov and Cotterell (2018) find a more oscillating
pattern in their LSTM-model for past-tense acqui-
sition, although they report scores across several
epochs, which hinders comparability.

Shifting the attention to the current standard in
NLP, language models, it becomes apparent that
investigations into learning curves are not (yet)
standard practice in evaluating language models,
(primarily due to the need for fine-grained check-
pointing, which only few LMs provide). The more
general practice of probing over time, however, is
somewhat established. Chiang et al. (2020) and Liu
et al. (2021) show that when comparing a variety of
probing benchmarks on masked language models,
syntactic information is generally acquired earlier
than semantic, pragmatic and commonsense knowl-
edge (cf. also Saphra, 2021; Teehan et al., 2022).
Besides, syntactic information is also commonly
located in earlier layers of LLMs (Tenney et al.,
2019). Müller-Eberstein et al. (2023) analyze mul-
tiple checkpoints of the MultiBERT LMs (Sellam
et al., 2022). They also find that morphological
and syntactic structure is acquired very early by
the models (after ~10% of the first training epoch),
whereas semantic, pragmatic and general world
knowledge emerge later. Their logarithmically-
scaled curves still exhibit interesting, mostly S-
shaped curves with a rapid take-off after a period
of little learning. This is also in line with Chen et al.
(2024), who find a sudden drop in training loss in
masked LM training which aligns with the emer-
gence of syntactic attention structure in attention
heads.

Turning to the focus of our experiments, minimal
pair tests, several additional empirical studies can
be reported. Huebner et al. (2021) derive their own
“Zorro” benchmark from BLiMP by excluding phe-
nomena not found in child-directed speech. They
test an extremely small (5M parameters) masked
LM and show that, generally, scores improve across
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Param. Train. tokens Hddn. layers Attn. heads Embed. size BLiMP score

baby_llama 2.97M 10M 8 8 128 64%
teenie_llama 2.97M 100M 8 8 128 67%
weenie_llama 11.44M 10M 16 16 256 67%
tweenie_llama 11.44M 100M 16 16 256 71%

pythia-14m 14M 300B 6 4 512 65%
pythia-70m 70M 300B 6 8 512 75%
pythia-160m 160M 300B 12 12 768 79%
pythia-410m 410M 300B 24 16 1024 82%
pythia-1b 1B 300B 16 8 2048 82%
pythia-1.4b 1.4B 300B 24 16 2048 82%

Table 1: Model hyperparameters of our self-trained llama models and the compared pythia models

training. They mostly show power law-like devel-
opment, with the greatest improvements occurring
in early stages of training. Yet, this does not apply
to all included phenomena – some are never learned
well (e.g. island effects or anaphor agreement).
These show diminishing accuracy after early per-
formance peaks – a fact not further discussed.

Liu et al. (2021) also examine BLiMP devel-
opment during the training of a masked LM and
find that their curves, which categorize phenom-
ena more coarsely, converge to stable performance
quickly, approximating power-law curves after
about 20% of pre-training. Morphological and
short-distance syntactic phenomena are mastered
fastest, while more complex syntactic aspects, like
island effects, take longer. This pattern holds for
other linguistic probes, but benchmarks testing
common sense or reasoning exhibit unstable be-
havior with oscillating curves and performance
dips. Choshen et al. (2022) take a similar ap-
proach with autoregressive LMs (GPT-2, Trans-
formerXL). They find that grammatical phenomena
are acquired in a stable order along classical lin-
guistic layers. However, not all curves show mono-
tonic improvement; some syntax and morphology
paradigms never reach stable performance and de-
teriorate over training. This behavior is consistent
across different initializations of both architectures
but does not apply to phenomena involving seman-
tic knowledge.

3 Methods

3.1 Investigated models

We analyze two different model architectures, four
self-trained llama models (Touvron et al., 2023a)
and six models from the pythia family (Biderman
et al., 2023).

Data We train our models on the BabyLM data
set (Warstadt et al., 2023). It features written and
spoken source corpora that span a wide range of
registers – child-directed speech/text, adult conver-
sations, movie dialogue, and data from Wikipedia
and Project Gutenberg. Before training our models,
we clean the data from artefacts, adapting scripts by
Timiryasov and Tastet (2023). The pythia models
are trained on The Pile (Gao et al., 2020), a 300B
token corpus sourced from the internet, academic
literature, code from GitHub and, to a lesser degree,
spoken language, which makes it more comparable
to regular LLM training corpora.

Models and training hyperparameters We use
the transformers library (Wolf et al., 2020)
to train four different llama models1 (Touvron
et al., 2023b). Our smallest model we call
baby_llama. The larger models are differenti-
ated by more tokens (100M instead of 10M for
teenie_llama), more weights (11.44M instead of
2.97M for weenie_llama) or both in the case of
tweenie_llama. As training hyperparameters, we
chose a batch size of 16, 200 warmup steps, and a
learning rate set to 3e-4 in accordance with Touvron
et al. (2023a). From the pythia suite of GPT-NeoX
models (Andonian et al., 2023), we take the six
smallest models, ranging from 14M to 1.4B param-
eters. They were all trained on the same data, but
with different model hyperparameters (cf. Table 1).
Our models were trained on a single NVIDIA RTX
A4000 GPU, contrasting with the pythia models
trained on clusters of 32–64 GPUs.

3.2 BLiMP performance

We test BLiMP performance with
lm-eval-harness (Gao et al., 2022). By
calculating perplexity for the sentences in each

1Available at https://huggingface.co/bbunzeck
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Shape Graphical Description

Well-behaved

U Medium performance followed by a dip, then rapid improvement and stabilization
S Initially no learning, then rapid onset and finally stabilization
Pow Rapid early learning, followed by stabilization and no further gains
Stable No change in performance across training (standard deviation < 0.2)

Ill-behaved

InvU Inverse U-shape, stabilization after a performance peak and subsequent decrease
RevU Dip in performance, stabilization on lower level than before dip
RevS Reversed S-curve, early performance is good, but then diminishes rapidly and never recovers
RevPow Reverse power-relationship – performance degradation at end of training
Osc Performance never stabilizes and jumps between better and worse scores

Table 2: Overview of proposed curve shapes

pair, BLiMP can be used to discern whether a
grammatical sentence is preferred by an LM (less
perplex): an accuracy of 50% equals the random
baseline. BLiMP covers 12 different linguistic
phenomena from morphology, syntax and se-
mantics (or their interfaces), with 67 included
paradigms (individual data sets). We deliberately
chose BLiMP due to the its widespread use and the
wealth of previous results, although it suffers from
problems like semantically implausible sentences
(see (Vazquez Martinez et al., 2023) for more
criticism and alternative data sets).

3.3 Analyzing learning curves

In line with Viering and Loog (2023), our learning
curves are based on performance changes over pre-
cisely one training epoch. This choice allows us to
capture the learning potential from the data upon
initial exposure and observe trajectories as models
encounter new data continuously. Recognizing that
many linguistic phenomena are acquired early in
training, we look at logarithmically spaced evalu-
ation checkpoints: 10 checkpoints within the first
10% of training and 9 additional checkpoints until
the epoch’s completion.

Assessing the shapes of learning curves system-
atically is a complex task. We qualitatively assign
shapes, aided by fitting fifth-degree polynomials
to each curve. Our categorization includes well-
behaved curves, such as S-shaped, U-shaped, and
power law curves, as observed in the acquisition
literature. We also identify ill-behaved curves by
their inverted (mirrored on the x-axis) and reversed
(mirrored on the y-axis) variants. Additionally,
curves that remain stable from the earliest training
steps (standard deviation < 0.02) are considered
well-behaved, whereas curves that oscillate contin-
uously without stabilizing are deemed ill-behaved.
A summary of our systematization is provided in
Table 2.

To further examine similarities between mod-

els and paradigms, we define a feature vector for
each model-paradigm combination by computing
the performance differences between all successive
pairs of training steps across all BLiMP paradigms.
This allows us to represent each model-paradigm
combination as a point in a high-dimensional vector
space.

4 Results

BLiMP After one training epoch, our
baby_llama achieves a general BLiMP ac-
curacy of 64%, improving to 67% with more
data (teenie_llama) or more parameters
(weenie_llama). The combination of both
(tweenie_llama) reaches 71%. The smallest
pythia model (14M parameters), despite being
trained on much larger datasets, only achieves
65%, increasing to 75% for the 70M model and
79% for the 160M model. The largest pythias
(410M, 1B, 1.4B) all reach 82%, close to peak
BLiMP performance reported in the original
BLiMP paper (83% by GPT-2), the highest score
on the HELM evaluation database (84%, Liang
et al., 2023), and the best BabyLM model (86%,
Warstadt et al., 2023). Therefore, our results are
comparable to even larger models. As an ablation,
an untrained llama model performed similarly to
the random baseline, scoring 51%.

Variation in phenomenon-averaged curves In
the spirit of earlier analyses, we first consider the
averaged curve shapes (over the phenomenon sets
in BLiMP) from a qualitative viewpoint (see Figure
1, which contrasts the smallest and largest models
investigated). For the smallest llama model, the
learning curves exhibit a range of shapes, including
power-law curves, S-shaped curves and U-shaped
curves. Many curves do not show any improve-
ments over the training epoch. The first 10% of
training is marked by the highest degree of varia-
tion, but many performance gains also happen later
than that. Here it already becomes apparent that
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Figure 1: Learning curves over one epoch for the smallest llama and largest pythia model, averaged across BLiMP
phenomena (for both models, the first ten checkpoints correspond to the first 10% of training, the following nine to
remaining 90%)

more training on natural language data does not
linearly improve performance on linguistic probing
tasks. The largest pythia model, in contrast, dis-
plays learning curves that mostly resemble power
law curves. Improvements are concentrated within
the first 4-5% of training, after which the perfor-
mance remains relatively stable across all phenom-
ena (although minor performance tops and dips are
observable).

We present a more detailed visualization of in-
dividual curves, categorized by phenomenon and
model, in Figure 2.

Individual curves are frequently ill-behaved
The first striking observation is found in the many
ill-behaved curves. For the llama models, more
than a quarter of the learning curves are ill-behaved,
while for the pythia models, this is true for more
than one fifth (distributions found in Table 3).
While larger models generally do distinguish more
minimal pair paradigms effectively, those phenom-
ena that exhibit unstable and erratic curves in
smaller models frequently continue to do so in
larger models. Apart from that, smaller models
have a higher number of curves that remain well
below 50%, indicating that for some phenomena,
these models actively prefer the ungrammatical
variant. This issue occurs only sporadically in
larger models, for example with selected paradigms
concerning quantifiers or filler-gap phenomena.

Patterns inside phenomenon sets: sheaves and
divergence Another striking aspect visible in Fig-
ure 2 is that sheaves of curves – curve sets that are
close across training and show very similar shapes
– are found across all models for different phenom-
ena (e.g. argument structure and determiner-noun
agreement). They become more power-law-like as
the models increase in size. Apart from sheaves,

we can also find diverging patterns, where some
curves inside one phenomenon show strong im-
provements and other curves exhibit deteriorating
performance over one training epoch, for example
with subject-verb agreement and filler-gap phenom-
ena. Such diverging patterns are more prevalent
in smaller models, where they often appear as al-
most perfectly mirrored curves. In larger models,
divergent patterns are less pronounced, but for phe-
nomena prone to divergence, some curves still tend
to worsen in the largest models.

The effects of model and data size The relation-
ship between model size and performance is not
straightforward. Our llama models scale in both pa-
rameters and dataset size, while the pythia models
only scale in parameters but are trained on signifi-
cantly more tokens. This increased amount of data
results in less granularity in our analysis. However,
the smallest pythia model, with few parameters
but a large amount of training data, exhibits many
S-shaped curves across several phenomena (bind-
ing, determiner-noun agreement, filler-gap, etc.).
Its curves show a pronounced sudden take-off in
BLiMP performance after being trained on many
more tokens compared to the llama models. Thus,
the amount of training data alone does not correlate
with good performance after relatively few training
steps.

llama models pythia models

Ill-behaved 27.24% 22.39%
Power law 33.21% 45.77%
S-shaped 12.32% 13.18%
Stable 14.93% 14.67%
U-shaped 12.32% 3.98%

Table 3: Percentage of curve types for both model fami-
lies
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Figure 2: Learning curves for all paradigms in BLiMP, separated for models (rows) and phenomenon sets (columns)

When quantitatively comparing the distributions
of curves among all investigated models, a clear
division emerges between llama and pythia models.
This is visualized in Figure 3. The division is par-
ticularly pronounced in larger pythia models with
160 million or more parameters. Llama models and
the two smaller pythia models have a higher pro-
portion of U-shaped and S-shaped curves, with the
pythia-14M showing up to 47.8% S-shaped curves.
These models also display more ill-shaped patterns,
ranging from 25% to 40%. Llama models trained
on larger datasets have over 40% power-law curves,
whereas the smallest pythia model shows no power-
law curves. Larger pythia models have over half
of their learning curves following a prototypical
power-law pattern, with a significant number of sta-
ble curves (20-25%), few U-shaped developments,
and no S-shaped developments. Additionally, they
exhibit fewer ill-behaved curves (15-20%) com-
pared to smaller models. The four largest pythia
models show very little variation, further highlight-
ing this distinction.

Clustering training trajectories To assess fur-
ther commonalities between paradigms or models,
we visualize the developmental trajectory vectors,
reduced in dimensionality using t-SNE (van der
Maaten and Hinton, 2008), in a scatter plot (Fig-
ure 4) and visually examine whether they form
specific clusters. Initially, the plot presents a
messy picture with little visible structure. Clus-
tering effects for different models or model ar-
chitectures appear rather weak. However, clus-
tering effects are more pronounced for BLiMP
phenomena. We observe clusters for argument
structure, determiner-noun agreement, and subject-
verb agreement—phenomena that typically form
sheaves. Additionally, NPI licensing, binding, and
filler-gap phenomena also cluster, even though their
curve shapes are quite varied. Conversely, there are
no discernible patterns for phenomena like quanti-
fiers or irregular forms.

Turning points across training The diverging
mirrored curves described earlier in Section 4 also
indicate another pattern: the minima for many
paradigms coincide with the maxima for others.
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Figure 4: Dimensionality-reduced scatterplot of curve
development for each model-paradigm combination

The point plots in Appendix B show checkpoint-
wise deviations from mean performance, reveal-
ing particularly strong positive and negative de-
viations at certain checkpoints. The effects are
especially pronounced in Figure 10, where almost
all NPI paradigms show their maximum perfor-
mance in the last few checkpoints, except for
only_npi_licensor_present, which has deterio-
rated from earlier maxima in the first 10% of train-
ing

Key results From our qualitative and quantita-
tive analyses, the most striking observations can be
summarized as follows:

• Ill-behaved curves occur across all models,
though they are less frequent in larger models
with more internal parameters. When look-
ing at non-averaged curves, these ill-behaved
developments are much more pronounced-

• For many phenomenon-model combinations,
the curves for related paradigms emerge as

similarly shaped sheaves of individual curves.
This is particularly true for, e.g., argument
structure or determiner-noun agreement.

• In contrast to the aforementioned sheaves also
diverging patterns are observed within phe-
nomena. Some paradigms within the same
phenomenon have mirrored learning trajecto-
ries, where improvement in one paradigm is
directly correlated with diminishing perfor-
mance in another. This divergence is particu-
larly pronounced for filler-gap phenomena, as
well as in subject-verb agreement and binding.

• Shape-wise similarities are more pronounced
for phenomena across different models,
whereas (especially for the smaller models)
there is high variation within models.

5 Discussion

Our results indicate that larger models perform
better, exhibiting higher BLiMP scores, fewer ill-
behaved curves, and more power-law curves, align-
ing with existing literature on scaling dynamics
(Warstadt et al., 2020, 2023). In our self-trained
llama models, improvements are seen both with
increased parameters and more data, with the com-
bination leading to even greater enhancement. In-
terestingly, the smallest pythia model, despite be-
ing trained on significantly more tokens compared
to the llama models, performs worse and has the
most S-shaped curves. This suggests that in the
very small pythia model, the real learning of lin-
guistic features only begins after a large number
of tokens are seen, whereas in our smaller llama
models, this learning occurs much earlier. A pos-
sible explanation for this discrepancy could be the
higher quality of the datasets used to train our llama
models (BabyLM 10M and 100M), which offer a
wider variety of genres and registers, compared
to the web-sourced “The Pile” dataset used for all
pythia models.

Our findings largely confirm, but also revise and
expand upon, earlier reports of rapid syntax learn-
ing in language models. Many phenomena are
acquired quickly (as in Liu et al., 2021, also Müller-
Eberstein et al., 2023), yet some BLiMP paradigms
are never fully mastered as in Huebner et al., 2021
for Zorro or Choshen et al., 2022 for BLiMP). The
learning trajectories are non-linear; more tokens do
not necessarily improve performance. Phenomena
exhibit various curve shapes – some start strong,
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dip, and stabilize, while others oscillate indefinitely.
Even in the largest models, certain phenomena re-
main unlearned, showing a persistent preference
for ungrammatical sentences. This aligns with lit-
erature identifying these phenomena as difficult to
learn, often displaying unusual learning curve pat-
terns. Easily learned phenomena have organized
sheaves of curves, while hard-to-learn phenomena
exhibit scattered individual curves, suggesting that
phenomena based on similar linguistic features are
not uniformly grounded in the same ML features.

Some peculiarities found in our analyses might
be caused by BLiMP itself. For example, the
principle_A_case_1 paradigm, which exhibits
almost only stable and perfect learning curves, al-
ways features a possessive pronoun (e.g. her) in the
grammatical sentence and a reflexive (e.g. herself )
in its ungrammatical counterpart. However, pos-
sessives are much more frequent in language than
reflexives (e.g. her: 1.517.948 tokens vs. herself
56.741 tokens in ukWaC, Baroni et al., 2009), so it
is reasonable to assume that a sentence containing
a reflexive always has a higher perplexity. For a
randomly shuffled training corpus that is represen-
tative and balanced (in the sense of Stefanowitsch,
2020, 28), these patterns should be learned very
quickly from little data and thus have such a sta-
ble learning curve, whereas other phenomena that
are less tied to frequence differences might not use
such easy surface heuristics. Similar criticisms,
e.g. about problems with the quality of example
sentences, have been put forward by, inter alia,
Vazquez Martinez et al. (2023).

An ML-based explanation for such peculiarities
is that models pick up orthogonal features – fea-
tures that improve performance on some paradigms
within a phenomenon but degrade performance on
others – during the learning process (Choshen et al.,
2022). It remains open whether ML features must
necessarily correspond to those considered impor-
tant in linguistic theory. The presence of mirrored
curves/turning points also supports the hypothesis
of orthogonal features.

Finally, BLiMP’s choice of target phenomena
is heavily influenced by generative, syntax-centric
linguistics. Other contemporary linguistic theories
(e.g. usage-based linguistics, construction gram-
mar) might not find these phenomena particularly
meaningful. In construction grammar, argument
structure is determined by constructional patterns,
allowing verbs to take new arguments and convey
new meanings (Goldberg, 2013). Therefore, per-

fect performance on BLiMP may not necessarily be
a desirable goal, as it might not reflect the flexible
and creative language use characteristic of humans.
Additionally, grammaticality is a contested notion,
difficult to measure, often gradient, and strongly
influenced by socio-cultural factors (Vogel, 2018,
2019). Consequently, stable curves might only be
desirable for phenomena that exhibit less gradience
in human evaluation, whereas worse scores and
eternal oscillations might entail better linguistic
generalizations for less clear-cut paradigms.

6 Conclusion

Our study set out to characterize linguistic learning
in language models through an analysis of learn-
ing curves. We conclude that while the rapid syn-
tax learning assumption from earlier studies gener-
ally holds, it also needs revision. When averaging
across many phenomena and paradigms, perfor-
mance gains appear to follow a prototypical power
law. However, this is not true when examining
individual phenomena, many of which exhibit ill-
behaved curves. Stability in BLiMP performance
is often an illusion; stable average curves are based
on oscillating and heavily changing minimal pair
paradigms within them. With larger models and
more data, there is a general shift towards greater
stability and more power law curves, but even in
very large models, not everything works perfectly.

On a meta-level, our study demonstrates that
analyzing learning curves is a powerful tool for
better characterizing learning processes. Many
benchmarks include systematically organized sub-
phenomena, and our methodology can illuminate
specific performance developments and complex
trade-offs during the learning process. This high-
lights the need for the community to develop best
practices for reporting learning curves, categoriz-
ing their shapes, and determining the appropri-
ate granularity for analysis across one or several
epochs. Researchers should be cautious with their
interpretations, as the complexity and variety of
learning curves suggest a more nuanced approach
is necessary.

Future work could expand on our findings by
exploring how controlling for distributions of lin-
guistic data, like Wei et al. (2021) describe, changes
the curves and learning success, which would fur-
ther enhance our understanding of language model
learning dynamics in a more restricted setting.
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A Learning curves for all paradigms

In consideration of legibility and brevity, detailed plots in the appendix are provided as downsized vector
graphics. Interested readers may zoom in for finer detail and further examination.
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Figure 5: Learning curves for baby_llama and teenie_llama
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Figure 6: Learning curves for weenie_llama and tweenie_llama
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Figure 7: Learning curves for pythia-14m and pythia-70m
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Figure 8: Learning curves for pythia-160m and pythia-410m
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Figure 9: Learning curves for pythia-1b and pythia-1.4b
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B Point plots for distance to mean performance
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Figure 10: Paradigm-wise distances to mean paradigm performance for pythia-70m model
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Figure 11: Distance to mean for baby_llama, teenie_llama and weenie_llama
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Figure 12: Distance to mean for tweenie_llama, pythia-14m and pythia-160m
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Abstract

This paper outlines an ongoing research project
with the goal of of investigating how meanings
of words (and phrases) are interactively negoti-
ated in social media and in spoken interaction.
This project will contribute to a comprehensive
theory of word meaning negotiation.

1 Introduction

This paper outlines the project Not Just Seman-
tics: Word Meaning Negotiation in Social Me-
dia and Spoken Interaction (VR 2022-02125), a
project funded by the Swedish Research Council,
that started in 2023 and currently planned to con-
tinue until 2026. The goal of the project is to in-
vestigate how meanings of words (and phrases)
are interactively negotiated in social media and in
spoken interaction. This project will contribute to
a comprehensive theory of word meaning nego-
tiation, which will characterise the phenomenon
empirically and provide rigorous quantitative and
qualitative analysis (including formalisation).

2 Purpose and aim of the project

While we may often take the meanings of our words
as a given, the meanings of words (and phrases) are
in fact frequently interactively negotiated by par-
ticipants in linguistic interaction (Ludlow, 2014;
Myrendal, 2015). Such Word Meaning Negoti-
ations (WMNs) can be used in resolving misun-
derstandings, but can also be used rhetorically by
interlocutors, to advance their view on some (possi-
bly controversial) matter and to make their claims
more plausible. Currently, WMN is an underex-
plored area, and we believe there is an opportunity
for groundbreaking research with far-reaching sci-
entific and practical benefits that this project will
seize on.

The excerpts below are taken (and translated into
English) from a Swedish online discussion forum.

The posts are made by different participants in the
discussion. The discussion concerns whether or
not piercing the ears of young children is morally
acceptable, or if it constitutes (child) abuse (sv.
"(barn)misshandel").

1. Piercing the ears of young children (...) is
abuse towards another human being! (...)

2. It isn’t child abuse to pierce someone’s ears.
(...)

3. Of course it is abuse when you subject the
child to unnecessary pain that they haven’t
asked for.

4. Clearly ABUSE to pierce the ears of young
children! (...) - you inflict pain upon the child
and a physical change which the child herself
has not chosen and which cannot be made
undone.

In addition to arguing for or against ear pierc-
ing in young children, participants are debating the
meaning of ’child abuse’, arguing about what the
phrase means in order to support their overall claim
for or against ear piercing. They do this by dis-
cussing whether or not "ear piercing" should count
as a case of "(child) abuse" (1, 2 and 4 above), by
offering full or partial definitions of "child abuse"
(3 and 4 above), and in various other ways. WMNs
can also concern politically charged phrases such
as ’climate denier’ (Sw. ‘klimatförnekare’):

1. What do you mean by denier? Do you mean
people who deny that we have an acute cli-
mate crisis (...)?

2. To be critical against alarmists is not the same
as being a denier

We refer to discussions like these, where mean-
ings are more or less explicitly negotiated, as Word
Meaning Negotiations (WMNs). WMN occurs in
many types of linguistic interaction, including ev-
eryday spoken conversation and social media inter-
action (Myrendal, 2015, 2019).
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Understanding word meaning negotiation will
contribute to our understanding of the social and
normative nature of meaning, and the interactive
processes involved in establishing shared meanings.
Knowing more about WMN would also help us un-
derstand the role it plays in everyday life, as well
as in politically or emotionally charged disputes in
social media. The project will contribute towards
a comprehensive theory of word meaning nego-
tiation, which will characterise the phenomenon
empirically and provide rigorous quantitative and
qualitative analysis (including formalisation).

The project focuses on the following fundamen-
tal questions:

• What are the conversational strategies used in
WMNs?

• How can we model how meanings are modi-
fied in WMNs?

• How are WMNs connected to arguments on
controversial issues?

• What differences are there between social me-
dia and spoken interaction w.r.t. WMN?

3 State-of-the-art

Work in psycholinguistics has shown that speak-
ers negotiate word choices and domain-specific
meanings; see e.g. Clark and Gerrig (1983), Bren-
nan and Clark (1996), Healey (1997), Pickering
and Garrod (2004) and Mills and Healey (2008).
Researchers in Conversation Analysis (CA) have
studied phenomena such as disagreement and re-
pair in conversation (Sacks, 1973; Kitzinger, 2012).
Repair has also been studied from a computational
perspective Purver et al. (2003).

Research on second language acquisition (Naka-
hama et al., 2001; Pica, 1994; Varonis and Gass,
1985) has identified a type of meaning negotiation
that occurs when there is insufficient understanding
between interlocutors regarding the meanings of
particular words. This type of ‘meaning negotia-
tion’ mostly refers to conversational repair.

Some types of Discourse Analysis, such as Crit-
ical Discourse Analysis (Fairclough, 2013), in-
vestigate how societal power relations are estab-
lished and reinforced through language use. Walton
(2001) discusses the role of definitions in argumen-
tation, focusing on legal and political contexts.

Work in the philosophy of language (Ludlow,
2014) describes how discussions about the pre-
cise meanings of words like "planet", "person"
and "rape" have recently entered the media spot-

light. Often, different positions on controversial
topics are aligned with views about the meanings
of words. Ludlow mostly studies monological texts
published in traditional media, but stresses the sig-
nificance of studying how meaning is negotiated in
interaction.

Work within computational linguistics related to
social media and spoken interaction has addressed
a vast array of topics, including lexical semantic
change change (Tahmasebi et al., 2018), argument
mining for online interactions (Ghosh et al., 2014),
automatic detection of disagreement in online dia-
logue (Misra and Walker, 2017; Allen et al., 2014),
automatic detection of emotions like sarcasm or
nastiness in online conversation (Justo et al., 2014;
Lukin and Walker, 2017) as well as classification
of stance in online interaction (Sridhar et al., 2014;
Walker et al., 2012). However, none of these stud-
ies have focused on the role played by meaning
negotiation in relation to argumentation or disagree-
ment in online communication.

All the research cited above is relevant and will
be used to inform the approach developed in the
present project. However, none of the approaches
listed above have focused precisely on WMN as
defined here and studied it using the combination
of methods that we propose.

4 Significance and scientific novelty

Mainstream work on empirical and formal studies
of dialogue and meaning has not, until recently,
taken meaning negotiation seriously. This may
in part be connected to an (explicit or implicit)
assumption that meanings of words can be treated
as static. As a result, there is to date very little work
on quantitative and qualitative studies of naturally
occurring WMNs.

In historical linguistics, semantic change has
been studied “from a distance”, focusing on slow,
long-term and widespread changes. However, this
cannot be the whole story. In the end, negotiation
of meanings must take place in concrete instances
of interaction (spoken or written) within a language
community.

We also believe that understanding the process
of WMN is essential to understanding the social
nature of linguistic meaning. This touches on long-
standing debates in linguistics and philosophy of
language, such as the possibility of a private lan-
guage, the normativity of language, the limits of
meaning variation in language, and to what extent
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WMN category count %

WMN: non-understanding 121 4,2
WMN: disagreement 6 0,2
WMN without trigger 40 1,4
WMN: other 7 0,2
Non-pursued WMN 2 0,07
Non-WMN clarification req. 23 0,8
Reference/named entity 23 0,8
Unclear 7 0,2
Multiple categories 9 0,2
No WMN 2619 91,7

Table 1: Preliminary annotation of 2857 potential
WMNs (found using search expressions such as "what
do you mean by") from the spoken section of the BNC

language is to be regarded as a mathematical, psy-
chological or social entity. In WMNs, we can ob-
serve the social-normative dimension of language
and meaning being played out in plain sight. By de-
veloping methods for finding WMNs we enable an
empirical and data-driven approach to the study of
this dimension of linguistic meaning. By develop-
ing and formalising a theory of WMNs we aim to
give a precise account of the interactive dynamics
involved in the emergence, perpetuation and varia-
tion of linguistic meaning in a speaker community
over time.

Apart from theoretical and empirical work, this
project will also develop automatic methods of de-
tecting and analysing WMNs. Being able to detect,
analyse and understand WMN has a range of po-
tential applications. By better understanding the
role of word meaning negotiations in discussions
and controversies, we may gain insight into how
opinions of individuals and communities influence
(and are influenced by) the meanings we ascribe
to words and expressions, and how opinions and
word meanings interact over time.

5 Preliminary and previous results

Myrendal (2015, 2019) is the main starting point
for the present project, and describes how word
meanings are negotiated in social media, especially
focusing on online discussion forum communica-
tion. Online discussion forums offer a particularly
suitable material for studying naturally-occurring
WMNs. These discussions typically take place
between strangers who discuss a wide variety of
more or less controversial topics, such as abortion,
gender roles, and immigration policies.

Myrendal concludes that a WMN occurs when a
discussion participant remarks on a word choice of
another participant, thus initiating a meta-linguistic
discussion in which a particular word is openly
questioned and its meaning is up for negotia-
tion. Myrendal distinguishes two main types of
WMNs. NONs (non-understanding WMNs) com-
prise WMN sequences that are caused by insuf-
ficient understanding of a particular word. The
second type, called DINs (disagreement WMNs),
encompass sequences that originate in disagree-
ment between participants regarding the meaning
of a word and the way it is used in the discussion
context.

Both NONs and DINs typically start off as a
series of turns following a specific interaction pat-
tern. Initially, a word is used by a participant which
is remarked upon by another participant in a later
turn, indicating that there is some kind of problem
with regards to the meaning and/or use of the word.
From that point in the interaction, the meaning of
the word is up for negotiation and subsequent turns
devote their attention to negotiation of word mean-
ing.

P1: I’m anti-sexist, which means that I’m against
sexism in society. Ask me anything!

P2: What do you mean by the concept of ”sex-
ism”?

P1: That people are treated differently because of
their gender.

Note that there needs to be a meta-linguistic shift
that turns the focus of the conversation from being
on topic to being on language in order for any con-
versation to turn into a WMN sequence. This shift
is invited in the second turn, and the shift occurs
in the third turn. On this basis, Myrendal (2015)
develops a taxonomy of dialogue acts utilised by
participants in WMN sequences. (Only selected
parts of the taxonomy are presented here.)

• Explicification is a dialogue act used to intro-
duce a definition-like component to the nego-
tiated trigger word.

• Exemplification is a dialogue act that pro-
vides examples of what the trigger word can
mean, or usually means, in a situation other
than the current discussed situation.

• Contrasting is a dialogue act that positions
the trigger word against another word, typi-
cally highlighting a similarity or difference
between the two contrasted words.
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• Meta-linguistic clarification requests are
used to elicit more information about the per-
ceived meaning of the trigger word.

Myrendal offers some quantitative results about
the frequency of WMNs in online discussion fo-
rums, but these results are conditioned by the spe-
cific methods used to detect WMNs, and limited
to Swedish discussion forum data. In the present
project, we wish to take a more comprehensive ap-
proach to finding and classifying WMN sequences,
thus enabling stronger quantitative claims.

We have previously have worked on formalisa-
tion of the WMN strategies identified by Myrendal,
describing how they relate to updates of speakers’
takes on meanings (Larsson and Myrendal, 2017;
Noble et al., 2019). The present project will pro-
vide a large scale formal description of WMNs and
their effect on word meanings.

6 Project Description

We take a dialogical perspective on language
and communication in which linguistic meaning
is viewed as a collaborative and interactive ac-
complishment between interlocutors (Clark, 1996;
Linell, 2009). From this perspective, words possess
flexible semantic qualities ("meaning potentials")
that can be used in and across contexts to create
situated meaning (Norén and Linell, 2007).

Methodologically, we will use a mix of meth-
ods to capture the complexities of the WMN phe-
nomenon: corpus linguistics, quantitative analysis,
and qualitative analysis (including formalisation).
More precisely, we will use the following methods:

• Collecting a corpus of relevant social media
and spoken interactions

• Identifying, classifying and annotating
WMNs

• Developing automatic methods for detecting
and classifying WMNs

• Quantitative analysis of WMNs
• In-depth qualitative analysis

The project is divided into four work packages, as
follows:

WP1: Corpus collection: We will select rele-
vant data of Swedish and English in interactive set-
tings. Potential WMN sequences will be identified
and retrieved using search expressions identified
in previous research. While the precise search ex-
pressions will of course differ between languages,
we expect similar overall patterns to occur in both

Swedish and English. Table 1 presents preliminary
results categorising dialogues retrieved from the
spoken BNC with this method.

WP2: Detection and annotation Based on the
analysis of dialogue acts involved in WMN in
Myrendal (2015) and Noble et al. (2019), we are
currently developing an annotation schema along
the lines of Allen and Core (1997). The schema
will go through a cycle of reliability testing and ad-
justment until satisfactory levels of reliability and
depth of analysis have been reached. Data will be
annotated by students who have received a brief
explanation of the coding schema.

We will also develop and evaluate new tech-
niques for detection and classification of WMN se-
quences. This work will build on Myrendal (2015)
and on work on automatic detection of miscom-
munication related phenomena in dialogue (Purver
et al., 2018). We will also be trying out LLMs on
the task of detecting and classifyinng WMNs.

WP3: Quantitative analysis This WP aims to
answer fundamental questions such as how com-
mon WMNs are. Using annotated corpus materials,
we will investigate the overall frequency of WMNs,
the relative frequency of the different negotiation
strategies, and the dependence of these frequen-
cies on contextual factors such as the type of social
media platform and the general orientation of the
forum. Some very preliminary frequency results
from the BNC are shown in 1.

WP4: Qualitative analysis For the analysis of
WMN strategies, we will use qualitative methods of
interaction analysis influenced by and adapted from
CA Hutchby and Wooffitt (2008).We will also con-
tinue work on formalisation of how various WMN
strategies relate to updates of speakers’ takes on
meanings, using TTR (Cooper, 2023) which en-
ables capturing rich dynamic meanings. In addi-
tion to providing detailed analysis, formalisation
is a first step towards implementation of WMN
capabilities in artificial agents (Schlangen, 2016).

Finally, we will explore how WMNs are con-
nected to rhetorical argumentation, by examining
to what extent and in which ways topoi play a role
in WMNs (Breitholtz, 2020). Breitholtz suggests
that the interpretation of word meaning is closely
connected to reasoning where participants draw on
topoi, rules of thumb for reasoning. We will ex-
plore the idea that topoi provide a link between
WMNs and argumentation.
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Abstract

Prosodic salience is a heuristic based on word-
level prosody in child-directed speech that is
thought to serve as a cue for attentional fo-
cus. It has been used in the context of robotic
language acquisition to extract the contextu-
ally most relevant words from a human tutor’s
speech to ground them in a robot’s sensorimo-
tor data. However, the pipeline for perform-
ing word-based prosody-recognition operated
in a semi-automatic manner and required sub-
stantial manual effort. We describe our efforts
to automate the existing pipeline by including
real time prosody recognition, and a modern
speech recognition and forced alignment model.
The intention is to enable its use in real time
for human-in-the-loop robotic language acqui-
sition and other socially driven forms of online
learning.

1 Introduction

Prosodic salience is a measure calculated from a
speech signal’s pitch, energy, and duration features,
and can be used to identify the most relevant words
of an utterance produced by caregivers in child-
directed speech.

This heuristic has demonstrated use in robotic
language acquisition (Saunders et al., 2011, 2012),
and can facilitate a more effective language learn-
ing process for robots, drawing on insights from
how human children acquire language.

It has been used as part of the ITALK project
(Broz et al., 2014) to learn the names of, and inter-
actions with, objects based on human tutors’ lin-
guistically unconstrained speech when trying to
teach the robot the names of various objects after
having been told to speak to the robot as if it were
a 2-year old child.

Further research was performed by (Förster et al.,
2011; Förster et al., 2019) demonstrating that nega-
tion words, such as “no”, are prosodically salient
which may explain why it is typically amongst the

first 10 words in English-speaking children’s early
active vocabularies (Fenson et al., 1994).

While the previous work shows prosodic
salience to be useful for word-level language ac-
quisition in developmental robotics, it may have a
wider potential in speech interfaces. For instance,
it might be used within dialogue systems in gen-
erating different responses depending on whether
some word was produced meekly or with strong in-
tonation - think of the difference between a meekly
uttered “no” and a vehemently shouted one.

However, for word-based prosody recognition,
features must be aligned accurately to the correct
segment of the speech signal that is representative
of the word. For prosodic salience, this meant that
a large quantity of manual effort was required in the
past from human transcribers marking word bound-
aries (e.g. Saunders et al., 2011, 2012; Förster et al.,
2011; Förster et al., 2019). Hence for any meaning-
fully large corpus to be processed by this method,
it would need to be scaled up by automating the
alignment process with speech processing methods
and speech recognition models.

The present paper describes our efforts to
automate the existing semi-automatic prosody-
processing pipeline.

2 Background

2.1 Child-Directed Speech and Language
Acquisition

Child-directed and infant-directed speech (CDS
and IDS respectively) are marked out by a number
of modifications compared to adult-directed speech,
that have been hypothesized to be conducive to hu-
man language acquisition. While not all of these
modifications are present in all languages, they typ-
ically include an overall higher pitch, exaggerated
intonation contours, a focus on topics relating to
physically co-present objects or events, and im-
portant words being placed at an utterance-final
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position (Clark, 2009, chap. 2). Moreover, objects
words have been observed to be pronounced rela-
tively loudly (Saxton, 2017, chap. 4). While most
of these observations characterise CDS and IDS
on a general level, Soderstrom (2007) hypothesises
that in IDS some of these acoustic modifications
are performed on a word-level to aid the infant in
both segmenting an utterance and singling out a
target word.

In the context of robotic language acquisition
and for the purpose of symbol grounding, based
on the aforementioned features of CDS, Saun-
ders, Lehmann, Sato, and Nehaniv (2011), oper-
ationalised word-based prosodic salience (cf. sec-
tion 3). This was done to identify and extract
prosodically salient words from an utterance pro-
duced by a human tutor when speaking to a child-
like humanoid robot. Here, the prosodic salience
of a word is identified as the product of a word’s
normalised pitch, energy, and duration values.

2.2 Human-in-the-Loop Real-time
Reinforcement Learning

Senft et al. (2019) created an implementation for
a reinforcement learning agent that learns from so-
cial feedback in an education setting. The reward
signal the robot learned from was in the form of
corrective feedback via a human manually press-
ing buttons to reward, punish, or manually initiate,
actions. Because the teacher must consciously pro-
vide explicit feedback to the robot, their workload
did not sufficiently decrease over time.

Belpaeme et al. (2018) express that the use of
explicit signals in these cases acts as a proxy for nat-
urally expressed implicit social signals. As some of
these signals are typically embedded within speech,
they contend that speech processing technology
presented a bottleneck in their study preventing
them from using such implicit speech-based social
signals.

Prosodic salience is an example of such implicit
social signals and similarly suffers from this bottle-
neck because of its reliance on the temporal align-
ment between the lexical level and the audio signal.

2.3 Forced Aligners

Forced alignment (FA) is the process of aligning
a transcript to an audio signal. The traditional ap-
proach to forced alignment makes use of Hidden
Markov Model (HMM) based automatic speech
recognition pipelines, where statistical methods are

used to model the probability distributions of pho-
netic units and to align the audio with the text.

Whilst traditional speech recognition models
have largely been surpassed by attention based
models such as (Baevski et al., 2020) and (Rad-
ford et al., 2023), attention based forced aligners
haven’t improved performance as significantly. For
instance, NeuFA (Li et al., 2022) only marginally
improves on the HMM based Montreal Forced
Aligner (MFA) (McAuliffe et al., 2017) and Whis-
perX (Bain et al., 2023) simply performs worse.

3 Methods

3.1 Prosodic Salience Pipeline

The prosodic salience estimation pipeline (Saun-
ders et al., 2011) is as follows:

1. Transcribe the speech signal
2. Align the transcription
3. Split words into groups of utterances
4. Estimate the mean pitch and mean energy fea-

tures of each spoken word
5. Estimate salience
6. Create a lexicon using the most salient words

of each utterance
7. Ground sensorimotor experience with lexical

units.
Originally steps 1, 2, and 3 were performed

semi-automatically with human correction, with
transcription alignment comprising the majority
of manual effort from human transcribers. To
automate these processes, we used Deepgram’s
Nova model (Deepgram, 2024) through an API call,
which automatically produces a transcript, word
boundaries, and utterance boundaries.

Additionally, step 4 relied on the Prosodic Fea-
ture Extraction Tool (PFET) (Huang et al., 2006),
to calculate the relevant pitch, duration and energy
features. However, as it was built on top of Praat
(Boersma and Weenink, 2024), it was designed as
an analysis tool, and has limited capabilities for
full automation and real time execution.

To automate this process, we use OpenSMILE
(Eyben et al., 2010) which is a highly configurable
open source toolkit for signal processing and audio
feature extraction. Comparitively, it has real time
execution capabilities, and can be fully automated.

The calculation for estimating prosodic salience
(or step 5), which is independent of the pipeline,
is as follows: for a given word Wi of an utterance
U , with U = [W1, . . .Wn] , the word-based mean
pitch, energy, and duration are scaled with respect
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to the maximum word-based mean value of the
respective measure within U (p = pitch, e = energy,
d = duration, s = prosodic saliency).

p̂(U) = max({p(Wi) |Wi ∈ U}) (1)

ê(U) = max({e(Wi) |Wi ∈ U}) (2)

d̂(U) = max({d(Wi) |Wi ∈ U}) (3)

s(Wi) =
p(Wi)

p̂(U)
× e(Wi)

ê(U)
× d(Wi)

d̂(U)
(4)

For single word utterances, if the word’s pitch,
energy, or duration are larger than the first standard
deviation of pitch, energy, and duration for the
whole interaction session, then the word is also
marked as salient.

3.2 Analysis
Step 1: Test of partially-modified pipeline using
OpenSMILE To test the suitability of OpenS-
MILE to act as replacement for PFET, the modified
pipeline using OpenSMILE was compared against
the original pipeline using PFET by running them
on robot-directed speech (RDS) corpus of Förster
et al. (2019). For this corpus both manual transcrip-
tions and word boundary time stamps are avail-
able, such that no additional method to detect word
boundaries such as Deepgram is needed. Execut-
ing both pipelines yielded two sets of prosodically
salient words whose frequencies we subsequently
compared using Kendall rank correlation test.

Step 2: Test of fully-automated pipeline using
both OpenSMILE and Deepgram The fully-
automated pipeline was tested using Deepgram’s
Nova model which can generate both speech tran-
scripts and word boundary time stamps. Using
this pipeline, we generated a speech aligned tran-
script for the Newman-Ratner CDS corpus (New-
man et al., 2016). This corpus was chosen due to
the similarity of the two scenarios within which
both the Förster and Newman-Ratner corpora were
recorded. For reasons of data protection we were
not allowed to upload the Förster corpus into the
cloud-based Deepgram, hence the need for the
Newman-Ratner corpus. The utterance boundaries
and word alignments generated by Deepgram were
then used with the prosodic features generated by
OpenSMILE to calculate the duration, mean pitch,
and mean energy values for each word, followed by
calculating their prosodic salience. Subsequently
the prosodically most salient words, one per utter-
ance, were extracted for this corpus, and table of

word frequencies created (cf. section 4). Upon
reviewing the extracted words, we noticed an unex-
pected absence of object labels, which are known
to occur frequently in child-directed speech and
we would expect to be prosodically salient, as seen
in the Förster corpus. This necessitated additional
analyses to investigate the cause of the dissimilarity
between the two corpora.

Follow-up Analysis: Forced Aligners on RDS
Listening to the selected section of the audio record-
ings of the Newman-Ratner corpus made it clear
that the fully-automated pipeline had failed to pick
out the prosodically most salient words. After veri-
fying the correctness of the speech transcripts gen-
erated by Deepgram, two potential error sources
were identified: (1) a failure of OpenSMILE to
correctly calculate the different prosodic feature
values, for example due to noise or poor audio
quality, and (2) a failure of Deepgram to correctly
determine the word boundaries, leading to a mis-
alignment of transcript and audio recording.

Hence Deepgram’s alignment accuracy was
tested using a test audio file from the Förster corpus
and by comparing Deepgram’s word boundaries to
the human-generated baseline. The file was 193
seconds long, consisting of 181 words, of which
only 141 were used, as they were a part of an ut-
terance which contained a saliently predicted word
and therefore the most likely to affect the results.
To account for cases where more than one word
was produced by Deepgram, word alignments were
paired based on the closest match of start and end
timestamps. Algorithm 1 was used to quantify the
degree of misalignment.

Algorithm 1 Overlap Function a and b are time in-
tervals under comparison, specifying word bound-
aries as tuples, with a: ground-truth, and b: other
boundaries (here: generated by Deepgram).

1: function OVERLAP(a, b)
2: a_len← |a[1]− a[0]|
3: b_len← |b[1]− b[0]|
4: overlap ← min(a[1], b[1]) −

max(a[0], b[0])
5: missing ← a_len− overlap
6: extra← b_len− overlap
7: return (overlap,missing, extra)
8: end function

The overlap function calculates the overlap,
missing length, and extra length between two inter-
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vals a and b.

4 Results

4.1 Prosodic Feature Extraction
Step 1 The outcome of the analysis performed
in Step 1 is depicted in Fig. 1. Shown are the
relative frequencies of the top 10 most frequent
prosodically salient words of the Förster corpus for
both pipelines. The Kendall rank correlation test
yielded a τB = 0.86 (p <= .001), indicating a
large correlation.

Figure 1: Frequency of the 10 most frequent prosodi-
cally salient words by pipeline. The pipeline is identical
besides the prosodic feature extraction method. Meth-
ods compared are the originally used Chen and Harper’s
prosodic feature extraction tool (PFET) vs OpenSMILE.

Step 2 Table 1 depicts the 10 prosodically most
salient words as detected by the fully-automated
pipeline. Objects labels, dominating the list
of most-frequent prosodically salient words in
Förster’s RDS corpus are suspiciously missing here,
indicating a problem with the prosody detection.

Word Freq. Word Freq.
oh 1367 baby 457

yeah 1032 look 436
you 700 that 339
okay 669 what 240
no 665 see 238

Table 1: 10 most frequent prosodically most salient
words of the Newman-Ratner corpus by frequency of
occurrence over all participants as output by the fully-
automated pipeline.

4.2 Forced Aligners on Robot Directed Speech
Table 2 shows the total overlap, missing, and ex-
tra sections between the baseline word alignment
and the one generated by Deepgram when run on
the test audio file from the RDS corpus. Numeri-
cally, the missing and extra parts of audio account

for nearly the same portion as overlap. This is
catastrophic for prosodic salience estimation, as
word level prosody data can change frequently, and
nearly half of it is either erroneous or missing.

Category Time (seconds)
Overlap 34.021
Missing 14.366

Extra 15.678

Table 2: Totals for Overlap, Missing, and Extra, seg-
ments of audio for Deepgram’s prediction compared to
human aligned. Overlap represents the total time in sec-
onds where the time ranges agree. Missing represents
the portions of audio where the prediction undershoots
the word. Extra represents the portions of audio where
the predicted region overshoots the word.

5 Discussion

Our results indicate that word boundary detec-
tion as performed by forced aligners, still remains
an open problem when applied to child-directed
speech and with respect to word-based prosody
detection. We observed that once a boundary detec-
tion error occurs within an utterance, this type of er-
ror frequently propagates to the boundaries of sub-
sequent words in that utterance. This subsequently
renders word-based prosody detection difficult to
impossible. However, given a correct set of correct
word boundaries, current automatic prosody fea-
ture extraction tools such as OpenSMILE appear
to perform sufficiently well when compared semi-
automatic prosody processing methods involving
tools such as PRAAT. Because traditional FA per-
forms poorly in non-standard domains, settling for
a hybrid usage of HMM and attention models for
speech alignment appears to be insufficient. Purely
attention based forced alignment models hold some
promise for improvement.

Future Work Elsner and Ito (2017) posit that
forced aligners perform poorly on CDS due to
its atypical phonetics, resulting in what they call
“catastrophically aligned words”. In their work, a
Kaldi forced aligner was adapted to CDS by treat-
ing it as a domain adaptation problem. We hence
intend to tune NeuFA (Li et al., 2022) and similar
attention-based aligners to chosen CDS and RDS
corpora to adequately adapt it to the respective do-
mains.
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