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Abstract
Assessing word complexity in Italian poses sig-
nificant challenges, particularly due to the ab-
sence of a standardized dataset. This study
introduces the first automatic model designed
to identify word complexity for native Italian
speakers. A dictionary of simple and complex
words was constructed, and various configura-
tions of linguistic features were explored to find
the best statistical classifier based on Random
Forest algorithm. Considering the probabilities
of a word to belong to a class, a comparison
between the models’ predictions and human as-
sessments derived from a dataset annotated for
complexity perception was made. Finally, the
degree of accord between the model predictions
and the human inter-annotator agreement was
analyzed using Spearman correlation. Our find-
ings indicate that a model incorporating both
linguistic features and word embeddings per-
formed better than other simpler models, also
showing a value of correlation with the human
judgements similar to the inter-annotator agree-
ment. This study demonstrates the feasibility of
an automatic system for detecting complexity
in the Italian language with good performances
and comparable effectiveness to humans in this
subjective task.

Keywords: complex word identification, Ital-
ian language, lexical complexity.

1 Introduction

Identifying the complexity of a word is a very chal-
lenging process that requires a series of linguistic
reflections intertwined with the concept of com-
plexity itself (Pallotti, 2015). While humans can
intuitively perceive word simplicity, translating this
intuition into quantitative parameters for automatic
systems is challenging.

The task of Complex Word Identification (CWI)
aims to pinpoint those words that may pose de-
coding challenges for certain readers due to a va-
riety of linguistic features (Shardlow, 2013). The

concept of linguistic complexity indeed is closely
intertwined with the readability and accessibility
of texts (Chen and Meurers, 2019). Recognizing
complex words is crucial, not only for readers with
learning difficulties, such as dyslexia or aphasia
(Stajner, 2021; De Hertog and Tack, 2018), but
also for native speakers, since understanding word
meanings is fundamental for comprehension (Car-
roll et al., 1998). Studies related to CWI have seen
a significant increase in recent years, either as a
part of lexical simplification systems (Saggion and
Hirst, 2017), or as an independent task, promoted
by several shared tasks (Paetzold and Specia, 2016;
Yimam et al., 2018; Shardlow et al., 2021). In the
latter case, it is very useful for the development
of systems aiming at facilitating foreign language
acquisition, creating reading tools for individuals
with limited linguistic skills, and enhancing acces-
sibility for native speakers (Gooding and Kochmar,
2018, 2019). Despite the importance of CWI, the
development of such systems has been limited to a
few languages, mainly due to the scarcity of neces-
sary linguistic resources and the high costs associ-
ated with their development (Štajner et al., 2022).

To the best of our knowledge, there have been
no studies directly addressing the CWI in the Ita-
lian language, even though research has focused
on text simplification (Brunato et al., 2022). The
absence of requisite databases classifies Italian as a
‘low-resource language’ for this specific task. The
main contribution of this article is to propose the
first automatic system to identify lexical complex-
ity specifically designed for native Italian speakers,
motivated by educational concerns (ISTAT, 2021)
and the need to understand perceived complexity
under typical conditions. We created a dataset of
individual lexical entries, labelled as simple or com-
plex (3.1) and selected various linguistic features
(3.2), through which a classifier system could be
trained in a supervised setting (3.3). Our approach
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is dictionary-based and context agnostic (Billami
et al., 2018; Baeza-Yates et al., 2015). We consi-
dered the probability of each item belonging to a
certain class as the prediction of word complexity.
Finally, the system was validated against a dataset
containing human judgements regarding the per-
ceived complexity of selected words (3.3).

2 Related Work

Recent investigation in CWI focused on the devel-
opment of statistical classifiers that can accurately
assign lexical items to specific complexity classes
based on labelled data (Paetzold and Specia, 2016;
Yimam et al., 2018). Classification systems typ-
ically utilize feature-based approaches or neural
networks with word embeddings to enhance pre-
diction accuracy (Aroyehun et al., 2018). Most
CWI studies classify word complexity in two pri-
mary ways: binary classification, labeling words
as either simple or complex (0-1), and continuous
classification, where words receive a complexity
score on a continuum from very simple to very
complex. In recent years, it has become more com-
mon to use Lexical complexity prediction name
to refer to the latter (North et al., 2023). Among
the statistical classifiers, Support Vector Machines,
Decision Trees, Random Forests, Logistic Regres-
sion, and Recurrent Neural Networks have been
prominently used (Yimam et al., 2018; Shardlow
et al., 2021).

For the Italian language, the few studies con-
cerning lexical simplification (Tonelli et al., 2016;
Brunato et al., 2015) have overlooked this task
deemed crucial for the proper execution of sim-
plification (Shardlow, 2014). The words to be sim-
plified were selected exclusively on the basis of
the frequency parameter (Brunato et al., 2022) re-
lying on Nuovo Vocabolario di base (De Mauro
and Chiari, 2016), which is a fundamental lexicon
for the Italian language, comprising approximately
7,000 selected words. This approach poses signifi-
cant limitations, as words outside this vocabulary
are often prematurely considered complex, and po-
tential substitutions are restricted to those within
the same lexicon. This approach does not take into
account the nuanced and multifaceted nature of lin-
guistic complexity, so relying on a single measure
such as frequency can lead to oversimplification
(Bott et al., 2012): frequency is strongly linked to
the reference corpus used to calculate it.

3 Methods

In this study, we developed a binary classification
system using a dataset of isolated words, created
due to the absence of comprehensive resources for
the CWI task. Recognizing that word complexity is
intrinsically context-dependent and that complexity
itself is a gradient, our approach was constrained by
resource limitations. The creation of a large-scale
dataset capable of training models with nuanced
human judgments in context would require signifi-
cant time and resources. Consequently, we opted
for a more manageable solution by employing a
word list, which is computationally ’small and eas-
ily tractable’ (Kilgarriff et al., 2014: 124). This
choice was motivated by its ability to provide rep-
resentative data for our purpose. The decision to
adopt binary classification reflects not only these
practical constraints but also avoids the subjectivity
inherent in gradual classifications without exten-
sive contextual data. This pragmatic approach aims
to establish a foundational methodology that can
be expanded as more comprehensive data become
available.

We selected various linguistic features to char-
acterize the complexity of our items. From these
features, our model learned to predict the complex-
ity classification and the likelihood of a word be-
longing to a particular class. While it is recognized
that the probability of a target word being classified
as simple or complex does not directly predict its
degree of complexity (North et al., 2023), the con-
tinuous probabilistic values generated by our model
provide valuable insights into the nuanced nature
of word complexity. These probabilistic values re-
flect the uncertainty inherent in the classification
process: higher probabilities indicate a stronger
likelihood that a word has intricate linguistic prop-
erties, whereas lower probabilities suggest simpler
linguistic structures. These predicted values can
then be compared with complexity assessments de-
rived from human judgments, which serve as our
gold standard. This methodology helps bridge the
gap between objective classification and subjective
perception, enhancing our understanding of lexical
complexity.

3.1 Dataset

Recognizing the importance of context in the do-
main of complexity perception, our approach was
limited by the absence of an available dataset for
the CWI task. As a result, we opted to build a list
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of words for the purpose of training an automatic
complexity classification system. The word selec-
tion was not based on frequency parameter, but on
a series of heuristics aimed at minimising personal
bias in the selection of lexical items. Considering
the challenges in defining complexity (Miestamo
et al., 2008), we decided to classify as simple all
words that should be known or learned by Italian
L2 learners, as outlined in levels A1-B1 of the
Common European Framework of Reference for
Languages (CEFR) (Council of Europe, 2001). The
selection of these words was made by exploring
various linguistic resources developed and/or used
for teaching Italian to non-native speakers.

Merlin Corpus (Wisniewski et al., 2013; Boyd
et al., 2014) This corpus is a linguistic resource
aimed at exploring texts produced by L2 students
for Italian, Czech, and German languages. The Ital-
ian section includes 813 texts, each associated with
specific CEFR levels by professional evaluators
and featuring metadata related to various linguistic
levels. We specifically selected texts with metadata
corresponding to the ’Vocabulary Range’ from lev-
els A1 to B1. We extracted all forms and manually
corrected any orthographic errors, recognizing that
this corpus also serves as a representation of the
errors made by the writers. Despite these graphi-
cal errors, we opted to include ‘wrong’ words as
they are undoubtedly familiar to the writers, who
employ them in their writing.

Kelly (Kokkinakis and Volodina, 2011) This re-
source was developed as part of the European Kelly
project, aimed at creating vocabularies for nine
languages, including Italian. The Kelly word list
reflects modern usage and captures the core vocabu-
lary of each language, selected through an objective
process based on corpus analysis and pedagogi-
cal criteria. Words were categorized across levels
based on daily themes deemed essential by the
CEFR. This categorization guided their inclusion
in our study due to their alignment with established
language proficiency standards.

ELI: vocabolario illustrato junior (ELI Pub-
lishing Group, 2020) This dictionary is designed
for a target audience of young students, presenting
basic vocabulary ranging from levels A1 to A2, us-
ing graphical representations to link images with
words effectively. It organizes 936 words into 45
themes relevant to everyday contexts. We chose
this tool because it targets a beginner audience,

suggesting that the included words are widely rec-
ognized within the native speaking population.

Word lists identified by University for Foreign-
ers of Perugia 1 The University for Foreigners of
Perugia offers a range of open-access resources es-
sential for teaching Italian to foreign learners. We
focused on the section relating to the lexical lists
for each level from A1 to B2, developed through
extensive validation by linguistic and pedagogical
experts. After downloading these lists, we removed
additional details such as word index numbers and
grammatical descriptions.

To these resources, purely related to L2 teaching,
we added

Varless (Burani et al., 2001; Barca et al., 2002)
This resource includes a list of simple Italian nouns
accompanied by various lexical and sub-lexical
variables such as age of acquisition, familiarity,
concreteness, and frequency metrics. These vari-
ables significantly affect how words are perceived
by speakers, with early-acquired words being rec-
ognized and named more rapidly and accurately.
We included this resource because the words are
classified as simple based on their acquisition and
familiarity profiles.

The integration of these resources involved the
exclusion of common vocabulary, multi-word ex-
pressions (which are not within the scope of this
paper), and the normalization of word forms to their
respective reference lemma. This process yielded a
consolidated list comprising 5,382 lemmas.

It was not feasible to apply the same criterion in
selecting complex words, as digital resources avail-
able for levels B2-C2 are limited and primarily
focus on pragmatic aspects of the language. There-
fore, for complex words, a dictionary containing
words defined as difficult or truly difficult in the
Italian language was utilized.

Dizionario delle parole difficili e difficilissime
(Vallardi, 2016) This dictionary comprises Italian
words that are arcane, remote, or enigmatic, and
seldom used in colloquial, television, or journal-
istic contexts. It spans various domains such as
literature, science, and technology, serving as a
repository of linguistic richness and cultural her-
itage. From its approximately 13,000 lemmas, we
carefully selected about 8,000 terms for our dataset
to ensure sample balance and integrity.

1https://www.unistrapg.it.
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The final dataset consists of a list of words la-
belled as simple (0) or complex (1), comprising
13,319 lemmas distributed between the two cat-
egories as follows: 5,382 simple lemmas; 7,937
complex lemmas.

3.2 Features
Defining the linguistic features for identifying lexi-
cal complexity is critical, involving several interre-
lated aspects (Collins-Thompson, 2014). The selec-
tion of features is based on their strong psycholin-
guistic evidence, which significantly impacts the
perception of complexity. These features are calcu-
lated using both the word form and its lemma, with
lemmatization performed using the Italian SpaCy
model2. Given their general applicability and the
robust psycholinguistic backing, these measures
are particularly suited for our target population of
native Italian speakers.

Frequency Frequency appears to be the predom-
inant and essential parameter in all approaches to
CWI, supported by various pieces of psycholin-
guistic evidence (Segui et al., 1982). For instance,
frequency is significant for gauging familiarity with
a term. We used two reference corpora to calcu-
late frequency, aiming to reduce bias from corpus
composition. The first corpus we considered is
the ItWac corpus (Baroni et al., 2009), that is a 2
billions word corpus, created from the web. The
other is Subtlex-it (Crepaldi et al., 2015), a word
frequency list based on movie and tv show subti-
tles for approximately 520,000 Italian word-forms.
For both, we calculated the row frequency for each
lemma, representing the number of occurrences
within the corpus. The two frequencies are treated
separately and the values were converted into base
10 logarithmic scales, returning 0 if before normal-
ization frequency value was 0.

3.2.1 Surface Features
We considered some surface linguistic parameters
that are crucial from a psycolinguistic standpoint
(Perfetti et al., 2001) because they significantly
affect reading and decoding times:

Word lenght The number of characters in the
word.

Syllable count The number of syllables of the
word calculated using Pyphen3.

2https://spacy.io/models/it#it_core_
news_sm.

3https://pyphen.org/.

Vowels count The number of vowels presented in
the word. This feature was determined by iterating
through each character in the word and checking
if it corresponds to any vowel, including accented
characters. Notably, we included vowels typical of
the Italian language in our analysis.

3.2.2 Linguistic features
In addition to the superficial characteristics of
words, it is necessary to carry out deeper analyses
concerning the types of words and the meanings
attached to them.

Stop words Recognizing whether a word is a
stopword is crucial for determining its complexity.
Stopwords, such as articles, prepositions, and con-
junctions, are frequently encountered and widely
understood by readers. Therefore, identifying
whether a word is a stopword provides insights into
its familiarity and ease of comprehension. This
measure was computed using SpaCy.

Number of senses We assessed the number of
senses for each lemma using the ItalWordNet
(Roventini et al., 2000). This analysis helps clarify
the semantic complexity of words by revealing how
many different meanings a word can have, indicat-
ing its potential to cause decoding ambiguities for
readers.

3.2.3 Morphological Features
We selected features related to word morphology,
crucial for defining lexical complexity. Most of the
morphosyntactic information we have for Italian
language from existing corpora or from readability
measures concerns the class to which words belong.
Beyond this, we incorporated details about internal
structure of the word (Baerman et al., 2015).

POS-tag We categorized the lemma into prede-
fined POS labels, assessing the presence or absence
of each label using a list. The provided method it-
erates through the lemma, assigning a value of 1 to
the corresponding POS label if matched, otherwise
0. Using SpaCy, we predicted the POS labels while
consolidating certain subcategories into broader
groups to simplify analysis. We merged ‘VERB’
and ‘AUX’ into a category ‘VERB’, ‘NOUN’
and ‘PROPN’ into ‘NOUN’, and ‘CCONJ’ and
‘SCONJ’ into ‘CONJ’.

Number of morphemes We calculated the num-
ber of morphemes, the smallest units of meaning,
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that composed the word. In this way, we can pro-
vide indications about the amount of information
readers must decode to understand the term they
are facing (Brezina and Pallotti, 2019). Italian is
an inflected language (Grandi, 2011) that employs
inflection, derivation, and composition to modify
words. The number and type of morphemes in a
word are crucial indicators of its complexity; for
instance, a derived word is more complex than a
simple one, as it contains more elements to decode
(Rastle and Davis, 2003).

felice is simpler than infelice

The adding of the prefix in- to the base form
leads us to decode the meaning of felice (happy)
to which a negation is added. For this reason, we
could argue that the word infelice (unhappy) is
marked compared to felice and increases its degree
of complexity. To calculate the morphological com-
position of a word, we used a Convolutional Neural
Model4 trained on an Italian hand-checked dataset5

to obtain an automatic morphological segmenta-
tion.

Morphological Density This measure quantifies
morphological complexity at the word level (San-
dra, 1994; Manova et al., 2020), defined as the
ratio of the number of morphemes to word length.
It helps analyze a word’s structural complexity, in-
dicating how densely packed it is with meaningful
units. A higher morphological density suggests a
more complex word, with many meaningful units
condensed into a shorter length, possibly making
it more challenging to comprehend. Lower den-
sity, conversely, implies simpler and potentially
easier-to-understand words.

Frequency of lexical morpheme We determined
the frequency of the lexical morpheme that most
conveys the meaning of the word (Amenta and
Crepaldi, 2012). Employing our morphological
segmentator on the ItWac corpus, enabled us to
dissect the word into segments and aggregate the
frequencies of individual morphemes. The use of
lexical morpheme frequency as a complexity indi-
cator is based on the idea that even if a word is un-
familiar as a whole, its component morphemes may
be common in the language and more recognizable

4https://github.com/AlexeySorokin/
NeuralMorphemeSegmentation/tree/master.

5The details of the implementation of this system and
the database used will be discussed in a forthcoming paper
currently in preparation.

(Colé et al., 1997). Such words are inherently more
relatable to familiar concepts due to the frequent
occurrence of their constituent morphemes. Lever-
aging the familiarity of these morphemes enhances
the transparency and interpretability of the word’s
meaning. We adopted the longest splitting mor-
pheme as the lexical one, as this heuristic aligns
with many cases in Italian, acknowledging that
there are exceptions to this rule. Additionally, the
frequency values have been logarithmized to facili-
tate analysis.

Word Embedding We utilized pre-trained word
embeddings from FastText for Italian (Joulin et al.,
2016, 2017), which provides word vector represen-
tations with 300 dimensions. The model used in
our study was trained on Wikipedia and Common
Crawl datasets6. These embeddings provided vec-
tor representations for each word in our dataset,
primarily comprising isolated items, allowing us to
incorporate contextual features into our analysis.

3.3 Models
We evaluated the performance of a clas-
sifier built using Random Forest (Breiman,
2001) implemented with the scikit-learn
library (Pedregosa et al., 2011). Specifically,
we utilized the RandomForestClassifier
module provided by scikit-learn7. To assess
the classifier’s performance, we employed 12-fold
cross-validation over the training data. We selected
different configuration of features to understand
which model is the best in prediction 8 after train-
ing and to comprove that only one frequency value
is not enough for an efficient prediction:

1. Frequency model, that utilizes the two param-
eters related to Frequency in 3.2.3.

2. Feature-based Model, that leverages the
eleven linguistic features discussed above (fre-
quencies, surface, linguistic and morphologi-
cal features presented in 3.2.3).

3. Embedding Model, that utilizes only pre-
trained word embeddings (Word embedding
paragraph in 3.2.3).

6https://fasttext.cc/docs/en/
crawl-vectors.html.

7https://scikit-learn.org/stable/
modules/generated/sklearn.ensemble.
RandomForestClassifier.html.

8For further practical details concerning the best perform-
ing model, the source code, and the resources used, interested
parties are encouraged to directly contact the author via email.
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4. Total model, that integrates both feature-based
and embedding-based features.

These models were trained and evaluated on
the dataset presented in Section 3.1, consisting of
13,319 words. To establish a robust evaluation, we
employed the train test split function
from scikit-learn to partition the dataset into
training and testing sets. The split allocated 70% of
the data for training, amounting to approximately
9,000 words, while the remaining 30% (about
4,000 words) was reserved for testing. We shuffled
the data before splitting to mitigate any bias, and
subsequently instantiated a Random Forest Clas-
sifier model with the random state set to 42 for
reproducibility. For performance evaluation, each
model underwent rigorous assessment on four key
parameters: Accuracy, Precision, Recall, and F1
Score on the test set. These metrics are commonly
employed to evaluate the performance of classifica-
tion systems (North et al., 2023) (results in Section
4.1).

3.4 External validation

After validating our models on the original test set,
we extended our evaluation by testing the models
on an external resource. This dataset9 consists of
600 sentences, in each of which a target word was
identified. For each word, we gathered a minimum
of 10 human judgements regarding the complexity
level of the target for a generic native speaker of
Italian. The data were annotated exclusively by
native speakers, that had the task of assigning a
level of complexity to each target word, using a
Likert scale ranging from 1 to 5:

• 1: very easy - Words which are very familiar

• 2: easy - Words which are mostly familiar

• 3: neutral - When the word is neither difficult
or easy

• 4: difficult - Words which you are unclear of
the meaning, but may be able to infer from the
context

• 5: very difficult - Words that are very unclear.

This dataset was built as a resource of lexical
complexity prediction; for information on how the

9https://github.com/MLSP2024/MLSP_
Data/.

dataset was constructed and annotated, please re-
fer to (Shardlow et al., 2024). This resource rep-
resents our gold standard. For each target word,
the average score between annotations was used a
single human-derived complexity value that was
compared with our models predictions. We trans-
formed the values from a range of 1 to 5 to a scale
of 0 to 1 using the min-max normalization (Abdi,
2007). This normalisation aligns the data with
our model’s output range (between 0 and 1), fa-
cilitating effective analysis and consistent evalua-
tion of model performance. The validation metrics
normally used to evaluate lexical prediction sys-
tem performance (North et al., 2023) are Pearson
Correlation, Spearman’s Rank, mean absolute er-
ror, and mean squared error (Hastie et al., 2009).
We calculated these measures evaluating the rela-
tions between our predictive model outputs (we
excluded the model with the lowest performance)
and the aggregated human judgements (results in
Section 4.2). We conducted a further analysis by
comparing the predictions of the best model with
the level of inter-annotator agreement (Artstein,
2017) observed in our resource. While the ini-
tial comparison provided valuable insights into the
model’s performance against a consolidated human
judgement, assessing its agreement with multiple
human annotations offers a more comprehensive
understanding of its effectiveness. The choice of
agreement measure depends on the data nature and
and the objectives of the study. Since our data
are ordinal, with complexity values ranging from
1 to 5, we chose to use Spearman correlation to
calculate agreement and not kappa (Rau and Shih,
2021), which is more suited for nominal or categor-
ical data. The Spearman correlation is suitable for
ordinal variables as it accounts for the rank order of
values without assuming a linear relationship, offer-
ing greater flexibility in measuring agreement. Fur-
thermore, it is particularly adequate in cases where
the order of the values is significant, but no specific
assumptions can be made about the distribution
of the data or the uniform intervals between the
categories. Our annotation task involved ordinal
ratings, where the magnitude of difference between
ratings carries significance, thus making this mea-
sure a more appropriate choice for assessing agree-
ment. The Spearman correlation coefficients were
calculated using the spearmanr function from
the scipy.stats module by iterating through
combinations of annotator pairs. After calculat-
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Model Accuracy Precision Recall F1
Frequency based 0.8826 0.8995 0.9214 0.9103

Feature based 0.9006 0.9137 0.9346 0.9243
Embedding model 0.8943 0.9055 0.9289 0.9170

Total model 0.9149 0.9237 0.9466 0.9350

Table 1: Classifier results

ing the correlation coefficients, we computed the
overall average correlation coefficient across the
entire dataset. We operated in the same way with
the results of our best model. We also treated our
model’s predictions as an additional annotator to
calculate its agreement with all human judgments.
The final value is the result of the average of corre-
lation values of our model with all the single value
of complexity defined by annotators. The compari-
son between the two values is reported in Section
(4.3).

4 Results and discussion

4.1 Model results on classification

The calculated performances of the four models on
the test set are reported in Table 1. The Total Model
showed the best performances across all valida-
tion metrics, outperforming not only the simplest
model based on frequency but also the more com-
plex Feature-based and Embedding-based models.
The Frequency-based model, even if inferior to the
others, still demonstrated acceptable performance,
thus highlighting the key significance of frequency.
However, a model exclusively based on frequency
has a key limitation: words that are not represented
in the corpus considered will be labelled as com-
plex with a probability of around 0.99. Thus it
is essential to include more words classification
features in the training of the model. The Feature-
based Model and the Embedding Model exhibit
comparable performance across various evaluation
metrics. However, it is crucial to recognize the
underlying differences in their methodologies and
interpretability. The Feature-Based Model provides
a transparent framework enabling granular analysis
of the impact of individual features on prediction.
This transparency facilitates the identification of
specific features that contribute significantly to the
model’s predictive performance. In contrast, the
Embedding model operates on distributed represen-
tations of words in a highly dimensional semantic
space, making it inherently more opaque and dif-

ficult to interpret. The Total Model, thanks to its
adeptness in harnessing the respective strengths of
each method, shows superior performance due to
its capacity to leverage not only the linguistic fea-
tures we selected but also the connected semantic
representations in word embeddings.

4.2 Model results on complexity prediction

In Table 2, we reported the results of our models in
comparison with the gold standard dataset, contain-
ing the human annotations. These results provide
insights into the effectiveness of our models in pre-
dicting complexity, with the Total Model demon-
strating again an overall superior performance com-
pared to the others. Pearson’s Correlation evaluates
the linear relationship between predicted and ac-
tual complexity values, indicating the strength of
this relationship. For the Total model, the Pearson
Correlation is 0.5503, demonstrating a relatively
strong linear relationship between predicted and
actual values. On the other hand, Spearman’s Rank
assesses the monotonic relationship between pre-
dicted and actual complexity values, regardless of
linearity. The Total model achieved a Spearman’s
Rank of 0.5528, indicating a strong monotonic rela-
tionship between predicted and actual values. The
two correlation coefficients are quite similar, sug-
gesting that the model performs well in capturing
both linear and non-linear trends in complexity pre-
diction. Mean Squared Error (MSE) measures the
average squared difference between predicted and
actual complexity values, with lower values indi-
cating better performance. For this parameter the
Embedding Model shows a slightly lower value
than the Total Model. Similarly, Mean Absolute
Error (MAE) calculates the average absolute differ-
ence between predicted and actual complexity val-
ues. The Total model achieved a MAE of 0.2393,
suggesting that its predictions are closer to the true
complexity values. Despite the slightly lower MSE
for the Embedding model, the Total model still
demonstrates superior performance overall, as ev-
idenced by its higher correlation coefficients and
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Model Pearson Correlation Spearman’s Mean squared error Mean absolute error
Feature based 0.5331 0.5403 0.1231 0.2718

Embedding model 0.4762 0.4752 0.0927 0.2482
Total model 0.5503 0.5528 0.0965 0.2393

Table 2: Results of models on complexity prediction

System agreement Spearman’s Rank
Inter-annotation agreement 0.4196

Total Model agreement 0.4145

Table 3: Comparison between inter-annotator agreement
and model predictions

lower error metrics compared to the other models.

4.3 Comparison with inter-annotator
agreement

The comparison between the Spearman correlation
coefficients obtained from the assessments of hu-
man annotators and those derived from the predic-
tions of our best model reveals a notable similarity.
The results are reported in Table 3. Both values,
falling within the same range, demonstrate a sig-
nificant degree of agreement between the model’s
predictions and human evaluations. The close prox-
imity of these figures underscores the model’s pro-
ficiency in capturing the complexity assessed by
humans. These findings imply that there are oppor-
tunities for improvement both within our system
and in fostering increased inter-agreement among
human annotators, thereby potentially refining the
model’s ability to accurately capture the complexi-
ties inherent in the task.

5 Conclusions

In this study, we introduced the first system aimed
at identifying complex words within the Italian
language, marking the initial exploration of this
task for this linguistic domain.

The absence of specific datasets prompted us
to build a dictionary comprising approximately
13,000 words annotated for simplicity and com-
plexity. An appropriate selection of descriptive
features of word complexity made it possible to
train a classification model in different configura-
tions. We tested our models on a test set and on
an external dataset, containing human judgements
on word complexity, our gold standard. From the
different validation analyses we saw that the best

model is Total Model that integrates the linguistic
features with the word embedding.

We conducted a further analysis by comparing
the Total Model to our gold standard. This dataset
was annotated by multiple native Italian speakers
and for this reason we decided to calculate the
inter-annotation agreement and compared it with
model-human correlation. In this way we not only
validated the reliability of our dataset and the fi-
delity of our predictive model but also established
the basis for a meaningful comparison between
human and machine assessments.

Our analysis revealed that the average correla-
tion of each predicted value from our model with
the inter-annotator agreement falls within the same
range, suggesting that our system is as effective as
human judgment in subjective tasks such as this.
To enhance inter-annotator agreement and the ro-
bustness of our findings, future efforts will focus
on increasing the sample size and the number of
annotators. Expanding the sample size will cover a
broader lexical domain and provide a diverse set of
words and contexts, thereby improving the model’s
generalizability to unseen data. This broader cover-
age supports robust statistical testing and validation,
minimizing the influence of outliers. Incorporat-
ing more annotators is crucial for enriching the
diversity of perspectives in the evaluation process,
which is particularly important in subjective assess-
ments where personal experiences, linguistic back-
grounds, and individual biases might skew judg-
ments. A larger pool of annotators diminishes these
biases, fostering a balanced and representative con-
sensus on lexical complexity. Furthermore, this
approach allows for more detailed inter-annotator
agreement analyses, clearly highlighting areas of
consensus and disagreement. Together, these strate-
gies not only enhance the reliability of our anno-
tations but also improve the overall accuracy and
applicability of our model.

The main limitation of our approach resides in
the characteristics of the dataset we used to train
our models. Our dataset is composed by words
presented in isolation, thus disregarding crucial
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contextual cues essential for understanding word
meanings and disambiguation. We acknowledge
the critical role of context in complexity analysis
and recognize the necessity of incorporating spe-
cific contextual information where the target word
appears. Moving forward, our aim is to advance in
this direction by expanding effective datasets that
integrate contextual frameworks for training our
word CWI systems. Although challenges persist in
the field of CWI, our study lays some groundwork
for exploring this task for Italian and underscores
the potential of automated systems in this domain.

In the future, collaborative efforts and advance-
ments in building datasets and refining models will
be crucial for advancing the field and uncover-
ing new insights into language complexity. This
methodology could enhance the precision of read-
ability measures (Dell’Orletta et al., 2011), particu-
larly in terms of lexical range and lexical sophistica-
tion. Moreover, such a system can be an essential
component in a text simplification pipeline. By
identifying words that may pose comprehension
challenges, the system not only flags these words
for potential replacement but also assists in suggest-
ing simpler alternatives. This functionality ensures
that the replacements not only match the original
words’ meanings as closely as possible but also
contribute to a text that is overall easier to under-
stand.

While this study focuses on the Italian language,
the methodologies and models we have developed
have the potential to be adapted for other lan-
guages, especially those considered low-resource
in the context of computational linguistic tools.
By leveraging similar linguistic resources and ad-
justing the feature sets to accommodate language-
specific characteristics, researchers can extend this
approach to support complex word identification
across diverse linguistic domains.
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