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Abstract

The paper reports on the first steps in develop-
ing a time-stamped multimodal dataset of read-
ing data by Bulgarian children. Data are being
collected, structured and analysed by means of
ReadLet, an innovative infrastructure for mul-
timodal language data collection that uses a
tablet as a reader’s front-end. The overall goal
of the project is to quantitatively analyse the
reading skills of a sample of early Bulgarian
readers collected over a two-year period, and
compare them with the reading data of early
readers of Italian, collected using the same pro-
tocol. We illustrate design issues of the experi-
mental protocol, as well as the data acquisition
process and the post-processing phase of data
annotation/augmentation. To evaluate the po-
tential and usefulness of the Bulgarian dataset
for reading research, we present some prelim-
inary statistical analyses of our recently col-
lected data. They show robust convergence
trends between Bulgarian and Italian early read-
ing development stages.
Keywords: reading literacy assessment, finger-
tracking, multimodal dataset.

1 Introduction

Good reading and text comprehension skills are
key competences and essential prerequisites for
high-quality education (Pikulski and David, 2011).
Reading ability can predict performance in all sub-
jects where reading and writing play a role, with
reading speed being the most important indicator.
In the long term, students with early reading diffi-
culties have serious challenges with general learn-
ing, academic performance and social integration
(Tichá et al., 2009; Nese et al., 2013). Hence, it
is not surprising that educational systems across
Europe have put considerable effort into teaching
children core reading competencies. Literacy re-
search has been at the forefront of this effort, sup-
porting evidence-based practices for reading and

language classes of schools everywhere. Ideally,
education should be supported by continual ob-
servation of actual reading behaviour. However,
major international organisations such as UNICEF
(Chzhen et al., 2018) and OECD (OECD, 2023)
have lamented a regrettable shortage of large scale
reading data.

So far, two major sources of reading complexity
have slowed down progress in collecting longitu-
dinal reading data at scale. First, most recent and
influential (eye-tracking) research on reading has
typically focused on reading single words or sen-
tences (Rayner, 1998, 2009). However, the need
to monitor real reading data in real-life settings
raises increasing concerns with the ecological va-
lidity of behavioural language data (Brennan, 2016;
Demberg and Keller, 2019; Hasson et al., 2018;
Willems, 2015), and requires shifting the research
focus away from specific, highly controlled phe-
nomena, to real-time processing issues (Jarodzka
and Brand-Gruwel, 2017; Kaakinen and Hyönä,
2008; Verhoeven and Perfetti, 2008).

Secondly, the advent of eye-tracking technology
at the services of eye movement research started
a prolonged period of little interest in the vocal
component of reading (with only few exceptions
such as De Luca et al. (2013)) and a general neglect
of the inherently multi-sensory nature of reading.
In fact, a key cognitive insight in developing this
ability occurs as learners are able to integrate three
emerging sources of information about print and
speech: i) the auditorily anchored understanding of
syllables, ii) the linguistic-conceptual knowledge
of words, and iii) the unfolding visuospatial un-
derstanding of printed words built upon the visual
and (possibly) tactile exploration of the words’ spa-
tial dimension, as it occurs in finger-point reading
(Mesmer and Lake, 2010; Mesmer and Williams,
2015). In attaining an efficient synchronisation
between word pointing and the onset of word artic-
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Figure 1: The physical architecture of the ReadLet infrastructure.

ulation, the learner must resolve the competing in-
formation between the multiple syllables that (s)he
hears and feels and individual words that (s)he sees
on a printed page (Mesmer and Lake, 2010; Uhry,
1999, 2002). While some of these reading aspects
have been explored and investigated independently,
much less work has been conducted so far to study
their interaction, also because of the technical dif-
ficulty with concurrently recording asynchronous
time-series of multimodal signals.

The ReadLet infrastructure (Crepaldi et al., 2022;
Ferro et al., 2018; Taxitari et al., 2021) was de-
signed and developed to meet most of these method-
ological and technical desiderata, with a view to
collecting finely annotated, time-stamped, natural-
istic reading sessions of connected texts, in both
silent and oral reading modalities, by either child
or adult readers. Here, we report on an ongoing
project that uses ReadLet to collect sessions of
reading data of Bulgarian primary school pupils,
audio-recorded and “finger-tracked” in Sofia. The
project aims to:

A) design and implement assessment strategies
for monitoring and evaluating the reading and
word comprehension skills of Bulgarian and
Italian early graders;

B) collect reading and comprehension data from
the two populations of children using the same
protocols and comparable, rigorously con-
trolled reading texts;

C) compare the data collected from children of
different ages and languages (Bulgarian and
Italian) and modelling the results.

Activities (B) and (C) are still underway and only
some preliminary results are reported here. In
what follows, we provide a broad outline of the
Readlet architecture (section 2), a technical descrip-
tion of the materials and the experimental protocol
adopted for data collection (section 3), an overview
of the data collected so far (section 4), and a bat-
tery of preliminary analyses (section 5). Some con-
clusions and prospective directions of the current
project are offered in the final section.

2 ReadLet

The ReadLet infrastructure supports a battery of
specialised web services based on a cloud com-
puting architecture (Figure 1). The user endpoint
is a native app running on an ordinary tablet with
an Internet connection. The app manages the ad-
ministration of the reading protocol and the con-
current recording of finger touch events and the
reader’s voice in oral reading sessions. Upon a read-
ing session being completed, data are encrypted,
pseudonymised and transmitted to the central repos-
itory through a secure Internet protocol. No session
data are locally saved in the tablet’s internal storage
after data transmission is successfully carried out.

The core of the architecture is a cloud server
that exposes a set of functionalities interfacing
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the central repository with the app user. As new
data are stored in the repository, cloud services
are run to process text, audio and haptic data of-
fline. Since all multi-modal data are eventually
time-aligned, processes can cooperate to make the
analysis more robust. Results are stored back to
the central repository, where they remain available
for post-processing.

A simple interface is provided for clinicians and
operators to manage customised protocols and user
profiles, configure a screening session, personalise
the text files (e.g reading texts, questionnaires etc.)
required by a specific screening protocol. Recorded
data, as well as the output of offline data process-
ing, are eventually made available through a set of
web services provided by the cloud server. Web ser-
vices are accessed through personal authentication
by means of username and password, to allow for
the rapid prototyping of third-party applications for
data visualisation, analysis and modelling, while
complying with requirements for personal data pro-
tection.

3 Data Acquisition

3.1 Participants and protocol

73 children were selected from single classes in
a primary school in Sofia, from grade 2 to 5. All
classes share the same teachers, and follow the Bul-
garian curriculum and state education system. All
children whose parents gave their consent took part
in the study, with no selection bias for students with
better or worse reading skills. The vast majority of
participants had normal vision, with a very small
percentage of them having their vision corrected
to normal. None of them had hearing problems,
attention deficit hyperactivity disorder, dyslexia,
dysgraphia, dystrophy, aphasia, autism spectrum
disorder, cognitive impairment or memory impair-
ment.

During a reading session, participants were sit-
ting at a school desk, in front of a tablet in portrait
position. For the present collection campaign, we
used a 10.5 inch Samsung Galaxy TAB A8 (2.0
GHz Dual+1.8 GHz Hexa-core, 3 GB RAM, 32
GB eMMC, Android 11), with a 246.8 x 161.9 x
6.9 mm screen and a 1920x1200 pixels resolution
and a 1.4 inch Samsung Galaxy TAB S6 Lite (2.3
GHz, 1.8 GHz, 4 GB RAM, 64 GB eMMC, An-
droid 12), with a 244.5 x 154.3 x 7 mm screen and
a 2000x1200 pixels resolution. The reading text
was displayed in Arial font (21.25pt).

Each child participated in two consecutive read-
ing sessions, one silent and one oral. In each ses-
sion, the child was asked to read one of four short
children’s stories originally created for this project,
consisting of 5 self-contained episodes organised
according to levels of increasing reading complex-
ity (see section 3.2). The length of each episode
varied between 120 and 155 words (see Table 1),
with all episodes fitting a single tablet page. Sec-
ond graders read only the first two episodes of each
story, third graders read the first three episodes,
fourth graders read the first four episodes, and fifth
graders read all five episodes. The order of the two
reading conditions (oral and silent) was counterbal-
anced across participants, with no child reading the
same story in both conditions.

Before starting a reading session, participants
were instructed to use the tip of the index finger
of their dominant hand for finger-point reading. A
short excerpt from a Bulgarian translation of the
Pinocchio novel was used as practice session. The
session was repeated if the child finger-tracked less
than 60% of the practice text. After reading each
text episode, the child was asked two reading com-
prehension questions consisting of a question stem
(i.e. the actual question) and four randomly shuf-
fled answers, only one of which was correct. Due
to the different number of episodes read by children
in different grades, the number of questions ranged
from a minimum of 4 (2nd graders) to a maximum
of 10 questions (5th graders).

3.2 Texts for the experiments

Five original Italian texts, created for the specific
purposes of the ReadLet project (Taxitari et al.,
2021), were translated into Bulgarian. In Italian,
the readability of each text was automatically con-
trolled according to a data-driven methodology
that evaluates the reading difficulty of a text as
a machine-learning binary classification problem
(Dell’Orletta et al., 2011).

The linguistic features used to predict readability
are categorised into four main groups: raw text, lex-
ical, morpho-syntactic and syntactic features. Raw
text features include sentence length, calculated
as the average number of words per sentence, and
word length, calculated as the average number of
characters per word. Lexical features refer to the
internal composition of the vocabulary of the text.
For Italian, two different features were determined
by comparing a text with a reference resource con-
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BULGARIAN
episode 1 episode 2 episode 3 episode 4 episode 5

Mean SD Mean SD Mean SD Mean SD Mean SD
word length [letters] 4.57 2.28 4.78 2.68 4.88 2.82 4.80 2.80 4.82 2.94
text length [words] 119.75 7.14 133.25 14.13 140.75 6.85 151.00 12.99 155.50 9.33
type-token ratio 0.76 0.04 0.72 0.04 0.74 0.04 0.75 0.02 0.72 0.05
lexical density 0.61 0.07 0.61 0.05 0.59 0.04 0.58 0.02 0.56 0.02
PoS type 11.75 0.50 11.25 0.50 12.00 0.00 11.75 0.50 11.75 0.50
IPU length [words] 6.30 0.88 5.93 0.58 6.75 0.72 6.78 0.82 6.38 0.47
sentence length [words] 8.70 0.27 11.59 1.15 14.07 0.68 18.92 1.09 20.82 1.99
dependency length [words] 1.73 1.42 2.03 2.09 2.22 2.22 2.30 2.45 2.59 2.94
word frequency1 5.42 1.32 5.27 1.46 5.18 1.51 5.31 1.47 5.31 1.47

ITALIAN
episode 1 episode 2 episode 3 episode 4 episode 5

Mean SD Mean SD Mean SD Mean SD Mean SD
word length [letters] 4.21 2.17 4.66 2.46 4.71 2.53 4.87 2.76 5.07 3.01
text length [words] 141.00 0.82 152.00 0.82 166.00 4.83 169.75 3.2 178.00 7.96
type-token ratio 0.71 0.03 0.72 0.03 0.72 0.01 0.73 0.01 0.73 0.03
lexical density 0.59 0.03 0.61 0.02 0.60 0.01 0.60 0.03 0.60 0.01
PoS type 11.00 0.82 10.75 1.26 12.00 1.15 11.75 0.96 11.25 0.96
IPU length [words] 8.24 0.83 6.70 0.36 7.74 1.87 8.95 1.68 7.51 0.85
sentence length [words] 10.07 0.06 13.24 0.62 16.6 0.48 21.36 1.92 23.85 2.35
dependency length [words] 1.57 1.39 1.78 1.79 1.93 2.04 2.06 2.43 2.33 2.97
word frequency1 5.76 1.27 5.45 1.47 5.46 1.49 5.41 1.51 5.38 1.53

Table 1: Descriptive statistics for Bulgarian and Italian reading texts by text episodes (IPU = Implicit Prosodic Unit,
SD = standard deviation).

taining a basic vocabulary: a) the percentage of
unique words in the text that are also included in
the reference list (calculated per lemma); and b)
the internal distribution into usage classification
classes as very frequent words, frequent words and
words with relatively low frequency that refer to
everyday objects or actions and are therefore well
known to speakers. Morpho-syntactic features refer
to lexical density, which refers to the ratio of con-
tent words (verbs, nouns, adjectives and adverbs)
to the total number of lexical tokens in a text. Syn-
tactic features are numerous, including the depth
of the dependency tree, the relative order of the
subordinate clauses in relation to the main clause
and the length of the dependency.

Likewise, the Bulgarian translation of the Italian
reading texts was preprocessed using the Bulgar-
ian Natural Language Processing pipeline, which
orchestrates several natural language processing
tools, including the Bulgarian language processing
chain (BGLPC) and the Universal Dependencies
parser. The Bulgarian language processing chain
consists of a sentence splitter, a tokeniser, a Part-of-
speech (POS) tagger, a lemmatiser, a noun phrase
(NP) extractor, a named-entity recogniser and a
stop-word recogniser. All tools are self-contained
and designed to work in a pipeline; i.e., the out-
put of the previous component is the input for the

next component, starting with the sentence split-
ter, and followed by the tokeniser, POS tagger and
lemmatiser (Karagiozov et al., 2011).

The current version of the Bulgarian language
processing chain uses an improved version of its
components enabling simultaneous segmentation
of texts into single words and multiword expres-
sions (MWEs) as well as simultaneous POS tagging
and lemmatisation of individual words and MWEs
(Koeva et al., 2020). Although the accuracy of POS
tagging was improved only marginally compared to
the accuracy before retraining (0.033%), the most
important result is the simultaneous processing of
single words and MWEs, which is also reflected in
the improvement of the existing lemmatiser. Uni-
versal dependency parsing is carried out with the
NLP-Cube framework in API mode (Boros, et al.,
2018). A Python script was created to enable access
to the NLP-Cube functionality, and automate the
processing of the Bulgarian texts. For each text, the
NLP-Cube annotation and the BGLPC annotation
are synchronised token by token, and a correspon-
dence map is created between identical tokens in
both documents. Based on this synchronisation,
Universal Dependency relations are transferred to
the BGLPC CoNLL-U Plus output and the relation
index is recalculated.

In order to replicate the methodology used for
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Figure 2: A Universal Dependency analysis of an Italian sentence (top) and its Bulgarian translation (bottom)

the Italian texts, the following principles and steps
were applied to Bulgarian translations. First, lexi-
cal features in the Bulgarian texts were controlled
in two ways: a) by comparing the vocabulary used
in each translated text with the general Bulgarian
lexis (Koeva and Doychev, 2022); and b) by calcu-
lating the type/token ratio, i.e. the ratio between
the number of lexical types (i.e. lemmas) and the
number of tokens (i.e. lexical forms) that actually
occur in the texts. For example, the type/token ratio
for the first episode of one of the Bulgarian texts is
0.67 (80 unique words and 119 tokens), while in
Italian it is 0.61 (87 unique words and 141 tokens).
Here, the general grammatical structure of the two
languages (as well as the principles of tokenisation
and lemmatisation) accounts for the difference be-
tween the ratios. Nevertheless, the overall lexical
scores in the two languages are comparable.

To ensure a predominant usage of Bulgarian gen-
eral lexis, we compared the vocabulary of each
translated text with the vocabulary found in text-
books and dictionaries for the same age and edu-
cational level targeted by the reading texts. Some
form of cultural adaptation of the target text was
occasionally deemed necessary, as witnessed by
some proper names in the Italian texts being re-
placed by more familiar Bulgarian names in the
corresponding translation. For example, Ivo was
used as a substitute for Gianni, and Violetta for Vi-
ola. To the extent possible, both number and type

1Italian word frequency distributions are extracted from
SUBTLEX-IT (Crepaldi et al., 2013). Bulgarian word fre-

of sentences and clauses in the original Italian texts
were kept in their Bulgarian translations. This is il-
lustrated by the simple example in Figure 2, where
two translationally-equivalent sentences are pro-
vided, together with their Universal Dependency
annotations. The comparison of word and clause
lengths in Bulgarian and Italian texts shows that
the relatively small number of words in a sentence
is maintained in Bulgarian, as is the tendency to
use relatively short words with a relatively simple
morphological structure. The slightly greater aver-
age word length in the Bulgarian texts is due to the
morphological structure of nouns, adjectives and
some pronouns and numerals, which incorporate
definite articles. Likewise, the relatively lower av-
erage number of words in Bulgarian can generally
be explained by Italian determiners being spelled
as independent word tokens (Table 1).

Although the two languages present many mor-
phological and syntactic similarities, there are also
significant differences that manifest themselves in
the grammatical structure. Overall, the Italian-
Bulgarian translation required considerable effort
to reproduce the meaning of the original text as
faithfully as possible while maintaining the corre-
sponding grammatical structure of the target lan-
guage (Pirrelli and Koeva, 2024: 35-36).

The descriptive statistics of Table 1 show that all
basic parameters of text complexity in the Bulgar-
ian reading texts (letter length, morpho-syntactic

quency distributions are extracted from Bulgarian National
Corpus, amounting in 1.2 Billion tokens (Koeva et al., 2012).
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complexity, lexical density and syntactic complex-
ity) increase with the text episodes. To illustrate:
the average word length in letters increases from
4.57 to 4.82 in Bulgarian and from 4.21 to 5.07
in Italian, while the average syntactic dependency
length (i.e. the number of tokens that can occur be-
tween a syntactic head and its dependent/modifying
element in a reading text) increases from 1.73 to
2.59 in Bulgarian and from 1.57 to 2.33 in Italian.
At the same time, as expected, the token frequency
shows an inverse trend, ranging from a Zipf scale
value of 5.42 to 5.31 for the Bulgarian episodes
and from 5.76 to 5.38 for the Italian episodes.2

4 Data post-processing

The data collected with ReadLet include: speech
recording, the tracking record of finger movements
on the tablet touchscreen, the time taken to answer
comprehension questions, and the answers pro-
vided by the reader. Data are then post-processed
for them to be converted into time-series and then
aligned with the text through the following steps.

The position of the text on the tablet touchscreen
is encoded with the pixel coordinates (x min,
y min, x max y max) of the bounding box of
each text character on the screen (including blank
spaces and punctuation marks).3 In turn, continu-
ous finger movements are discretized into touch-
move events on the tablet touchscreen, with each
touchmove event being associated with its time
onset and its pixel coordinates on the screen. Text-
coordinates and finger-coordinates are then aligned
using a custom convolutional algorithm that finds
the largest match between text and finger coor-
dinates (Ferro et al., 2024). Finally, after finger-
coordinates are matched with letter-coordinates,
we compute the finger-tracking time of each letter
in the text as the difference between the last time
tick and the first time tick in the time series of touch
events falling within a letter’s bounding box. The
finger-tracking time for a text unit containing more
letters is computed as a summation of the tracking
times of the letters the unit spans over.

At the moment of writing the paper, the audio-
recordings of oral reading sessions are in the pro-

2As frequency measures for the two languages came from
corpora of different size, raw counts were transformed us-
ing the Zipf scale: log10(frequency per million words) + 3
(Van Heuven et al., 2014).

3x min and y min are coordinates of the top-left corner
of the bounding box; x max and y max are coordinates of
the bottom-right corner of the bounding box.

cess of being automatically converted into text
using Whisperx (Bain et al., 2023), a free open-
source toolkit built on top of Whisper (Radford
et al., 2022). For each spoken word, the toolkit
outputs an alphabetic transcription and the asso-
ciated confidence level, together with onset and
offset time-points of the word’s articulation. After
this first processing step, a procedure aligning word
transcriptions with the original text is executed us-
ing an alignment model (downloadable here), based
on a version of Wav2Vec2 XLS-R (Babu et al.,
2021) fine-tuned on Bulgarian speech data (down-
loadable here). This second step is taken to provide
more reliable timestamps associated with the actual
word in the original text. At the time of writing the
paper, Bulgarian children’s reading data are being
post-processed for speech-to-text conversion. Thus,
the present preliminary analyses are exclusively
focused on finger-tracking data.

Original audio-recordings of reading sessions
will not be made openly available. Nonetheless, we
provide open-access information about the onset
and offset time-points of a word’s articulation, as
computed by the speech-to-text conversion tool.

5 Data analysis

The original dataset was trimmed by excluding
individual data points (word tokens) whose finger-
tracking time was lower than 0.01 seconds or higher
than 3.5 seconds. This procedure resulted in 4.4%
of the original data being removed, corresponding
to 2 subjects of the original set of participants. The
resulting dataset was analysed with R using Gener-
alised Additive Models (GAMs), using the package
gamm4, version 0.2-6 (Wood, 2017).

To understand the factors affecting the pace of
finger-point reading, we entered token tracking time
(i.e. the time taken by the finger to underline an
individual word token) as the dependent variable
of two GAM models with the independent vari-
ables grade level (from 2nd to 5th) and reading type
(aloud vs. silent) as categorical factors, and word
length or word frequency as numeric predictors.
Finally, to take into account the inter-individual
variability in our sample and control for effects of
lexical variability in our texts, subjects and word
tokens were entered as random effects.

Results are plotted in Figure 3. Here, the box plot
in the top panel shows that finger-tracking times
are significantly shorter in silent reading than in
the aloud reading condition for grades 3, 4 and 5
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Figure 3: Upper panel: boxplot distributions of tracking time across grades and reading types. Lower panel: linear
regression of word length (left) and frequency (right) on tracking time across grades and reading types. Shaded
areas refer to 95% confidence intervals.

(p-value < 0.001). In addition, one can observe
a decreasing trend of finger-tracking times for in-
creasing grade levels (p-value < 2e− 16), with a
plateau between grade 4 and 5 for both reading con-
ditions. We believe this levelling effect to be due
to the greater complexity of the additional episodes
read by 5th graders. Effects of word length (left
bottom panel) and word frequency (right bottom
panel) on tracking times exhibit a significant in-
teraction with the grade level, with early graders
(2nd and 3rd) being more affected by both word
length and word frequency than late graders (4th

and 5th) (p-values < 2e − 16). The effect, also
observed in Italian child’s reading data collected
with the same finger-tracking technology (Marzi
et al., 2020; Ferro et al., 2024), shows that the or-
thographic lexicon of Bulgarian 4 and 5 graders
contains not only more word tokens than the or-
thographic lexicon of 2 and 3 graders, but also
distinctively longer and less frequent ones. As a
result, the finger-tracking pace of Bulgarian 4 and 5
graders is less prominently slowed down by longer
words (left panel) and less frequent words (right
panel), than the pace of Bulgarian 2 and 3 graders

is. The evidence confirms that even very young
readers of a script such as the Bulgarian Cyrillic al-
phabet4 tend to opt for a lexical reading strategy as
early as possible for the sake of reading efficiency.

Finally, the two plots also show a significant in-
teraction between word length or frequency and
reading conditions, with finger-point reading being
significantly more affected by both word length
and word frequency in the aloud reading condi-
tion than in the silent one (p-values < 2e − 16).
Not only does this evidence suggest that longer
and rarer words are more difficult to process and
access. Also their articulation take longer to be
planned and executed. Incidentally, this provides
further, indirect evidence of the strong correla-
tion between finger-tracking times and articulation
times in finger-point reading. We expect this ev-
idence to be confirmed by text-aligned and time-
aligned speech-recognition data.

4Although there is no one-to-one correspondence between
letters and sounds in either the Bulgarian or Italian alphabet,
both scripts are much closer to this ideal condition than – say
– in English or French. Accordingly, Bulgarian and Italian are
classified as orthographically transparent languages, i.e. lan-
guages where a word pronunciation can largely be predicted
from its spelling.
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6 Discussion and outlook

In this study, we capitalised on the huge potential
of mobile information technology, cloud comput-
ing and NLP for behavioural data collection and
analysis, to investigate developmental trends in the
reading data of Bulgarian early graders. Prelimi-
nary results significantly replicate benchmark ef-
fects attested in the reading literature on transparent
scripts, and are in line with the finger-tracking data
collected from Italian children with the same proto-
col (Ferro et al., 2024; Marzi et al., 2020). Overall,
the data confirm that children confronted with a
transparent script tend to resort to a lexical reading
strategy as early as possible, since direct access
to orthographic lexical information allows for a
more fluent and efficient reading performance than
a sublexical reading strategy.

There are several reasons to recommend an ex-
tensive usage of finger-tracking and NLP technolo-
gies for literacy research and education. First, the
use of a simple tablet supports unobtrusive col-
lection of multimodal reading data in ecological
contexts. Following the Italian experience with the
Readlet infrastructure, we were able to replicate,
on a smaller scale, a relatively straightforward and
efficient protocol for Bulgarian child’s reading data
collection at school. Pupils were extremely respon-
sive to the task, and showed a great familiarity with
using the tablet for reading. This made the process
of data collection surprisingly quick and most ef-
fective, suggesting that finger-tracking can aptly be
used for extensive reading assessment in primary
schools. In particular, a tablet can be used as a read-
ing book for large-scale studies, paving the way to
generalisable results. In addition, the possibility to
take repeated single-subject measurements makes
finger-tracking evidence suitable not only for group
assessment, but also for individual developmental
studies.

On a more technical note, the use of a tablet as a
reading book allowed us to collect finger-tracking
and audio-recording streams concurrently, and take
advantage of their being both text-aligned and time-
aligned. In spite of recent progress in the accuracy
of NLP technologies, they can occasionally be brit-
tle and error-prone, particularly when confronted
with real language data, which are collected in in-
herently noisy, ecological communication contexts.

The bonus of having multiply time-aligned multi-
modal data streams is that, in processing raw data,
noise in one channel can be filtered out by integrat-

ing synchronous information coming from a less
noisy channel. For example, the drift of a finger-
tracking signal in a particular time window, can
be corrected using the voice signal sampled and
text-aligned in the same time window (Ferro et al.,
2024). In fact, the latter can provide reliable infor-
mation about which text line the reader is currently
processing. This is expected to offer better finger-
tracking data but also better transcribed spoken
data, which, in turn, can be aligned more reliably
both individually with the text being read, and with
each other.

In the near future, we consider exploring several
lines of research. First, we intend to investigate
the complementary role of n-gram frequencies in
affecting Bulgarian finger-point reading, which is
likely to attest to a dynamic interaction of sublexi-
cal and lexical reading strategies through literacy
development (Orsolini et al., 2006). In addition,
based on speech-recognition data, we intend to
compute the correlation between finger-tracking
times and articulation timing in aloud reading, and
assess the Implicit Prosody Hypothesis (Breen,
2014), i.e. the idea that, in silent reading, readers
activate prosodic representations that are similar to
those they would produce when reading the text
aloud.

Another aspect of our present study worth ex-
ploring in the near future is the interactive dy-
namic between voice recording and finger-tracking
data. A recent analysis of the correlation between
voice articulation, finger-tracking patterns and eye-
tracking patterns in adult reading (Nadalini et al.,
2024) showed that, in finger-point reading, the fin-
ger is most often located few characters ahead of
the voice, and that the finger’s pace is a rhythmic
proxy for a reader’s articulation rate. In particular,
the distance of the finger from the voice correlates
with the distance of the eye from the voice (or eye-
voice span: Inhoff et al., 2011), a measure of the
capacity of a reader’s phonological buffer and read-
ing fluency (Laubrock and Kliegl, 2015; Silva et al.,
2016).

Thus, one can reasonably expect that monitoring
the development of the finger-voice span in early
readers can provide evidence of more and less typi-
cal developmental patterns of reading skills in the
first years of primary school, when reading diffi-
culties are more critical but manifest less clearly.
This will offer a suitable benchmark for continual
assessment of reading proficiency.
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