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Abstract
In this paper, we present two experiments fo-
cussing on linguistic classification and annota-
tion of examples, using zero-shot prompting.
The aim is to show how large language models
can confirm or reject the linguistic judgements
of experts in order to increase the productiv-
ity of their work. In the first experiment, new
lexical units evoking a particular FrameNet se-
mantic frame are selected simultaneously with
the annotation of examples with the core frame
elements. The second experiment attempts to
categorise verbs into the aspectual classes, as-
suming that only certain combinations of verbs
belonging to different aspectual classes evoke a
semantic frame. The linguistic theories under-
lying the two experiments, the development of
the prompts and the results of the experiments
are presented.

Keywords: LLMs, linguistic research, prompt
engineering

1 Introduction

Until recently, natural language processing (NLP)
relied on specialised language resources such as
monolingual, bilingual and multilingual corpora as
well as lexical and conceptual resources to develop
functional applications. However, breakthroughs
in artificial intelligence and the emergence of large
language models (LLM) have changed the field,
enabling the successful completion of a variety of
NLP tasks in a completely different way.

Widely studied applications of LLMs include
document intelligence tasks, such as sentiment
analysis (Krugmann and Hartmann, 2024), text
classification (Sun et al., 2023), risk prediction
(Cao et al., 2024), information extraction (Peng
et al., 2024), and many others. In addition, LLMs
are used for machine translation (Zhu et al., 2024),
content creation tasks such as creative writing, au-
tomatic sentence completion, paraphrasing, person-
alised decision making and code generation. LLMs

play a crucial role in virtual assistants that facili-
tate various applications such as language under-
standing, speech generation and speech recognition
(Wang et al., 2022; Arora et al., 2024).

The increasing use of large language models can
be expected not only for traditional NLP tasks, but
also to tackle typical linguistic challenges. The re-
cent application of LLMs in linguistic research can
be outlined in several directions. Most attempts aim
at using LLMs for linguistic annotation to facilitate
corpus-based linguistic studies by automatically an-
notating texts with targeted linguistic information
(Kuzman et al., 2023; Gilardi et al., 2023), among
others, but there are also attempts to use LLMs for
theoretical investigations within specific linguis-
tic frameworks (Beguš et al., 2023; Torrent et al.,
2024).

In this paper we offer two experiments focusing
on the linguistic classification and annotation of
examples. The aim is to show how some newly
released LLMs can confirm or reject the linguis-
tic hypotheses of experts in order to increase the
productivity of their work. In the first experiment,
new proposals for lexical units evoking a particular
FrameNet semantic frame are classified simultane-
ously with the annotation of examples with the core
frame elements. In the second experiment, verb
lexical units are categorised into different semantic
classes, whereby it is assumed that a certain seman-
tic frame can only be evoked by verbs that belong
to certain combinations of semantic classes. The
linguistic theories on which the two experiments
are based, the development of the prompts and the
results of the experiments are briefly presented.

The paper deals with the following topics: Sec-
tion 2 gives an overview of the use of large lan-
guage models in linguistic research. Section 3
briefly introduces the large language models used
in the experiments. Section 4 describes experi-
ments with two types of prompts: a) for the si-
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multaneous augmentation of FrameNet semantic
frames with new lexical units and annotated exam-
ples and b) for the classification of lexical units
into semantic classes. The presentation of both ex-
periments includes a description of the linguistic
theories, the prompt structures and an overview of
the results. Section 5 contains a conclusion on the
benefits and challenges of using LLMs in linguistic
research based on the experiments conducted.

2 LLMs and linguistic research

Prompt engineering has already been used to solve
linguistically relevant tasks. In few-shot learning,
only a few examples are given to the model during
inference and task definition (Brown et al., 2020:
5-7). One-shot learning and zero-shot learning are
similar to few-shot learning (Wei et al., 2023), but
as the names suggest, only one or zero demonstra-
tions are allowed to formulate a task description in
natural language.

Recently, the ability of LLMs to recognise and
classify specific language constructions, to analyse
data within a theoretical framework, to annotate
texts with relevant linguistic information to support
corpus-based linguistic studies, etc. has been in-
vestigated. The following is a brief overview of
the applications of LLMs in the field of linguis-
tics, formally divided into: recognition of language
constructions, analysis of data within a theoretical
framework and linguistic annotation, as some of
the studies combine more than one approach.

2.1 Recognition of language constructions

GPT-3 (Brown et al., 2020) knowledge of rare con-
structions with semantic and syntactic constraints,
such as the construction indefinite article + adjec-
tive + numeral + noun in English (e.g. “a lovely
five days”), was assessed (Mahowald, 2023). The
acceptability judgements of the GPT-3 for this con-
struction were compared with human judgements
on a range of sentences to conclude that the GPT-3
judgements are broadly similar to human judge-
ments.

Another study investigated the extent to which
the word frequency data of LLMs match the data
of a large general corpus; the collocation data of
LLMs match a large general corpus; and LLMs can
recognise lexico-grammatical patterns and perform
genre categorisation (Uchida, 2024). ChatGPT 3.5
showed a high agreement with the COCA (Corpus
of Contemporary American English) ranking in

terms of word frequency, but varied when analysing
certain word types due to more repetitions. The
overall agreement for the collocation patterns tested
was 42.8%. When examining open slots in gram-
matical patterns, more than half of the words in
ChatGPT 3.5 matched the top 20 of COCA, and
more than 65% were within the top 40, showing ef-
fective verification of lexico-grammatical patterns.
However, the hit rate for genre identification was
low at both word and text level.

The book Copilot for Linguists introduces the
concept of using LLM chatbots as a tool for trained
linguists and shifts the focus from what these chat-
bots can achieve with language to how they can
support linguists in their work (Torrent et al., 2024).
Experiments are presented in which LLM chatbots
were prompted to analyse grammatical construc-
tions and to enrich FrameNet semantic frames in
both English and Brazilian Portuguese. Prompt
engineering techniques derived from these experi-
ments were shared, and the potential of LLMs to
act as copilots for construction grammarians in lin-
guistic research was explored, highlighting their
ability to recognise instances of fully developed
constructions, analyse their syntax and understand
their meaning. The study aims to demonstrate the
valuable role that LLM chatbots can play in sup-
porting the analytical endeavours of linguists. How-
ever, the limitations are also pointed out, e.g. when
analysing constructions in languages other than
English and when understanding the semantics of
language constructions.

2.2 Formal analysis of linguistic data

Efforts have been made to show that LLMs can
produce coherent and valid formal analysis of lin-
guistic data (Beguš et al., 2023). The metalinguistic
capabilities of GPT-3.5 and GPT-4 (OpenAI, 2023)
were tested, focussing on three subdomains of for-
mal linguistics: syntax, phonology and semantics.
It was shown that GPT-4 is able to analyse both
relatively simple and more complex syntactic struc-
tures largely correctly, while GPT-3.5 performs
worse on the same tasks. GPT-4 was tested on two
phonological problems by prompting the model
with small datasets: a palatalisation process in Ko-
rean and a spirantisation process in an artificial lan-
guage, and GPT-4 copes well with both. The ability
of GPT-4 to produce lambda calculus analyses of
English sentences, including cases of scopal ambi-
guity (e.g. Every student likes a classmate), was
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tested. It was found that the model works well with
simpler sentences and understands scopal ambigu-
ity, but makes some significant errors when using
the lambda calculus formalism. Overall, GPT-4 is
largely (but not perfectly) able to produce coherent
analyses of simple problems in each of the three
domains tested, detect ambiguity, correct its own
analytical errors, and comment on the feasibility of
multiple solutions.

2.3 Linguistic annotation

The performance of ChatGPT and the multilingual
XLM-RoBERTa language model (Conneau et al.,
2019) was evaluated on the genre identification task
to determine which model is best suited to enrich
large web corpora for English and Slovenian with
genre information (Kuzman et al., 2023). The two
models are compared in three scenarios, switch-
ing between the languages of the prompts and the
test datasets. The results show that Chat-GPT out-
performs the fine-tuned model when applied to a
completely new test dataset. However, when the
model is fully prompted in Slovenian, performance
drops significantly, demonstrating the limitations
of using ChatGPT in smaller languages at the time
of the experiments.

It was evaluated how ChatGPT performs sub-
jective tasks related to social norms and cultural
context, such as identifying implicit hate speech
online and providing explanations for it (Huang
et al., 2023). The results show that ChatGPT cor-
rectly identifies 80% of implicit hate tweets in the
experimental setup, demonstrating its potential as
a data annotation tool with a simple prompt design.
However, it was noted that there is a risk of mis-
leading non-experts if the model’s decisions are
incorrect.

Another study showed that ChatGPT classifica-
tions with zero-shots are better than MTurk (Ama-
zon Mechanical Turk, a crowdsourcing market-
place) annotations (Gilardi et al., 2023). The analy-
sis was performed on a sample of 6,183 documents,
including tweets and news articles. Several anno-
tation tasks were implemented, e.g. relevance to
determine whether a tweet relates to content mod-
eration or politics; topic detection to determine
whether a tweet falls into one of six predefined top-
ics; stance detection to determine whether a tweet
supports, opposes or remains neutral on a US law,
etc. The performance of ChatGPT was evaluated
based on accuracy and intercoder agreement. The

results showed that ChatGPT’s zero-shot accuracy
outperformed the crowd workers by an average of
25 percentage points, while ChatGPT’s intercoder
agreement outperformed both the crowd workers
and the trained annotators on all tasks.

The performance of LLMs was evaluated on the
task of annotating local grammars, focussing on the
speech act of apology in English (Yu et al., 2024).
The analysed corpus contained 5,539 instances of
the word sorry, extracted from the Spoken British
National Corpus 2014. The experimental setup
involved few-shot prompting techniques and in-
cluded the following steps: comparing the perfor-
mance of GPT-4 based Bing Chatbot and ChatGPT
3.5 when annotating 50 instances and comparing
the performance of Bing Chatbot and a human an-
notator when annotating 1000 instances. The re-
sults show that the Bing Chatbot performs better
than ChatGPT 3.5. Although the human annotator
achieved slightly higher accuracy than the Bing
Chatbot, the latter showed robust abilities to under-
stand both the semantic and pragmatic aspects of
the language.

The conclusions that can be drawn from the brief
overview of the use of LLMs for linguistic (or re-
lated) tasks are that they have the greatest applica-
tion in the recognition of language units and their
classification, i.e. in linguistic annotation. Auto-
matic annotation of texts was not absolutely accu-
rate even before LLMs (with varying degrees of
success for different annotation tasks) (Liao and
Zhao, 2019), but has been successfully used for
applications requiring large annotated training data.
Currently, the refinement of the prompting process
to obtain correct information from the LLMs and
the progress of the LLMs themselves can lead to
positive results in several directions: creation of
large semantic language resources and develop-
ment of benchmarking datasets to evaluate LLMs
for various linguistic tasks.

In this study, we will analyse the potential of
current LLMs for the creation of semantic lan-
guage resources, in particular for the enrichment
of FrameNet’s semantic frames with new lexical
units and annotated examples, as well as for the
semantic classification of lexical units.

3 Large language models used in the
experiments

There are already several surveys on large language
models describing the history of pre-training and
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breakthroughs (Han et al., 2021; Zhou et al., 2023),
the scaling and impact of pre-trained models (Wang
et al., 2022), the prompting methods in natural
language processing (Liu et al., 2023), the mul-
timodal pre-trained models (Wang et al., 2023),
the recent advances in LLMs with introduction to
the background, key results and mainstream tech-
niques (Zhao et al., 2023), the evaluation methods
for LLMs (Chang et al., 2023), the comparison be-
tween some of the most popular LLMs, including
the three families: GPT, LLaMA and PaLM, and
the discussion of their features, contributions and
limitations (Minaee et al., 2024), among others.

Here we will briefly introduce the LLMs that
were used in the experiments to illustrate the ca-
pabilities of LLMs to assist the creation of large
semantic language resources: (in alphabetical or-
der) Claude 3.5 Sonnet, Gemini 1.5 Pro, GPT-4o,
GPT-4o mini. The models were last accessed on
21 and 22 July 2024.

It is not our aim to compare these LLMs for
several reasons: a) models are evolving very fast
and new models and updates of existing models are
constantly appearing; b) some of the models have
been improved in a clearly defined direction; c) for
some of the selected LLMs, detailed information
about architecture, training data, model size, etc.
is not available. Therefore, we do not focus on
comparing models, but on exploring a possible way
to work with LLMs on a specific linguistic task.

The Claude 3 is a family of multimodal models
released by Anthropic1: Claude 3 Opus, Claude
3 Sonnet and Claude 3 Haiku. Claude 3 has been
trained with a mixture of public and proprietary
data and is subject to rigorous cleaning and filter-
ing methods. All models have image processing
and show good performance in logical reasoning,
maths and coding (Anthropic, 2023). Claude 3,
especially the Opus model, reportedly outperforms
other state-of-the-art models in various evaluation
benchmarks such as the Google-Proof Question-
Answering Benchmark (GPQA), Measuring Mas-
sive Multitask Language Understanding (MMLU)
and others.

Sonnet has been updated to Claude 3.5, the
latest version of the Claude LLMs2. In Anthropic’s
tests, the Claude 3.5 Sonnet outperforms some of
the latest LLMs and other Claude models. The
Claude 3.5 Sonnet has powered the Claude chatbot.

1https://www.anthropic.com/news/claude-3-family
2https://www.anthropic.com/news/claude-3-5-sonnet

It is also available via the Anthropic API.

The Gemini 1.5 family of Google DeepMind
aims to retrieve and analyse millions of context
tokens, including multiple long documents, video
and audio materials (Gemini Team, Google, 2024).
To achieve this, the models are trained on multiple
4096-chip pods of TPUv4 accelerators, using a
wide range of multimodal and multilingual data
that includes image, audio and video content.

Gemini 1.5 Pro3 is a sparse Mixture-of-Expert
(MoE) Transformer-based model that builds on the
advances of Gemini 1.0 (Gemini Team, Google,
2023) in a variety of multimodal tasks such as vi-
sual understanding, classification, summarisation
and content creation from image, audio and video.
The extensive evaluations with diagnostic multi-
modal long-context benchmarks show that Gemini
1.5 Pro is able to retrieve and understand large
amounts of data. The model is available via the
Gemini Chatbot and the Gemini API.

GPT-4 is a large multimodal model that accepts
both image and text input and generates text output
(OpenAI, 2023). It is reported that GPT-4 under-
stands and generates text in more languages com-
pared to its predecessor and outperforms GPT-3.5
and other large language models in a number of
traditional NLP benchmarks and the MMLU bench-
mark.

The next generation, GPT-4o (omni)4, has been
integrated into the text, vision and audio modali-
ties through techniques such as filtering training
data and refining model behaviour through post-
training. According to OpenAI, GPT-4o matches
the performance of GPT-4 Turbo in the areas of text,
reasoning and coding intelligence evaluated with
traditional benchmarks, and offers multilingual, au-
dio and vision processing. GPT-4o is available via
the ChatGPT Plus and the OpenAI API.

The GPT-4o mini5 is a smaller version of the
GPT-4o model. GPT-4o mini has reportedly out-
performed GPT-3.5 Turbo in several LLM bench-
marks and is trained with an instruction hierarchy
method (Wallace et al., 2024) that improves the
model’s resistance to jailbreaks and system prompt
extraction. In ChatGPT, GPT-3.5 was replaced by
GPT-4o mini. It is also available via the OpenAI
API.

3https://deepmind.google/technologies/gemini/pro/
4https://www.infoq.com/news/2024/05/openai-gpt4o/
5https://platform.openai.com/docs/models/
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4 Prompting-based experiments to
facilitate linguistic research

We present two experiments with zero-shot prompt-
ing aimed at linguistic classification and annotation
of examples. The aim is to demonstrate the effec-
tiveness of LLMs in making linguistic decisions,
thus increasing the expert’s confidence in creating
semantic resources with reliable information with-
out the need for a second or third expert to perform
the same activities.

The first experiment (Augmenting FrameNet se-
mantic frames with lexical units and annotations)
simultaneously aims to select new lexical units that
evoke a particular FrameNet semantic frame, sug-
gest relevant examples and annotate them with the
core elements of the frame. The second experiment
(Classification of FrameNet lexical units into se-
mantic classes) aims to categorise verbs that evoke
a particular FrameNet semantic frame into relevant
semantic classes.

The general framework can be summarised as
follows: a) formulation of a linguistic task; b) se-
lection of suitable LLMs (mainly according to two
criteria: novelty and accessibility); c) formulation
of a prompt template aimed at fulfilling the lin-
guistic task; d) execution of the experiment and
collection of data from the selected LLMs; e) hu-
man evaluation of the results obtained.

4.1 Augmenting FrameNet semantic frames
with lexical units and annotations

The annotation of new examples for existing frames
with the syntactic realisation of frame elements
and lexical units and the discovery of new lexical
units for existing frames is the most common exten-
sion to improve lexical coverage and representation
(Torrent et al., 2024).

An approach to expanding lexical units that
evoke a semantic frame utilises the links between
lexical units that evoke a frame and lexical units
in other resources to discover potential new lexical
units. For this task, vector representations of lexi-
cal units and clustering techniques are used (Yong
and Torrent, 2020).

Our experiment aims at a simultaneous exten-
sion of the semantic frames of FrameNet with new
lexical units and annotated examples. For the ex-
pansion of lexical units, we use a list of potential
candidates that are accepted or rejected by LLMs,
in contrast to other approaches that use direct in-
structions to LLMs to propose new lexical units

(Torrent et al., 2024). Furthermore, we aim at a
full-text annotation with the core frame elements
of the synthetic examples provided by the LLMs.

4.1.1 Frame semantics in brief
FrameNet is based on the theory of frame semantics
(Fillmore, 1976, 1982).

The central idea of frame semantics is that
word meanings are described in terms of seman-
tic frames, which are schematic representations of
the conceptual structures and patterns of beliefs,
practices, institutions, images, etc. that provide a
foundation for meaningful interaction in a given
speech community (Fillmore et al., 2003: 235).

FrameNet6 is a collection of semantic frames
that contain a common abstract semantic represen-
tation for a set of lexical units and valency patterns
that represent semantic and syntactic descriptions
based on the annotation of examples. The semantic
frame in FrameNet includes the following compo-
nents: frame name; informal definition of the sit-
uation that the frame represents; semantic type of
the frame (optional); set of frame elements associ-
ated with the frame (core and non-core: peripheral,
extrathematic and core-unexpressed); relations be-
tween frame elements, if any; frame-to-frame re-
lations, if any; and the lexical units that evoke the
frame.

The frame element information includes the
name of the frame element, its informal definition,
the semantic type (optional), and examples illus-
trating the use of the frame element (optional).

The information on the lexical units includes a
definition, a semantic type (optional), annotated
examples and derived valency patterns that show
the correspondence between the frame elements
and their syntactic realisation.

An excerpt from the semantic frame Arriving
is shown to illustrate this. Arriving frame in
FrameNet has the definition: “An object Theme
moves in the direction of a Goal. The Goal may
be expressed or it may be understood from con-
text, but its is always implied by the verb itself.”
The core frame elements are: Theme defined as
“Theme is the object that moves. It may be an en-
tity that moves under its own power, but it need not
be” and Goal defined as “Goal is any expression
that tells where the Theme ends up, or would end
up, as a result of the motion”.

The verbs that evoke this frame are: appear.v, ap-

6http://framenet.icsi.berkeley.edu
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proach.v, arrive.v, come.v, crest.v, descend (on).v,
enter.v, find.v, get.v, hit.v, make it.v, make.v,
reach.v, return.v, visit.v.

4.1.2 Prompt design
For our experiment, we use semantic and lexical in-
formation from FrameNet, in particular from the se-
mantic frame Arriving, focussing on lexical units
of verbs. There are several preparatory steps: the
selection of potential new lexical units for the Ar-
riving frame and the experimental formulation of
an appropriate prompt, aiming at a simultaneous
evaluation of the selected lexical units and sugges-
tions for annotated examples to illustrate the core
elements of the frame.

We consider WordNet (Miller et al., 1990) as
a natural source of new lexical units for existing
frames in FrameNet, since WordNet contains about
117 000 synsets7.

The first step is to match the lexical units of
a particular semantic frame with the correspond-
ing synsets from WordNet. Although previous
mappings between FrameNet and WordNet are
known (Shi and Mihalcea, 2005), the method used
is relatively simple and combines the exact match-
ing of lexical units from FrameNet with literals
from WordNet and the evaluation of the similarity
of the definitions. This approach takes into ac-
count the fact that WordNet contains many literals
with the same form but different meanings. After
mapping, a human judgement is made to decide
whether a particular mapping between a lexical
unit in FrameNet and a WordNet literal is correct.

Among the lexical units that evoke a particular
semantic frame, there are synonyms, hypernyms
and hyponyms (troponyms for verbs), although the
existing semantic relations between lexical units
are not explicitly labelled. All troponym synsets up
to a hypernym synset whose literal(s) are mapped
with a lexical unit from FrameNet are considered
potential candidates. If the mapping is rejected by
an expert, the corresponding troponyms are also
ignored.

The results of the mapping show that one lexi-
cal unit is not present in WordNet, three mapped
synsets have no troponyms and in two mappings the
synset appears as a troponym of another mapped
synset. The number of potential new lexical units
evoking the semantic frame Arriving is 137.

Each prompt contains the name of the targeted

7https://wordnet.princeton.edu

semantic frame, its definition, the core elements of
the frame with their definitions and a list of the new
lexical units provided with definitions from Word-
Net. The desired output format is also included.
The prompt template has the following structure:

The semantic frame “frame name” in FrameNet
has the definition: “frame definition”. The core
frame elements are: “name of core frame element”
defined as “frame element definition”.

Indicate which of the following verbs: “verb”:
“definition”, evoke the semantic frame “frame
name” and those that do not; give three examples
of each verb and annotate the core frame elements
in the examples. Use this pattern:

“verb”: “definition”
Example 1: “example” “core frame element

name”: “annotation”
The Appendix A illustrates a prompt with four

verbs.
Preliminary tests were carried out to determine

the optimal format for the prompts according to
human judgement, with the aim of achieving a
satisfactory level of completeness of responses.

4.1.3 Results and discussion
The prompt requires an assessment of the relevance
of the lexical units to a semantic frame, the provi-
sion of relevant examples and the annotation of the
examples with the core elements.

The classification of lexical units according to
whether or not they evoke the semantic frame Ar-
riving is linked to the correct interpretation of the
verb meaning by the LLMs. In some cases, the
use of the lexical units in the synthetic examples
that do not illustrate the intended meaning is clas-
sified, e.g. The company scaled back production
to match declining demand. However, some un-
intended verb meanings that are illustrated with
examples are correctly categorised as not evoking
the semantic frame Arriving, e.g. The new policy
aims to get at the root causes of inequality. In some
cases, models provide clues that can be helpful for
an expert’s final decision, e.g. To get at implies
reaching an abstract or physical destination mak-
ing it relevant to the Arriving frame as it involves
a Theme moving towards a defined Goal.

The examples given are most likely synthetic,
but it is also possible that they are contained in the
training data. Regardless, all examples are gram-
matically correct and sound natural. They are struc-
tured to consist of parts interpreted as Theme and
Goal, but usually do not contain more than one
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LLM Lexical units Annotation
P R F1 P R F1

Claude 3.5 Sonnet 0.87 0,58 0.73 0.77 0.53 0.63
Gemini 1.5 Pro 0,80 0,66 0,72 0.80 0.40 0.53
GPT-4o 0.87 0.53 0.66 0.86 0.48 0.61
GPT-4o mini 0.58 0.87 0.69 0.50 0.75 0.60

Table 1: Results from the experiment “Augmenting FrameNet semantic frames”).

clause and do not illustrate complex syntactic struc-
tures.

The annotation of core frame elements is correct
in most cases, as long as the examples represent the
given lexical unit and not others with a different
meaning, e.g. The hikers surmounted the peak and
gazed out at the breathtaking view (Theme: hikers,
Goal: peak). Again, the use of simple syntactic
structures, which are always explicit, is a shortcom-
ing when it comes to illustrating the varied use of
language.

Table 1 shows the calculated results compared
to the manual annotation of 20% of the outputs. As
mentioned above, these calculations cannot be con-
sidered relevant for the evaluation of the LLMs and
some of the results are not readily comparable. The
manual annotation for lexical units simultaneously
takes into account the correct classification of the
lexical unit as part of the semantic frame Arriving
and the correct suggestion of examples; and for
the annotation – the correct suggestion of exam-
ples and the correct annotation of the core frame
elements. With this approach of simultaneous eval-
uation of two components, the precision and recall
values are reduced. For example, the combination
of a correct classification of a verb and an example
that illustrates a different meaning is scored as a
true negative, as is the correct annotation of a core
frame element in an inappropriate example.

The partial manual annotation of the LLM out-
put shows that the proposed approach cannot com-
pletely replace the manual development of seman-
tic resources or manual annotation: both the re-
sulting verb list, the examples and the annotations
have to be manually evaluated and in some cases
rejected or re-annotated. However, the experiment
shows that the LLMs can be used as a second anno-
tator when enriching the FrameNet with new lexi-
cal units (different models can be selected as more
suitable for different linguistic tasks). Furthermore,
since the annotation with the core frame elements
was correct in a large number of examples reflect-
ing the meaning of the verbs, it is possible to suc-

cessfully use LLMs for the automatic enrichment
of FrameNet annotations for examples selected by
experts. There is also great scope for improving the
prompt(s) with instructions on exactly how to anno-
tate the frame elements (e.g. inclusion of modifiers
and articles).

4.2 Classification of FrameNet lexical units
into semantic classes

The second experiment aims to categorise the verbs
that evoke a certain semantic frame into seman-
tic classes, in this case aspectual classes (related
to situation types, also called eventuality types):
states, activities, accomplishments and achieve-
ments. This classification is relevant for the dif-
ferentiation of activities, accomplishments and
achievements in frames that represent events, as
the states in FrameNet are grouped in separate se-
mantic frames.

4.2.1 Verb aspectual classes in brief
The categorisation of verbs into acpectual classes
is based on the following characteristics (Vendler,
1957): change with the values dynamicity and sta-
tivity; temporal extent with the values durativity
and punctuality; defined endpoint (homogeneity)
with the values telicity and atelicity, and comprises
four situation types:

– states – continuous stative situations that are
atelic;

– activities – continuous dynamic situations that
are atelic;

– accomplishments – continuous dynamic situ-
ations that are telic;

– achievements – punctual dynamic situations
that are telic.

This classification was followed by numerous
(more detailed) classifications of situation types, in-
cluding (Kenny, 2003; Dowty, 1997; Piñón, 1997),
which aim to describe in a conventional way the
situations that are important for the semantic rep-
resentation of verbs and their argument structure.
The grouping of verbs within a semantic frame ac-
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cording to aspectual classes is also reflected in the
grouping of the frame elements and the valency
patterns associated with the verbs.

The proposed experiment aims to classify verbs
that evoke a particular semantic frame into three
semantic classes: activities, accomplishments and
achievements.

4.2.2 Workflow and prompt design
The identification of semantic classes of verbs is
intended to show whether activities, accomplish-
ments and achievements can coexist in semantic
frames.

The workflow includes the selection of verbs to
be tested from FrameNet, the selection of suitable
linguistic tests and the creation of the prompt(s).

The selected verbs are verbs that evoke the se-
mantic frame Arriving from FrameNet, as well as
verbs that were added by mapping with WordNet
and evaluated by an expert (20 in total). Due to
their similarity in meaning, they can be condition-
ally divided into two groups: the group of arrive
verbs and the group of approach verbs.

There are several linguistic tests that have been
formulated to distinguish between different aspec-
tual classes of verbs (Dowty, 1997). We have se-
lected tests that are only relevant for distinguishing
between activities, accomplishments and achieve-
ments:

– The verb occurs with expressions such as for
an hour, which means that it occurs at any point
in the hour. When the result is positive, activities
are clearly distinguished from achievements and
accomplishments.

– The verb can occur with the verb finish. If
the result is positive, accomplishments are clearly
distinguished from activities and achievements.

– The verb can occur with the verb stop. If the
result is negative, achievements are clearly distin-
guished from accomplishments and activities.

After some experiments, the prompt is structured
as follows:

There is a list of verbs:
“verb”: “definition”;
“verb”: “definition”.
Give examples with each of the verbs from the

list in the following constructions if the examples
are grammatically correct.

“Theme” is verb-ing “Goal” for an hour.
“Theme” finish verb-ing “Goal”.
“Theme” stop verb-ing “Goal”.

The Appendix B illustrates a prompt. The exper-
iment was conducted with the same LLMs.

4.2.3 Results and discussion
The list of verbs for the experiment contains only
verbs that can be categorised as activities, ac-
complishments and achievements. Some mod-
els, such as Claude 3.5 Sonnet and Gemini 1.5
Pro, correctly distinguish between two classes: ac-
tivities/accomplishments (the group of approach
verbs) and achievements (the group of arrive
verbs), assuming that activity verbs can co-occur
with the for-expression and the verb stop, accom-
plishment verbs can co-occur with the verbs finish
and stop, while achievement verbs cannot co-occur
with the for-expression and the verbs finish and
stop. The output also contains some explanations:

Claude 3.5 Sonnet: Note: Verbs that describe
punctual actions (arrive, drive in, enter, get, come)
or don’t imply a gradual process (come on, go up)
don’t fit well with these constructions in their given
meanings.

Gemini 1.5 Pro: Approach: Indicates movement
towards a goal, but doesn’t necessarily mean reach-
ing it. Arrive: Indicates the completion of a journey,
reaching the intended destination.

The other models give examples for all construc-
tions, even if they are not always grammatically
correct. All models provide some examples that
are correct but illustrate either a different meaning
or a different construction.

A clear distinction between activities and accom-
plishments cannot be made in this experiment.

The group of approach verbs is provided with
some examples with for-expressions that are typi-
cally combined with activities, such as:

The ship approached the island for an hour.
(This implies a slow, gradual approach.)

The car neared the city for an hour. (Similar to
approach, implies a gradual movement.)

The for-expressions, like the in-expressions, are
treated semantically as a way of measuring the
scope of eventualities. An in-adverbial measures
the time span in which eventualities expressed by
telic predicates culminate, while a for-adverbial
measures the temporal duration of eventualities
denoted by atelic predicates (Filip, 2011). In our
experiment, the combination with a for-expression
should signal that the verbs are activities and not
accomplishment or achievements. However, there
can be shifts between telic and atelic interpretations
of a verb and in some cases the for-expression
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can be combined with accomplishments. In the
sentence The guests arrived at the wedding for
an hour, the for-expression means that the guests
intended to stay at the wedding for an hour, and the
interpretation is telic.

Many linguistic works emphasise that aspectual
distinctions are distinctions between linguistic ex-
pressions and not properties of events (Rothstein,
2004). For example, accomplishment verbs can
differ in their telicity according to the properties
of their direct objects (Verkuyl, 1972, 1993). An
accomplishment verb is usually the head of a telic
verb phrase, but the verb phrase is atelic if the di-
rect object is a bare plural or a mass noun. When
a verb is an activity, the properties of the direct
object have no influence on the telicity of the verb
phrase.

One of the main differences between activities
and accomplishments are the goals incorporated in
the meaning of accomplishments, which is also a
feature of the approach verbs.

The linguistic tests with the verbs finish and stop
aim to distinguish achievement verbs that do not
normally come after the verbs finish and stop be-
cause they do not describe any kind of process. The
achievement verbs can occur with stop if they only
express a habitual, repetitive event, e.g. The visi-
tors stopped coming to the museum (every day). In
the experiment, examples are regularly given with
both finish and stop with the approach verbs:

The hikers finished drawing close to the summit.
The boat stopped coming near the shore.
To summarise, the results of the experiment

show that the verbs in the approach group can
be defined either as activities or accomplishments,
depending on the context in which they are used,
while the verbs in the arrive group can be defined
as achievements.

Different examples, even if they express the
same meaning of a verb, may refer to different situ-
ation types, so the linguistic tests may or may not
work, mainly because they were not constructed for
LLMs. While an expert may be able to make a rel-
atively quick decision about a particular example,
the task of classifying verbs based on multiple con-
structions in which they may appear with different
meanings should be further refined.

For the reasons mentioned above and because
of the nature of the prompt, this experiment can-
not be used to evaluate the models. However, the
results may lead the expert to make the correct de-

cision based on the examples and interpretations
provided by the LLMs. The fact that one and the
same semantic frame can be evoked by both activ-
ity/accomplishment verbs such as approach and
achievement verbs such as arrive could raise the
question of the reorganisation of some frames (the
general meaning of the frame Arriving is that of
achievement). Such an indication could arise from
the fact that other verbs that are among the selected
potential candidates for the frame Arriving are
actually part of other frames, e.g. the verb land
evokes the frame Vehicle landing with the defi-
nition: “A flying Vehicle comes to the ground at
a Goal in a controlled fashion, typically (but not
necessarily) operated by an operator”.

5 Conclusions

In general, LLMs cope quite successfully with the
linguistic annotation of words or phrases express-
ing a given FrameNet core frame element, so it
can be expected that the automatic annotation of
the (core) frame elements for previously selected
examples can be successfully performed by LLMs.
Furthermore, the use of LLMs as a bank of exam-
ples illustrating different linguistic phenomena can
be perfected with more specific instructions in the
prompts.

Some difficulties in using LLMs for linguistic
classification into aspectual classes may arise from
the nature of linguistic tests that only work for a
particular linguistic context, while there may even
be a shift between aspectual classes within a verb
meaning for different constructions and contexts.
This means not only that linguistic tests need to
be further elaborated in order to work with LLMs,
but also that a theoretical justification needs to be
provided for the contextual conditions under which
aspectual class shifts occur, as has already been
done for a number of cases in English.

The use of more than one LLM with the same
prompts allows the expert to confirm or reject an
initial hypothesis, i.e. a second and third annotator
may be superfluous. On the other hand, carefully
analysing the errors of the LLMs can also help the
expert to make one or the other decision.

To summarise, it can be said that the use and
importance of LLMs in linguistic work, as in many
other areas, will increase. In any case, LLMs are
useful to linguists as interlocutors who can surprise
them with unexpected linguistic usages.
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