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Abstract

Electronic health records (EHR) even though
a boon for healthcare practitioners, are grow-
ing convoluted and longer every day. Sifting
around these lengthy EHRs is taxing and be-
comes a cumbersome part of physician-patient
interaction. Several approaches have been pro-
posed to help alleviate this prevalent issue ei-
ther via summarization or sectioning, however,
only a few approaches have truly been helpful
in the past. With the rise of automated methods,
machine learning (ML) has shown promise in
solving the task of identifying relevant sections
in EHR. However, most ML methods rely on
labeled data which is difficult to get in health-
care. Large language models (LLMs) on the
other hand, have performed impressive feats in
natural language processing (NLP), that too in
a zero-shot manner, i.e. without any labeled
data. To that end, we propose using LLMs to
identify relevant section headers. We find that
GPT-4 can effectively solve the task on both
zero and few-shot settings as well as segment
dramatically better than state-of-the-art meth-
ods. Additionally, we also annotate a much
harder real world dataset and find that GPT-4
struggles to perform well, alluding to further
research and harder benchmarks.

1 Introduction

Modern day healthcare systems are increasingly
moving towards large scale adoption of maintain-
ing electronic health records (EHR) of patients
(Congress, 2009). EHRs help healthcare practi-
tioners with relevant information about a patient
such as history, medications, etc. However, in re-
cent times this practice has led to very long and
convoluted EHRs (Rule et al., 2021). Naturally, the
need for better information retrieval tools emerged
due to the progressively lengthy and unstructured
doctor notes. One such need is the accurate identi-
fication of sections in an EHR, pertinent to a physi-
cian’s inquiry. For instance, a question like “What

Figure 1: Sample real world obscure image of an outpa-
tient paper-based patient encounter form comprising of
numerous sections (Hersh and Hoyt, 2018).

treatments has the patient undergone in the past?”
concerning prior treatments administered to a pa-
tient necessitates the swift extraction of informa-
tion from the “treatments” and “past medical his-
tory” sections, while excluding sections related to
“ancestral medical history”. This swift extraction
is vital for timely decision-making in patient care.
Additionally, during critical procedures such as the
evaluation of medical necessity for prior authoriza-
tion requests, it is customary for experienced clin-
icians to locate vital data within specific sections.
An illustrative case entails examining the “physical
exam” section to identify particular findings, such
as signs of neurological disorders or movement-
associated pain, indicating the need for additional
diagnostic tests. The timely identification of such
information is of utmost importance in ensuring
the provision of appropriate care and reducing the
risk of potential complications.

In general, regions found in EHR would often
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have a section heading preceding the body of the
section, as can be seen in example Table 1. Even
though these section types have limited cardinal-
ity, however, more often than not, physicians would
fail to adhere to standards and use lexical variations
generated on the fly. Moreover, practitioners not
only will generate lexical variations of sections on
the fly but also completely new sections altogether
for valid reasons like imaging reports, etc. Apart
from these variations, oftentimes there would be no
headers at all, even though the information present
could ideally be part of a pre-existing section in
a document or a new section altogether. While
studies like Gao et al. (2022) utilize the Subjective,
Objective, Assessment and Plan heading (SOAP)
framework, real-world clinical notes often contain
sections beyond these categories. This limitation
is further emphasized in Landes et al. (2022), war-
ranting further investigation and analysis.

The aforementioned factors have consequently
contributed to the establishment of Section Iden-
tification (SI) as a distinct and enduring prob-
lem within the academic discourse (McKnight and
Srinivasan, 2003), making it an indispensable com-
ponent of any clinical natural language processing
(NLP) pipeline. A SI task entails finding regions
of text that are semantically related to an aspect
of a patient’s medical profile. More importantly, it
helps to improve pre-existing information retrieval
systems by enabling them to be more targeted and
specific. Lastly, in light of recent findings of the
negative impact of note bloat within EHRs on even
the most sophisticated systems (Liu et al., 2022),
using SI to shorten or create from EHR, a sub-EHR
specific to a given task would prove to be a worth-
while effort for humans and machines both.

Because finding sections and hence their cor-
responding headers involves inherent variability,
machine learning (ML) methods have played an
important role in this natural language processing
(Pomares-Quimbaya et al., 2019). ML has increas-
ingly been shown to be efficient in finding rele-
vant sections within a document, however, a key
drawback of traditional ML methods has been the
dependence on labeled data (Tepper et al., 2012).
Reliance on annotated data for training ML models
to be able to predict the beginning and end of sec-
tion headers has stalled the field from fully solving
the task. The emergence of large language mod-
els (LLMs) in contemporary research presents a
promising avenue to overcome the limitations in-
herent in traditional machine learning approaches,

thereby expanding the scope of their applications.
LLMs have emerged as the de-facto system for

NLP in scenarios where data is scarce (OpenAI,
2023). The key distinction between traditional Ma-
chine Learning (ML) models and Large Language
Models (LLMs) lies in their ability to understand
tasks in natural language. While traditional ML
models require labeled data for training, LLMs can
leverage pre-training on vast amounts of unstruc-
tured text data, enabling them to perform tasks with
minimal task-specific fine-tuning. This makes ML
possible in an unsupervised manner (no need for
labeled data) and therefore opens room for appli-
cations in domains where annotated data is hard
to acquire like healthcare. While LLMs have been
evaluated on a wide array of NLP tasks in health-
care (Nori et al., 2023), they are yet to be evaluated
on their effectiveness in segmenting a document
into semantically relevant sections.

In this work, we address this gap and evaluate
the efficacy of our approach on a widely-known
datasets in the clinical medical domain. Findings
show that GPT-4 (OpenAI, 2023) almost solved the
section identification problem on the benchmark
open-sourced dataset, however, on a private dataset
the performance lags. Our contributions are three-
fold, listed as follows:

1. We show that GPT-4 can generate zero-shot
headings of records with very high accuracy.

2. Contrary to the above, we find that its perfor-
mance drops on internal real-world datasets.

3. An ontology of numerous section headers seen
in real world EHR systems is shared which
has much higher coverage.

2 Related Work

Traditionally, SI task has been done using a
pre-defined dictionary of plausible candidates.
Pomares-Quimbaya et al. (2019) performed a com-
prehensive survey and found that rule-based meth-
ods still dominated the array of methods proposed
while ML systems increasingly achieved better cov-
erage when combined in a hybrid manner with rule-
based methods. McKnight and Srinivasan (2003)
later on extracted bag-of-words from MedLINE ab-
stracts and used a support vector machine to train
a classifier to categorize sentences into either In-
troduction, Method, Result, or Conclusion, demon-
strating promising results. Similarly, Hirohata et al.
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Allergies Allergies: Patient recorded as having No Known Allergies to Drugs...

History of
Present Illness

HPI: 61M w/ incidental L renal mass found during W/U for brachytherapy for low-grade [**Last Name
(STitle) **], now w/ gradually worsening gross hematuria for the past several days.

Labs Imaging Pertinent Results: [**2160-4-10**] 07:30AM BLOOD WBC-12.6* RBC-3.20* Hgb-8.2* Hct-24.5*
MCV-77* MCH-25.6* MCHC-33.4 RDW-17.1* Plt Ct-438.

Hospital
Course

Brief Hospital Course: 61M w/ low-grade [**Month/Day/Year **] awaiting brachytherapy and locally-
advanced L renal mass w/ collecting system invasion, renal vein thrombus, and likely metastases,
presented w/gradually worsening gross hematuria.

Table 1: This figure illustrates a sample data point from the MIMIC-III database, highlighting the sections annotated
with MedSecID corpus.

(2008) achieved very high accuracy by using condi-
tional random fields to label scientific abstracts into
Objectives, Methods, Results, and Conclusions.

Over time and with the inclusion of ML, the field
re-framed this problem as one of span-level entity
identification i.e. the system would be tasked with
predicting whether each token in a sequence be-
longs to one of the predefined section types using
the Inside-Outside-Beginning (IOB) tagging sys-
tem (Ramshaw and Marcus, 1999). Tepper et al.
(2012) addresses the task of segmenting clinical
records into distinct sections using a two-step ap-
proach. First, the section boundaries are identified.
Then, the sections are passed to the second step,
where a classifier is used to label each token as
Begin, In or Out of the span of a section. Nair et al.
(2021) proposes several transfer learning models
based on clinical contextual embeddings for classi-
fying clinical notes into the major SOAP sections
(Podder et al., 2023). Zhou et al. (2023) investi-
gates the effectiveness of continued pre-training in
enhancing the transferability of clinical note sec-
tion classification models. Both of the above papers
resemble our work, however, they restrict them to
SOAP sections and train specific models to do so.
While the techniques devised so far have shown
promise, to the best of our knowledge none of the
previous works have tried in an unsupervised man-
ner.

With the advent of LLMs (Devlin et al., 2018;
OpenAI, 2023), several works have shown the ef-
ficacy of LLMs in doing unsupervised zero-shot
information extraction. The primary method for
interacting with generative LLMs is by the use of
natural language prompts. Wei et al. (2022) found a
significant performance boost by asking the model
to explain its chain of thought before answering
the query. Further, Brown et al. (2020) showed that
additional performance can be gained by passing
some examples as part of the prompt, they named it

Few-Shot prompting. Wang et al. (2023); Bian et al.
(2023); Ashok and Lipton (2023) have shown the
efficacy of prompting the LLM to extract biomed-
ical named entities from scientific articles. More
recently, Liu et al. (2023) used GPT-4 to de-identify
documents in a zero-shot manner. This hints at the
immense document understanding capabilities of
LLMs and opens doors to its application to a wide
array of previously unresolved tasks such as SI.

Apart from the advancements in the field of ML
and SI, to evaluate how well SI systems perform,
a standardization of tasks as well as datasets is
required. To that end, Uzuner et al. (2011) first pro-
posed a SI task as part of Informatics for Integrat-
ing Biology and the Bedside (i2b2) benchmarks.
Recently, Landes et al. (2022) argued that the pre-
vious dataset did not fully cover the nuances in SI
task and proposed a dataset an order of magnitude
larger as well as more comprehensive than one by
Uzuner et al. (2011). However, the dataset pro-
posed by Landes et al. (2022) is based on a clean
source Johnson et al. (2016), which oftentimes is
not the case in real-world scenarios. To that end,
we also annotated a real-world dataset to evaluate
LLMs on it as well.

3 Datasets

3.1 i2b2 2010

In their study, Tepper et al. (2012) meticulously
curated a corpus comprising 183 annotated clinical
notes extracted from a selection of discharge sum-
maries within the i2b2 2010 (Uzuner et al., 2011)
dataset. This dataset was annotated by an expert
and served as a valuable resource for their research.
However, owing to constraints imposed by Institu-
tional Review Boards (IRBs), our current access
to the i2b2 2010 dataset is limited. As a result, we
were only able to procure clinical notes for 96 out
of the originally annotated 183 documents.
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Dataset MedSedId i2b2 2010 Real World

Document count 2002 96 100
Average token length 2307 1283 7841
Std. dev. token length 1732 726 8093
Average sections per doc 12 17 12
Std. dev. sections per doc 5.7 6.2 8

Table 2: Corpus Statistics

3.2 MedSecID
MedSecID (Landes et al., 2022) is a publicly avail-
able corpus of 2,002 fully annotated medical notes
from the MIMIC-III (Johnson et al., 2016) clinical
record database. Each note has been manually an-
notated with section boundaries and section labels
(See Table 1 for an example of a typical clinical
note consisting of well-defined sections). The sec-
tion labels correspond to different types of infor-
mation that are typically found in clinical notes,
such as history of present illness, physical exam
findings, and progress notes.

3.3 Real-world
In an increasingly digital world, one would be in-
clined to assume healthcare data also lives digitally.
Surprisingly, that is not the case almost 75% of
the healthcare dataset still lives in faxes (CCSI,
2022) (see figure 1 for a sample handwritten and
faxed clinical notes). Whereas all preexisting SI
datasets are digitally derived from clean EHR sys-
tems, which even though offer us some insight into
the performance of state of art, however, fail to
paint the full picture. Therefore, we use an in-
ternal dataset of prior authorization requests de-
rived from faxed-in images being transcribed to
text via an optical character recognition system
(OCR). These requests contain EHR of patients
in the form of doctors’ notes, submitted in both
PDF and image formats. These documents lack
a standardized structure, with segments and titles
that can vary significantly in length. Although it’s
possible to group these titles into clusters of similar
meaning, the language and number of titles differ
across documents. Additionally, OCR inaccuracies
arise from unclear text, spelling errors, complex
table structures, and handwritten content, resulting
in highly noisy input for any SI system to process.

4 Annotation Methods

In this section, we describe the dataset and the
annotation design in our study. As we described

before we decided to choose section identification
(SI), a method to identify sections and sub-sections
in EHR documents to split them into smaller text
chunks and create some structure in these unstruc-
tured data. We designed a manual annotation task
to identify these sections and create categorical sec-
tion types. Below we explain the annotation task
design, the result, and the challenges.

4.1 Annotation Design

We randomly selected 100 records from a pool of
one million records we have in our corpus. These
records are in two forms, PDF or fax images which
doctors submit to insurance companies, and hence,
can arrive from any arbitrary format. We refer
to these records as documents in the span of this
manuscript. These documents have no standard
structures and sometimes they contain multiple pa-
tients information at the same time. Six annotators
with higher education and non-native speakers of
English carry the annotation task. Each annotates
an equal amount and random selection of these
documents.

We used Label Studio1, an open source data la-
beling platform. PDF or image file of each record
is uploaded to label studio and the task was to
mark the section and sub-section in each file and
manually enter the corresponding text of these sec-
tions and sub-sections. To instruct the annotators,
we provided written instructions as well as held a
video discussion session and explained the task to
the annotators.

4.2 Annotation Result

We aggregate the sections per document to form
the final section and sub-section list. A total of
912 sections and subsections are identified which
makes 14 sections and sub-sections on average per
document. Then one annotator, different from the
ones who have annotated the documents, catego-
rized these sections and sub-sections into more gen-

1https://labelstud.io/
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Figure 2: Section categories which are selected based on observation of top-header sections in the corpus and human
judgment to associate section names to their topic or category of representations.

eral categories based on the Consolidated Clinical
Document Architecture (C-CDA) implementation
guide2. In other words, the diverse categories are
mapped to a category to unify them. This allows us
to calculate IAA and be able to use the text seman-
tic similarity method to find these sections in the
unannotated documents. A total of 464 categories
are coded of which 394 of these categories have a
frequency of 1 and 70 categories have a frequency
of 2 or more. We provide a small sample of the
most frequent categories in Table 3 and Figure 2.

24 documents have been randomly selected and
on each of these documents, a second annotator
annotated the document. Further, we calculated the
Jaccard similarity to report Inter-Annotator Agree-
ment (IAA), The Jaccard similarity is a measure
of the similarity between two sets of data. We
obtained a Jaccard distance of 0.40, which is a
fair agreement and an indication that the annota-
tion task is challenging. The most diverse section
and sub-section lists that each normalized into one
section name are shown in table 4. Notably, the di-
versity of these two general categories indicates the
challenge involved in structuring and identifying
these sections in these documents. In some cases,
categories such as Order Report or Medication Rec-
onciliation can be both a section and sub-section
according to the annotation results. This charac-
teristic does not enforce the decision to select the
general category for these types.

2C-CDA contains a library of CDA templates, incorpo-
rating and harmonizing previous efforts from Health Level
Seven (HL7), Integrating the Healthcare Enterprise (IHE),
and Health Information Technology Standards Panel (HITSP).
https://www.hl7.org/ccdasearch/

5 Experimental Setup

Our task here is to take as input a document and
output all the section headers found in it. For our
underlying use case, we carried out testing with var-
ious LLMs like GPT-4 8k (OpenAI, 2023), LLaMa-
2 7B (Touvron et al., 2023), and more recent Mis-
tral 7B (Jiang et al., 2023) prompting strategies3 (as
shown in figure 3) and contrasted them with a base-
line experiment that used keyword search, regex,
MedSpacy library (Eyre et al., 2021) and the best
model reported by Landes et al. (2022). MedSpacy
is a clinical NLP toolkit built on the foundation of
SpaCy, specifically designed to address the unique
challenges of processing and extracting informa-
tion from clinical text. This enables healthcare
professionals to efficiently process and derive valu-
able insights from unstructured medical narratives.
We did not restrict the tokens and used the entire
clinical note for MedSecId. We extracted the actual
section header using the header span mentioned in
the MedSecId annotation and used it as the ground
truth for our task. Because of the longer length of
real-world data, we used the 32k version of GPT-
4 while keeping all the hyper-parameters to de-
fault such as the temperature, frequency penalty,
and presence penalty to 0 and max tokens to 1000.
Lastly, in this study, we utilized a privately hosted
instance of GPT-4 to ensure the prevention of any
potential data leakage. Prior to initiating the exper-
iment, we implemented a thorough anonymization
procedure to protect the dataset Protected health
information (PHI). This involved substituting all

3CoT A5, One Shot A4 and Close Ended A6 prompting
strategies are elaborated in appendix A.
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Medications
Section

Information about the current and past Medications

Order Info This section consists of additional items that are required to conclude the assessments. Examples of such
items are Mammograms, x-rays, etc., or the information about the provider of such items.

Results
Section

Usually contains of lab results

Physical
Exam
Section

Result of physical exams such as Integumentary, Chest and Lung Exam, Cardiovascular, Abdomen, etc.

Table 3: A sample of sections and subsections with the highest frequency.

Medications
Section

Medications, Medication Changes, Medication List at End of Visit, Medication, Medication Reconcilia-
tion, Preventive Medicine, Medication List, Medication List at End of Visith, Medications (active prior
today), Medications (Added, Consumed or Stopped today), Medications (Added, Continued or Stopped
today), Medications Changes, Medications Discontinued During This Encounter, Medications Ordered
This Encounter, Medications Places This Encounter, MEDICATIONS PRESCRIBED THIS VISIT,
Medications Reviewed As Of This Encounter, Meds, Outpatient Medications, Patients Medication,
Preventive Medication, Previous Medications, Previous medications

Order Info Orders Placed, Order Questions, Order, Order Details, Order Information, Order Providers, Order Report,
Ordering Provider, Order Name, Order name, Order Number, Order Plain X-ray/Interpretation, Order
Requisition, Order Tracking, Order Transmittal Tracking, Order User/Provider Detail, Order-Level
Documents, Ordering Provider Information, Orders, Orders Placed This Encounter, Orders Requiring a
Screening Form

Table 4: The list of sections and subsections that are normalized into one section name.

You are a clinician and you read the given clinical document and identify section headers from them.
Find section headers only from the clinical text.
For each section header, return the answer as a JSON object by filling in the following dictionary.
{section title: string representing the section header}
Here are some clinical notes of a patient from a doctor. ### {context text} ###

Figure 3: Basic Prompt Template

personal identifiers, such as names, identification
numbers, and ages, with fictitious entities.

Apart from the basic prompts, we also experi-
ment with combining them with Few-Shot (Brown
et al., 2020) and CoT Prompting (Wei et al., 2022)
where we ask the LLM to think step-by-step along
with providing an example of the clinical note and
a list of headings. We keep the prompts same
across all the datasets. Lastly, the evaluation met-
ric used here is the exact match (EM) accuracy
as well as precision (P), recall (R), and F1-score
calculated by comparing GPT-4’s output to that of
ground truth in the Inside-Outside-Beginning (IOB)
scheme (Ramshaw and Marcus, 1999) as used in
work by Landes et al. (2022). Similar GPT-4 exper-
iments were conducted on i2b2 2010 dataset but
as the context length of i2b2 was smaller, in all
the experiments we use GPT-4 8K. Lastly, because
of cost constraints, we chose the best-performing
model on above mentioned benchmarks to be eval-

uated against our internal real-world dataset.

6 Results

Even though GPT-4 was able to perform very well
on open source benchmark datasets, it was unable
to reach the same level of performance on our in-
ternal corpus due to its complexity as shown in
table 7. Experiments showed that GPT-4 was able
to achieve an accuracy of only 37% in contrast to
that of 96% on MedSecId corpus. LLaMa-2 and
MedSpacy performed equally well, in that, former
achieved higher recall than latter. This can be at-
tributed to the global knowledge encoded in the
LLMs, which is not the case with MedSpacy, while
on the other hand MedSpacy would be much faster
to run with less overhead. Results in table 5 and
6 show that one-shot GPT-4 OpenAI (2023) per-
formed the best and achieved a new state of the art
on MedSecId outperforming previous models by a
significant margin. This unsupervised methodology
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Method Accuracy(%) Precision(%) Recall(%) F1(%) EM(%)

Keyword Based 36.07 100 36.07 53.01 36.05
Regex 49.24 100 30.07 46.24 50.8
MedSpacy 56.63 100 38.29 55.38 62.63
GPT-4 Close Ended Prompt 73.23 100 73.23 84.55 73.2
GPT-4 Chain-of-Thought (CoT) 94.9 100 88.62 93.97 92.47
GPT-4 Zero Shot Prompt 94.41 100 87.61 93.40 92.05
GPT-4 One Shot Prompt 96.86 100 92.93 96.24 96.11
LLaMa-2 Close Ended Prompt 39.96 100 39.96 57.10 39.94
LLaMa-2 Zero Shot Prompt 52.29 94.61 32.92 48.82 62.25
LLaMa-2 One Shot Prompt 13.95 94.57 6.86 12.80 16.86
LLaMa-2 Chain-of-Thought (CoT) 38.21 93.95 21.11 34.48 46.95
Mistral Close Ended Prompt 5.24 100 5.24 9.96 5.24
Mistral Zero Shot Prompt 11.51 97.43 5.23 9.93 14.45
Mistral One Shot Prompt 8.41 98.61 4.07 7.82 10.48
Mistral Chain-of-Thought (CoT) 11.99 98.61 5.64 10.67 15.53
BiLSTM-CRF (Landes et al., 2022) 82.2 95 95 95 -

Table 5: Results on MedSecId Corpus

Method Accuracy(%) Precision(%) Recall(%) F1(%) EM(%)

Keyword Based 10.98 100 8.78 16.14 69.5
Regex 66.26 100 48.27 65.11 56.8
MedSpacy 38.45 100 21.92 35.96 38.14
GPT-4 Close Ended Prompt 11.82 78.24 8.46 15.27 73.8
GPT-4 Chain-of-Thought (CoT) 86.26 99.85 74.65 85.43 84.33
GPT-4 Zero Shot Prompt 89.47 100 78.46 87.93 84.58
GPT-4 One Shot Prompt 93.03 100 85.36 92.10 89.45
LLaMa-2 Close Ended Prompt 88.79 100 83.57 91.05 86.54
LLaMa-2 Zero Shot Prompt 56.2 100 36.62 53.61 58.59
LLaMa-2 One Shot Prompt 30.54 100 16.75 28.69 21.2
LLaMa-2 Chain-of-Thought (CoT) 40.23 99.83 22.61 36.87 50.7
Mistral Close Ended Prompt 10.41 100 6.65 12.48 19.34
Mistral Zero Shot Prompt 35.30 100 18.98 31.90 36.17
Mistral One Shot Prompt 6.58 100 3.24 6.29 7.80
Mistral Chain-of-Thought (CoT) 32.13 99.80 17.03 29.09 33.66
Maximum Entropy (Tepper et al., 2012) - 91.1 90.8 91 -

Table 6: Results on i2b2 Corpus. While GPT-4 has superior performance, LLaMa-2 is not far behind.

Method A P R F1 EM

Regex 67.64 98.69 51.30 67.51 71.9
MedSpacy 5.92 100 4.13 7.93 15.72
GPT-4 ZS 37.53 100 24.18 38.95 37.29
LLaMa-2 ZS 13.33 100 7.81 14.49 19.75
Mistral ZS 3.67 100 1.83 3.60 5.24

Table 7: Results on Real-World Corpus. ZS stands for
Zero-Shot prompting

beats all the supervised models on the MedSecId
corpus (Landes et al., 2022). Similarly, one-shot
also had a state-of-the-art performance on i2b2
2010 dataset. On the other hand, LLaMa-2 did
not perform as well as GPT-4, but nevertheless
had on par performance with regex. Additionally,
LLaMa-2 Touvron et al. (2023) performance on
i2b2 dataset came very close to that of GPT-4 it-
self. This disparity in performance of LLaMa-2
as well as its variation in results across the experi-

ments leads to inconclusive results. Lastly, Mistral
(Jiang et al., 2023) performance was sub-optimal,
exhibiting only a marginal improvement than a
naive keyword based approach.

7 Discussion

We performed an in-depth error analysis on the
subset of records that GPT-4 was unable to predict
correction. Our analysis found errors in the Med-
SecId dataset itself, which is one of the reasons
GPT-4 did not get a 100% performance. Error anal-
ysis reveals on the rest of 2.8% missed sections
of the GPT-4 finds that 18% of the above stated
2.8% belong to the “Findings” section label and
13% belong to the “Image-Type” category. Most of
the documents did not have those section headers
explicitly mentioned and were hidden as part of the
text. Even though the precision was 100% in i2b2
2010 dataset, the granularity of the subsections, the
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Section Categories Number of Sections in Category Frequency Frequency (%)

Assessment & Plan 413 958 60.98
physical exam 66 152 9.67
Personal Info 54 73 4.64
Medication 19 55 3.50
History of Present Illness 3 44 2.80
Family History 5 40 2.54
Allergies 4 40 2.54
Order Info 17 38 2.41
Clinical Info 16 36 2.29
UNKNOWN 13 25 1.59
Additional Info 4 18 1.14
Appointment Date 6 15 0.95
Progress Notes 1 15 0.95
Results 7 12 0.76
Mental Status 6 10 0.65
History 3 10 0.64
Lab Results 5 6 0.38
Alcohol Use 2 5 0.31
Abdomen 2 5 0.31
Referral 3 3 0.19
Active Medication 3 3 0.19
References 2 3 0.19
Miscellaneous 2 2 0.12
All Reviewer List 2 2 0.12
Return Visit 1 1 0.06

Table 8: Each section name is categorised to either its top-header section or a category is selected by human
to represent the topic of the section. This annotation is done manually by two annotators where one selected a
course-grained categories and the other selected a fine-grained categories. The one we show in this table is the
coarse-grained category list, along with the number of of sections in each category, frequency, and frequency
percentage. When the annotator were not able to asses a category they mark the section as UNKNOWN

presence of ambiguous language, or the lack of
clear markers for section boundaries could be the
contributors to the slight dip in recall of the section
headers. We leave fixing the issues in the dataset
and advanced prompting for future work.

Surprisingly, we found that GPT-4 was even able
to extract sub-sections that were missed in the hu-
man annotations in MedSecId. This raises the ques-
tion of whether GPT-4’s superior performance on
these datasets can be attributed to its prior exposure
to them? We found out that MedSecId is derived
from MIMIC dataset which forbids being used for
LLM training, therefore, it is highly unlikely it was
used during model training.

Further analysis of our internal dataset revealed
that high variation in the structure of the docu-
ment is the root cause of such a wide gap between
benchmark and our internal datasets. The origi-
nal version of our data is in the form of images
and PDF files. While GPT was resilient to most
OCR errors it did contribute to some misspelled
sections. We acknowledge the difference in GPT’s
and the gold standard’s approach to section title
extraction. While the gold standard highlights lit-
eral text, GPT summarizes the content, potentially

providing a more concise and informative overview.
Example GPT output Patient Information and Visit
Details encompasses multiple headers like Chief
Complaint, History of Present Illness, and Patient
Information. GPT also extracted irrelevant titles as
section headers Provider Information and Signa-
ture, Page Footer, etc. We aim to work on address-
ing these issues by incorporating context awareness
into the title-generation process.

The major challenge in performance drop on in-
ternal dataset is due to the nature of our data itself.
More specifically, there is neither standard struc-
ture nor format. The situation exacerbates with the
document being an out of an OCR system which
introduces numerous morphological errors. Con-
sequently, GPT-4’s responses on our dataset are
more creative and semantically similar which is
something an exact match evaluation is unable to
measure. As zero-shot was performing extremely
well on public corpus and the improvement with
other prompting techniques gave only minor im-
provements, we conducted only zero shot on our
internal datasets.

Apart from conducting experiments on the state
of art LLMs like GPT-4 (OpenAI, 2023), we also
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wanted to experiment with smaller open-source
models that offer flexibility. We experimented with
two of the best-performing models LLaMa-2 (Tou-
vron et al., 2023) and Mistral (Jiang et al., 2023).
However, in reality, both the open source models
found it hard to follow the prompts and the outputs
are not consistent. The challenges were further
exacerbated when the models were required to gen-
erate results in a uniform format. Sometimes, both
LLaMa-2 and Mistral would just output the sum-
marization of the text. LLaMa-2 demonstrated a
significantly superior performance than Mistral on
both i2b2 and MedSecID.

Further, each section name is categorised to ei-
ther its top-header section or a category is selected
by human to represent the topic of the section. This
annotation is done manually by two annotators
where one selected a course-grained category list
and other selected a fine-grained one. The one we
show in table 8 is the coarse-grained category list,
along with the number of sections in each category,
frequency, and frequency percentage. 25 categories
are created by the annotator to represent the coarse-
grained categories. There are some section names
that both annotators are unable to assess or select
a category. These sections are categorized as UN-
KNOWN. If we consider that the top nodes in an
ontology network, on average each node will have
26 child nodes in this ontology.

8 Conclusion

In this work, we evaluated LLMs capabilities in
segmenting a clinical document into individual sec-
tions. More specifically, we show that an unsuper-
vised GPT-4 can nearly solve the Section Identifi-
cation task. Even though GPT-4 has a very high
accuracy on the benchmark datasets, however, its
performance on a real-world dataset has a signifi-
cant lag. We further analyze the reasons for such
a wide gap and find that the source dataset has
cleanly defined section headers which is not the
case with its real-world counterpart. To show how
diverse the real-world dataset is, we further derived
an ontology using another set of annotators that we
share with the community at large.

To that end, we create a harder benchmark, one
that is derived from real-world data generating pro-
cess. Moreover, we conducted an annotation study
with five annotators to create the final dataset and
found high ambiguity in the identification of head-
ers on the newly introduced benchmark. As a take-

away, we suggest that if the source dataset or EHR
is clean, then there is no need anymore to train
specific supervised models to detect sections as an
unsupervised LLM can perform that task.

9 Future Work

After realizing the close-to-perfect performance
and poor performance on the internal real world
dataset of an unsupervised LLM in this study, we
believe currently released datasets do not paint a
clear picture of how the techniques proposed so far
would perform in real world scenarios. Using our
own internal dataset, we would like to fine-tune the
LLM to see whether it can improve performance
in a way that is comparable to open-source. Lastly,
because sharing sensitive patient data is not possi-
ble, we plan to work on de-identifying and training
an LLM to generate synthetic but realistic datasets
which could lead to better real world benchmarks.

10 Limitations

One of the self-evident limitations of our approach
is the reliance on GPT-4 to perform SI task. Using
GPT-4 incurs both high overhead costs and sig-
nificant data leakage risks if not set up properly.
Therefore, the technique itself cannot be run in an
isolated environment as it depends on an external
API. Another drawback common with ML systems
is if tomorrow new sections emerge and GPT-4
is not updated, the if will fail to capture the new
section types.

11 Ethics

The datasets used in the study involved sensitive
patient data. Therefore, we decided not to disclose
the internal data. Additionally, even for the data
based on MIMIC (Johnson et al., 2016), we used
a privately hosted instance of GPT-4 that sits in a
HIPAA compliant environment. Separately, the an-
notators were provided fully de-identified data, and
the identification of the annotators themselves was
anonymized during the annotation process. We
have released the taxonomy at our github4 and
kindly request the community to report any further
advancements to us via email.

4https://github.com/inQbator-eviCore/
LLM section identifiers
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A Appendix

Figure 4 illustrates an example of ”One Shot”
prompt method. It contains the segmentations and
the seed list of heading found in MedSecId. In the
end we present the entire patient notes received
from the doctors. Figure 5 shows an example of
”CoT” prompt. We observe that in this method the
prompt should instruct the LLMs to think rationally
and ask them to extract the section headers from
the patient notes. Lastly, figure 6 shows an example

of ”Close Ended” prompt method. This method re-
stricts the responses to be one of the 50 class labels
that is obtained from MedSecId annotation.

Table 9 demonstrates the top 50 populated sec-
tion names that we observed in our corpus. The
numbers are extracted from the aggregated annota-
tion results. We observe that ”Allergies”, ”Family
History”, and ”Social History” are top 3 populated
sections in the corpus. The full list is published in
our GitHub which is provided in section 11.

Figure 2 shows the sections categories. The an-
notation is done by two annotators. One annotator
chooses course-grained categories and the other
chooses more fine-grained categories. These cat-
egories are selected based on observation of top-
header sections in the corpus and human judgment
to associate these section names to their topic or
category of representations. Our findings show
that ”Assessment & Plan” is the most populated
category with 958 sections and ”Return Visit” us
the least populated one with only 1 section. The
sections are extracted from the aggregated annota-
tion result of our study. Statistics such as number
of sections per category, frequency, and frequency
percentage is shown in Table 8.
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You are a clinician and you read the given clinical document and identify section headers from them.
Find section headers only from the clinical text.
Example clinical text: {sample text}
Answer { List of section headers from the corpus. }
For each section header return the answer as a JSON object by filling in the following dictionary.
{section title: string representing the section header}
Here are some clinical notes of a patient from a doctor. ### {context text} ###

Figure 4: One Shot Prompt: provide examples of segmentation as well as provide a seed list of headings found in
MedSecId.

You are a clinician and you read the given clinical document and identify section headers from them.
Find section headers only from the clinical text.
For each section header, return the answer as a JSON object by filling in the following dictionary.
{section title: string representing the section header
CoT: string describing thinking step by step }
Here are some clinical notes of a patient from a doctor. ### {context text} ###

Figure 5: CoT Prompt: make the LLM think rationally and try to extract all possible section headers in the clinical
notes

You are a clinician and you read the given clinical document and identify section headers from them.
Classify the section headers into one of the following section type labels.
section types: {List of section types from the MedSecId training corpus.}
If the section headers do not belong to any of the above section type labels, classify them as Ńone.́
Only print the section types identified in a list. Here are some clinical notes of a patient from a doctor.
### {context text} ###

Figure 6: Close Ended Prompt: restrict the responses to one of the 50 class labels obtained from the MedSecId
annotation.
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Section Names Frequency Percentage (%)

Allergies 36 2.3%
Family History 36 2.3%
Social History 34 2.2%
Past Medical History 29 1.9%
Physical Exam 28 1.8%
Subjective 25 1.6%
Objective 24 1.5%
Plan 24 1.5%
Surgical History 24 1.5%
HPI 23 1.5%
Assessment 21 1.3%
Chief Complaint 20 1.3%
History of Present Illness 20 1.3%
Review of Systems 19 1.2%
Impression 17 1.1%
Medications 16 1.0%
Vital signs 16 1.0%
Additional Documentation 15 1.0%
Progress Notes 15 1.0%
ROS 14 0.9%
Medication Changes 13 0.8%
Orders Placed 13 0.8%
Visit Diagnoses 13 0.8%
Assessment/Plan 12 0.8%
Current Medications 11 0.7%
Past Surgical History 11 0.7%
Vitals 11 0.7%
Assessments 10 0.6%
Examination 10 0.6%
Musculoskeletal 10 0.6%
Problems 10 0.6%
Technique 10 0.6%
Communications 9 0.6%
Comparison 9 0.6%
Exam 9 0.6%
Findings 9 0.6%
Reason for Appointment 9 0.6%
Diagnosis 8 0.5%
Medical History 8 0.5%
Medication List at End of Visit 8 0.5%
Screening 8 0.5%
Skin 8 0.5%
Cardiovascular 7 0.4%
General 7 0.4%
History 7 0.4%
Tobacco Use 7 0.4%
Treatment 7 0.4%
Eyes 6 0.4%
Instructions 6 0.4%
Patient Information 6 0.4%

Table 9: Top 50 Sections Names quantified by their frequencies and percentages in the entire corpus. We observe
that ”Allergies”, ”Family History”, and ”Social History” are top 3 most populated sections in the corpus.
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