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Abstract

This paper presents our solution to the
MEDIQA-M3G Challenge at NAACL-
ClinicalNLP 2024. We participated in all
three languages, ranking first in Chinese
and Spanish and third in English. Our
approach utilizes LLaVA-med, an open-source,
medical vision-language model (VLM) for
visual question-answering in Chinese, and
Mixtral-8x7B-instruct, a Large Language
Model (LLM) for a subsequent translation
into English and Spanish. In addition to our
final method, we experiment with alternative
approaches: Training three different models for
each language instead of translating the results
from one model, using different combinations
and numbers of input images, and additional
training on publicly available data that was not
part of the original challenge training set.

1 Introduction

Over the past 25 years, various studies have dis-
cussed the shortage of dermatologists in the US
(Kimball, 2003; Kimball and Resneck Jr, 2008;
Ehrlich et al., 2017). At the same time, machine
learning methods offer potential relief for the lim-
ited time available to dermatologists (Fogel and
Kvedar, 2018) and, on some tasks, even exceed ex-
pert capabilities (Esteva et al., 2017). Recently in-
troduced vision-language models (VLMs) showed
promising capabilities in radiology and pathol-
ogy visual question-answering (VQA) tasks (Moor
et al., 2023; Wu et al., 2023; Thawkar et al., 2023;
Liu et al., 2023; Chen et al., 2024). Therefore, it
can be assumed that they also provide relief in the
field of dermatology. However, there are no exist-
ing dermatology VQA datasets (Lin et al., 2023).
Yet, VLMs need fine-tuning datasets to achieve the
high accuracy required for medical tasks (Liu et al.,
2023).

A possible data source for such tasks are
telemedical records. Telemedicine describes triag-

ing, diagnosing, and monitoring patients remotely
through digital images and text messages (Waller
and Stotler, 2018). Shortly after the outbreak
of the COVID-19 pandemic, the availability of
telemedicine services increased in parts of China
(Hong et al., 2020; Song et al., 2020), providing
new opportunities to create VQA datasets. Follow-
ing these developments, the MediQA-M3G chal-
lenge (wai Yim et al., 2024a) is based on data from
one of these telemedical platforms. The partici-
pants are offered photos of skin diseases and textual
interactions between patients and medical profes-
sionals. While the original data is in Chinese, auto-
mated translations into English and Spanish were
also provided. This raises several questions that
we examined in the course of the challenge. First,
there is the question of which model should be used
on the Chinese data since all medical VLMs were
trained in English. Another question is how helpful
the training on the translated English and Span-
ish data is or whether problems such as translation
errors and cultural differences are a hindrance.

To answer these questions, this paper compares
various fine-tuning methods in preparation for our
challenge submission. We first evaluate the useful-
ness of additional imaging data from two publicly
available dermatological classification datasets in
solving the challenge. We then compare multi-
image training to training with a single image per
data entry. Finally, we also test if training three
different models for each language outperforms
training a single model and translating its predic-
tions into the other two target languages.

2 Related Work

2.1 VLMs

With the rapid development of LLMs (Hoffmann
et al., 2022; Touvron et al., 2023a,b; Peng et al.,
2023), various approaches have been pursued to
extend these models to vision-language models
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(VLMs) (Alayrac et al., 2022; Li et al., 2023b; Liu
et al., 2023). This usually involves combining pre-
trained LLMs and image models using dedicated
architectures and training them on multimodal data.
A notably straightforward yet effective architec-
ture that has emerged from these efforts is LLaVA
(Liu et al., 2023). Within this approach, a basic
feed-forward network, comprising two layers is
employed to map the image embeddings to the lan-
guage embedding space of the LLM. Similarly to
the development of specialized biomedical LLMs
(Chen et al., 2023; Labrak et al., 2024; Xie et al.,
2024), a modified version of LLaVA designed for
biomedical applications, known as LLaVA-med (Li
et al., 2023a), has been introduced. All of our solu-
tions to this challenge are based on LLaVA-med.

2.2 Translation

Shortly after the release of ChatGPT and the sub-
sequent focus on LLMs, their translation ability
was explored (Hendy et al., 2023; Jiao et al., 2023;
Bawden and Yvon, 2023). In contrast to previous
neural machine translation (NMT) approaches that
revolved around specialist language models trained
on parallel translation corpora (Tiedemann and
Thottingal, 2020; Costa-jussà et al., 2022), LLMs
learn translation through vast pre-training and in-
struction tuning. Improvements over traditional
NTM models include smoother translations (Hendy
et al., 2023). However, these improvements are ac-
companied by higher translation error rates (Yao
et al., 2024). An interesting observation by Hendy
et al. (2023) is that GPT produces more accurate
translations of noisy Chinese texts than traditional
NMT models. Since the data in this challenge
consists of Chinese consumer health questions, a
translation with LLMs seems reasonable in this
context. However, it also makes sense to evaluate a
traditional NMT model due to the higher error rates
of LLMs. Following its promising performance on
medical downstream tasks (Dada et al., 2024), we
used Mixtral-8x7B-Instruct (Jiang et al., 2024) for
LLM-based translation of Chinese predictions and
OPUS (Tiedemann and Thottingal, 2020) as the
NMT model.

2.3 Consumer Health Question-answering

Previous works focused on consumer health
question-answering but were only text-based
(Ben Abacha et al., 2019; Ben Abacha and Demner-
Fushman, 2019). Existing VQA datasets do not
include consumer health inquiries and are based

on radiology (Lau et al., 2018; Liu et al., 2021;
Hu et al., 2023) and pathology images (He et al.,
2020). Since no datasets are based on multimodal
dermatology consumer health questions, there are
currently no existing approaches for this task. Fur-
thermore, using Chinese texts translated into En-
glish and Spanish is a novel approach that requires
methods to address this setting adequately.

3 Challenge Dataset

The given dataset (wai Yim et al., 2024b) con-
sists of clinical history and patient query examples.
Along these textual inputs, one or multiple photos
of the described skin disease were attached to the
query. The gold labels consisted of one or multiple
answers by Chinese dermatologists. All texts were
machine-translated into English and Spanish with-
out further information on which model was used
for translation. One exception is the test set, which
was translated manually. For the validation and test
sets, annotators also provided a score indicating
how complete an answer is concerning the query.
Possible completeness scores were 0.0, 0.5, and
1.0, ranging from incomplete to entirely complete.
As a metric, the deltaBLEU score (Galley et al.,
2015) was computed between predictions and der-
matologists’ answers using the completeness score
for weighting.

Figure 1: Histogram of number of words per dermatolo-
gist answer in English.

The training set consists of 842 patient queries
with an average of 2.94 images per query. Addi-
tional 56 examples were provided as a validation
set and 100 examples as a test set. Figure 1 shows
the histogram of the number of words per derma-
tologist answer for the English training set. Most
answers consist of only a few words, usually the
diagnosis. However, some outliers are consider-
ably longer, with over 315 words. These answers
contain lengthy descriptions of the treatment and
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follow-up steps for the patient. While we manually
analyzed the data, we could not find a consistent
relationship between the type of request and the
verbosity of the response.

Figure 2: Histogram of number of images per patient
query.

Figure 2 shows the histogram of the number of
images per sample in the training set. Like the
number of words per answer, queries usually have
few images attached.

4 Methodology

The following section describes the different ap-
proaches for the challenge. We describe multi-
image training, additional non-challenge data used,
and our methods of translating LVM predictions
into new target languages.

4.1 Training on multiple input images

The challenge data often provided multiple images
for each input text (see Figure 2). This led to the
question of whether all of them should be used to-
gether in a single text prompt, decreasing the num-
ber of training examples but potentially increasing
the information available to the model in each case,
or if each image should be used as input separately,
thus increasing the number of training examples
but potentially decreasing the quality of the input.

4.2 Additional fine-tuning data

In addition to the data presented by the challenge,
we attempted to train the model on additional pub-
licly available dermatological image datasets. For
this, we employed Fitzpatrick17k (Groh et al.,
2022), which contains approximately 17,000 la-
beled dermatological images and Dermnet1, adding
an additional 19,500 images. The aim was to in-
crease the model’s overall domain knowledge and

1https://dermnet.com/

to improve its performance in identifying common
dermatological illnesses before training it on chal-
lenge data. We prompted the model to identify the
illness in the picture using the image label as the
prediction target.

4.3 Translation or language-specific
fine-tuning

A central question for us was whether we should
fine-tune three different models, one for each chal-
lenge language, or train a single model and trans-
late the resulting predictions into the other two
target languages. The first attempt had the poten-
tial to yield good results, especially in English,
since LLaMA, which provided the base weights for
LLaVA-Med, was only peripherally trained on Chi-
nese and Spanish. On the other hand, the quality
of training data was the highest in Chinese, since
this was the language the data was sourced in, and
translations were automatic and, in some places,
inaccurate. This could lead to the model learning
inaccurate terms, reflecting poorly in the test set
because it was translated manually. In this case,
translating the generated answers would be the pre-
ferred option. When translating with Mixtral, we
prompted the model to generate an accurate trans-
lation of a Chinese forum post with medical con-
tent in Spanish and English, respectively. Figure
3 shows these prompts. To achieve higher-quality
translations and to ensure the model would adhere
to our instructions, we constructed 3 few-shot ex-
amples containing fictional example sentences that
were similar in style but not originally contained in
the training data. Finally, we post-processed with
simple regex expressions to exclude additional re-
marks Mixtral often made, which were not part of
the translation.

5 Results

Our best results were achieved by training LLaVA-
med exclusively on Chinese challenge data, for
only a single epoch, as more epochs to decrease
performance. The learning rate was 2e − 5, with
an overall batch size of 4 and 16 gradient accu-
mulation steps. We did not make use of valida-
tion data in fine-tuning for our final submission.
The resulting predictions were then translated into
Spanish and English using Mixtral-8x7b-instruct.
This method achieved a score of 7.05 BLEU for
Chinese, 2.66 for English, and 1.36 for Spanish.
(see Table 1). These represent the highest scores
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Chinese to English
You are a translator who produces accurate and complete

translations from Chinese to English. You will now receive the text
from a Chinese forum post on a dermatological topic. It is your task

to produce an accurate English translation of that Chinese post.
Remember to generate nothing but the translation. Do not add

any additional information.

Chinese to Spanish
Eres un traductor que produce traducciones precisas y completas
del chino al español. Ahora recibirás el texto de una publicación en
un foro chino  sobre un tema dermatológico. Tu tarea es producir
una traducción precisa al español de esa publicación en chino..

Recuerda generarúnicamente la  traducción. No agregues
información adicional.

Figure 3: The system prompts used to generate translations from Chinese into English and Spanish

看一下是皮肤病吗

手上像梅毒疹

Por favor, eche un vistazo, 
¿se trata de una afección 
cutánea?

Please take a look, is this a 
skin condition?

There is syphillis 
rash on the hand.

Hay erupción de 
sífilis en la mano.

Dataset Application

Telemedicine
Platform VLM

LLM

Figure 4: The left-hand side shows the dataset collection process. It consists of chat interactions between Chinese
dermatologists and patients. Each patient inquiry contains a text and multiple photos of their skin disease. We train
a VLM on the original Chinese examples. For the application of this model in other languages, we translate the
model answers from Chinese to English and Spanish using an LLM.

achieved in the challenge for Chinese and Spanish.
As mentioned in the previous section, this repre-
sents a fairly simple approach compared to other
experiments we performed, which is visualised in
its entirety in Figure 4.

6 Discussion

In addition to the main result described above, we
performed several additional experiments with dif-
fering approaches, which in most cases led to worse
performance than in the version we submitted. Ta-
ble 1 gives an overview of these results. The follow-
ing section gives some reasons for why additional
training might have harmed model performance
in this case and why a simple approach ended up
achieving the highest scores.

6.1 Analysis of fine-tuning methods
It becomes apparent that additional datasets that
were not originally part of the challenge worsen
results by 0.61 points in the case of English and
1.08 points in the case of Spanish. Following up
with fine-tuning on challenge data improved the

score again slightly, but it does not come close
to reaching the scores of training exclusively on
challenge data. It is possible that this was due to
the incompatibility of datasets, meaning that di-
agnoses contained in challenge data were not rep-
resented in Fitzpatrick or Dermnet. Additionally,
challenge data often contained more complex tasks
than correctly identifying what could be seen in the
image, e.g., answering questions about potential
treatments. Finally, the particular writing style of
many entries in the challenge data and differing
translations may also have played a role.

Mixtral-8x7b-instruct seems to outperform Opus
as a translation option despite Opus being a group
of models designed specifically for translation be-
tween set language pairs. One constraint expected
to lead to Opus’s poorer performance was that this
model family only contains a model for Chinese
to English and English to Spanish translations, but
none for Chinese to Spanish, thus necessitating
a translation first to English and then to Spanish.
However, our results show this is not the case since
the Spanish Opus translation outperforms the En-
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Table 1: This table contains the various results we achieved with different fine-tuning methods. Datasets used: 1.
M3G: original challenge data 2. DN: Dermnet 3. FP: Fitzpatrick17k

ID Datasets Training Language Translation Method
Score

(ZH / EN / ES)
1 M3G Chinese Mixtral 7.05 / 2.66 / 1.36
2 M3G English - - / 2.05 / -
3 M3G Spanish - - / 1.58 / -
4 M3G Chinese Opus 7.05 / 0.60 / 0.99
5 FP English - - / 0.47 / -
6 FP + M3G English - - / 0.94 / -
7 DN English - - / 0.57 / -
8 DN + M3G English - - / 1.44 / -
9 DN + FP English - - / 0.77 / -
10 DN + FP + M3G English - - / 1.41 / -

glish translation.
The answer is unclear regarding whether one

should train designated models for each language
or translate results using a translator model. Trans-
lation outperforms designated training in the case
of English but not in the case of Spanish.

In addition to the variables discussed up to this
point, we trained LLaVA-Med by using multiple in-
put images instead of a single one, which also wors-
ened the results. Compared to our best result, train-
ing exclusively on Chinese challenge data, multi-
image training only scored 0.63 BLEU. In general,
increasing the number of input images during train-
ing seems to decrease LLaVA’s performance. This
might be because LLaVA models are usually only
pre-trained using single images, so the model can
not properly handle multi-image input. Another
potential reason performance decreases with more
input is the way multimodality is implemented in
LLaVA models: image features are projected into
the embedding space of the language model, thus
effectively increasing input length. Longer con-
texts have been shown to decrease language model
performance. (Levy et al., 2024)

6.2 Error analysis
Looking at the model predictions, it becomes clear
that there are still several issues with its perfor-
mance. Firstly, as the model mirrors challenge
training data, it tends to gravitate towards very
short and concise answers, simply stating a pre-
sumed diagnosis, see for example Figure 5.

These answers could, in some cases, agree
with expert opinions but did not contain the same
amount of additional information and did not di-
rectly answer the original question. There were

Example

Prompt: Male, 16 years old.  Got Pustule for 10
years at the hands and feet. Previously diagnosed
as chronic eczema. Some of our colleagues
suspected it is scabies. And hence was treated once
as such, with no success. Later on, with a follow up
on the medical history, it was revealed the lesion at
the foot was the result of a scald. The lesions in the
hands and feet have been there for 10 years. There
was some relief after the use of anti-biotics. Now it
mainly happens on the palms and side of the hands
and feet. Once again, does it look like eczema?
How to account for these small pustules? Picture
uploaded before: The latest status:

LLaVA-med: Impetigo.

Reference 1: Impetigo.

Reference 2: Tinea pedis combined with fungal
rash. Suggest to run a test on fungal infection.

Reference 3: What appear on the hand is eczema,
impetigo. Exfoliative keratolysis at the feet

Figure 5: Example prediction by LLaVA-Med, trans-
lated into English using Mixtral.

also instances in which the model predicted a dif-
ferent but similar illness to the reference, often with
a different descriptive adjective, see Figure 6.

Regarding translations, there were several differ-
ences between Mixtral and Opus. Opus tended to
mistranslate medical terms. A possible reason is
the added context that an LLM receives through
the system prompt, clarifying that the input text
has medical content. Additionally, it often failed
to identify two connected Chinese characters as a
single word, thus translating single characters liter-
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Table 2: This table contains some examples that illustrate the differences in translation quality between Mixtral and
Opus.

LLaVA-med
prediction

Mixtral
translation

Opus
translation

Example
ground truth

慢性湿疹 Chronic eczema. Chronic wet rashes. Could be chronic eczema.

季节性蜕皮症
Seasonal skin
exfoliation.

Seasonal skinness. Exfoliative keratolysis.

虫咬皮炎吧
Must be an insect

bite dermatitis.
Worm bites skin
inflammation.

Seborrheic dermatitis.

考虑毛囊炎 Considering folliculitis. Think of cyborgitis.
[...] folliculitis

or summer dermatitis [...]

Example

Prompt: See picture of the disease -maculopapular
rash. The patient is male, 16 years old. Impression:
appendicitis. Got influenza when in the hospital.
After injection of antondine by the night shift
physician, the skin in the affected area becomes
itchy. They come to me for consultation the next day.

LLaVA-med: Skin rash disease?

Reference 1: Should be Measles type drug rash.

Reference 2: Drug rash.

Figure 6: Example prediction by LLaVA-Med, trans-
lated into English using Mixtral.

ally, missing the actual meaning. Table 2 contains
a typical example for this: The Chinese word for
’eczema’ consists of the characters for ’wet’ and
’rash’. Opus interpreted these as distinct charac-
ters instead of a single word and thus reached an
inaccurate translation. Opus also tended to choose
general terms for some words instead of the correct
scientific term. (E.g., simply ’inflammation’ in-
stead of ’dermatitis’, see also Table 2) On the other
hand, Mixtral achieved a relatively high quality of
translations, given that it is neither officially trained
on Chinese nor specifically biomedical data.

7 Limitations

The model we submitted has some limitations, ex-
cluding it from clinical use in its current state. Most
importantly, even though our results scored the
highest in two languages, the overall scores were
very low. Significantly higher diagnosis accuracy
must be achieved to make it useful in a clinical

setting.
Secondly, due to the nature of the training data,

the model often mimics the writing style of the
forum posts it was trained on, leading to fewer
professional expressions than expected in a clinical
setting.

Similarly, since training data was obtained from
Chinese sources containing frequent suggestions
for using Traditional Chinese Medicine, the model
made similar recommendations in some cases. This
might not meet the standards of care in other coun-
tries. Thus, regional differences in care methods
have to be considered when training similar models
intended for clinical use in the future.

8 Conclusion

We present our submission to the Multilingual &
Multimodal Medical Answer Generation task of the
MediQA 2024 challenge. Our results compare well
with other submitted approaches, but their quality
is still insufficient for clinical use. This was partly
because our method could not overcome hurdles
presented by the challenge, such as short target
predictions, translation issues, and regional differ-
ences in care methods. VLMs with better analytic
capabilities in the medical domain must be created
to achieve scores high enough for real-world appli-
cations. Nonetheless, the increased availability of
telemedical records and the increasing availability
of data from a variety of countries also presents an
opportunity for medical LVM research.
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