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Abstract

The 2024 Shared Task on Chemotherapy Treat-
ment Timeline Extraction aims to advance the
state of the art of clinical event timeline ex-
traction from the Electronic Health Records
(EHRs). Specifically, this edition focuses on
chemotherapy event timelines from EHRs of
patients with breast, ovarian and skin cancers.
These patient-level timelines present a novel
challenge which involves tasks such as the ex-
traction of relevant events, time expressions
and temporal relations from each document
and then summarizing over the documents. De-
identified EHRs for 57,530 patients with breast
and ovarian cancer spanning 2004-2020, and
approximately 15,946 patients with melanoma
spanning 2010-2020 were made available to
participants after executing a Data Use Agree-
ment. A subset of patients is annotated for
gold entities, time expressions, temporal rela-
tions and patient-level timelines. The rest is
considered unlabeled data. In Subtask1, gold
chemotherapy event mentions and time expres-
sions are provided (along with the EHR notes).
Participants are asked to build the patient-level
timelines using gold annotations as input. Thus,
the subtask seeks to explore the topics of tem-
poral relations extraction and timeline creation
if event and time expression input is perfect.
In Subtask2, which is the realistic real-world
setting, only EHR notes are provided. Thus,
the subtask aims at developing an end-to-end
system for chemotherapy treatment timeline
extraction from patient’s EHR notes. There
were 18 submissions for Subtask 1 and 9 sub-
missions for Subtask 2. The organizers pro-
vided a baseline system. The teams employed
a variety of methods including Logistic Re-
gression, TF-IDF, n-grams, transformer mod-
els, zero-shot prompting with Large Language
Models (LLMs), and instruction tuning. The
gap in performance between prompting LLMs
and finetuning smaller-sized LMs indicates that
for a challenging task such as patient-level
∗ indicates co-first authors.

chemotherapy timeline extraction, more sophis-
ticated LLMs or prompting techniques are nec-
essary in order to achieve optimal results as
finetuing smaller-sized LMs outperforms by a
wide margin.

1 Introduction

Cancer treatment is rarely simple. Complex pro-
tocols involving multiple drugs, given over ex-
tended period of times in specified orders, are the
norm (Warner et al., 2019). This poses a challenge
for clinical researchers. Ideally, real-world studies
of the impact of specific protocols would require
to identify which patients have been given which
protocols. In practice, this task is complicated by
a dearth of detailed information: although medica-
tion records and clinical notes might indicate the
administration of a given chemotherapeutic agent
to a patient, they rarely, if ever, name specific pro-
tocols. Furthermore, structured medication admin-
istration records are insufficient, as clinical notes
may contain mentions of medications in the context
of reasons for discontinuing treatment, prior treat-
ments given at differing institutions, or reactions to
treatment.

Extracting chemotherapy timelines from clin-
ical notes involves a series of challenges. In-
dividual mentions of relevant drug administra-
tions (chemotherapy events) must be extracted and
mapped to appropriate medication terminologies.
Each event must then be assigned a time extent,
based on the date of the note and any temporal
modifiers and indicators (e.g. time expressions)
identified alongside the medication event (Laparra
et al., 2018). Finally, these individual instances
must be ordered into a timeline. Each of these
tasks involves substantial challenges, several of
which have been the focus of previous SemEval
challenges (Elhadad et al., 2015; Laparra et al.,
2018; Bethard et al., 2017).
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Patient received 2 cycles
Carboplatin and Taxol,
9/30/13, 10/20/13, ...

Subtask2

Subtask1

Patient received 2 cycles
Carboplatin and Taxol,
9/30/13, 10/20/13, ...

<Taxol, CONTAINS-1, 2013-09-30>,
<Carboplatin, CONTAINS-1, 2013-09-30>,
<Taxol, CONTAINS-1, 2013-10-20>,
<Carboplatin, CONTAINS-1, 2013-10-20>

...

Timelines

Figure 1: Illustration of the two subtasks in the 2024 Chemotherapy Treatment Timeline Extraction shared task.
The input of Subtask1 is patient notes with gold events (highlighted in green) and time expressions (highlighted in
blue). The input of Subtask2 is patient notes only. The output of both subtasks is a list of chemotherapy treatment
timelines with normalized time expressions. See details in section 2.

The 2015-2021 SemEval shared tasks (Bethard
et al., 2015, 2016, 2017; Laparra et al., 2018, 2021)
on temporal relation extraction from the clinical
narrative used the THYME and THYME2 corpora
(Styler IV et al., 2014; Wright-Bettner et al., 2020),
each with a separate focus on one of the following
tasks – pairwise temporal relation extraction, time
expression normalization, and domain adaptation.
The SemEval shared tasks provided the gold event
and time expressions so that the teams focus on the
temporal relation extraction to advance approach
development. The state-of-the-art methodologies
and results they established allowed the commu-
nity to start exploring applications to real world
biomedical use cases.

The 2024 Chemotherapy Treatment Timeline
Extraction shared task* elevates the technical chal-
lenges to a new level by presenting participants
with two challenges: assembling timelines from
individual event mentions and temporal/time ex-
pressions provided as input (Subtask1), and build-
ing timelines directly from clinical notes, thus the
real-world task of end-to-end extraction (Subtask2).
Both subtasks go beyond the 2015-2021 Semeval
shared tasks, however they build on the commu-
nity knowledge advanced through them. For the
2024 Chemotherapy Treatment Timeline Extrac-
tion shared task the organizers provided a dataset
of the Electronic Health Records (EHRs) of more
than 73,000 cancer patients from 2004-2020 from
University of Pittsburgh Medical Center (UPMC).

In the next sections, we describe the shared task,

*https://sites.google.com/view/
chemotimelines2024

its substasks, the dataset, the evaluation methodol-
ogy, the baseline system, the teams with highlights
of their approaches, and finally the results. Details
of each team’s approach is described in a separate
paper by the team.

2 Description of the Shared Task and
Subtasks

The overall goal of the task was to create patient-
level timelines of chemotherapy treatment events
from all the notes in the EHR available for a
given patient. In general, timelines can be rep-
resented in different formats. We can describe a
patient’s treatment timeline in natural language,
such as “2 cycles Carboplatin and Taxol, 9/30/13,
10/20/13” which is easy to understand by humans,
however, it cannot be “understood” directly by ma-
chines. Over the years, the research community
has developed a parsimonious set of relations to ex-
press temporality between two events or between
an event and temporal/time expression (Wright-
Bettner et al., 2020; Styler IV et al., 2014). We
adopt these conventions where an event is any oc-
currence that can be positioned on a timeline (in our
case chemotherapy events) and the set of tempo-
ral relations are defined as BEFORE, CONTAINS
(with inverse CONTAINS-1 which is the equiva-
lent of CONTAINED-BY), OVERLAP, NOTED-
ON, BEGINS-ON, ENDS-ON. We limit events to
only chemotherapy treatment events. Therefore,
for the shared task we represent the chemother-
apy treatment timelines in a computable format
as a list of <chemotherapy, temporal_relation,
time_expression> triplets. Thus, the previous ex-
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Train Dev Test
Patients Notes Words Patients Notes Words Patients Notes Words

Ovary 26 1,675 1,183,632 8 562 308,814 8 559 257,116
Breast 33 1,002 465,644 16 499 225,588 35 1,333 786,896

Melanoma 10 233 124,924 3 211 178,308 10 229 156,083

Table 1: Gold labeled dataset: number of patients, notes, and words across train/dev/test sets. “Words” denotes the
tokens delimited by white spaces.

Train Dev Test
EVENT TIMEX3 TLINK EVENT TIMEX3 TLINK EVENT TIMEX3

Ovary 1,168 597 494 790 312 226 664 381
Breast 1,023 576 455 279 146 113 2,560 1,118

Melanoma 147 78 48 789 261 201 398 193

Table 2: Gold labeled dataset: EVENTs/ TIMEX3s/ TLINKs distribution in the labeled dataset. TIMEX3 and
TLINK refer to time expressions and temporal relations respectively.

ample can be converted to:

<Carboplatin, CONTAINS-1, 2013-09-30>,

<Taxol, CONTAINS-1, 2013-09-30>,

<Carboplatin, CONTAINS-1, 2013-10-20>,

<Taxol, CONTAINS-1, 2013-10-20>.

With this representation, the construction of
chemotherapy treatment timelines can be naturally
decomposed into the following stages: chemother-
apy event extraction, time expression extraction,
temporal relation classification, time expression
normalization and patient-level timeline refinement.
Time expressions are also referred to as temporal
expressions and TIMEX3.

The shared task defined two subtasks. In Sub-
task1, gold chemotherapy event mentions and time
expressions are provided (along with the EHR
notes). Participants were asked to build the patient-
level timelines using gold annotations as input.
Thus, the subtask sought to explore the topics of
temporal relation extraction and timeline creation if
event and time expression input is perfect. In Sub-
task2, which is the realistic real-world setting, only
EHR notes are provided. Thus, the subtask aimed
at developing an end-to-end system for chemother-
apy treatment timeline extraction from patient’s
EHR notes. Figure 1 is an overview of this task.

2.1 Data
The EHR for each patient included all types of
available notes regardless of their relevance to the
patient’s cancer, e.g. radiology reports, pathology

notes, clinical notes, oncology notes, discharge
summaries, progress reports, etc. We sampled a
subset of patients to create the gold annotations.
For the gold annotations, we follow the THYME2
annotation schema (Wright-Bettner et al., 2020;
Styler IV et al., 2014) as it is widely used in the
clinical temporal relation classification community
(Bethard et al., 2015, 2016, 2017; Lin et al., 2019,
2021). Two domain experts created gold annota-
tions of the chemotherapy events, time expressions,
and temporal relations. These represent instance-
level annotations. These pairwise gold annotations
are in the Anafora † (Chen and Styler, 2013) xml
format. The final gold patient-level timeline was
created automatically by merging all instance-level
annotations followed by deduplicating and collaps-
ing temporal relations. The gold dataset was split
into training, development (dev) and test sets. Ta-
ble 1 and Table 2 present the distributions of the
gold dataset (the Labeled Dataset).

Additionally, we provided the Unlabeled
Dataset which consists of the UPMC EHR notes
for 57,530 patients with breast and ovarian cancer,
collected between 2004-2020, and 15,946 patients
with melanoma, collected between 2010-2020. As
implied by its name, this dataset does not have any
gold annotations. The Unlabeled dataset could
potentially be used for continued training of pre-
trained language models or for pretraining a lan-
guage model.

To access both Labeled and Unlabeled datasets,
the PI (Principal Investigator) of each team was

†https://github.com/weitechen/anafora
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required to execute a Data Use Agreement (DUA)
with University of Pittsburgh. The process took 3-4
weeks on the average. Upon execution of DUAs,
the data were distributed to the teams through
Globus ‡ with gated Collections for each split and
dataset. Globus provides a secure way of sharing
the sensitive patient EHR data.

3 Evaluation

We used the standard F1 metric to evaluate sys-
tem performance, with variations to reflect the real
world use case of chemotherapy treatment time-
lines. In consultation with our oncology domain
experts it was determined that the level of granu-
larity most useful for both point of care and trans-
lational studies is the month and the year for the
chemotherapy treatment; the exact date was not
deemed critical.

Therefore, we designed four evaluation strate-
gies with different levels of granularity: strict,
relaxed-to-day, relaxed-to-month and relaxed-to-
year. Strict evaluation requires all elements in a
triplet to match the corresponding ones in the gold
annotations to count as a match. In all relaxed
evaluations, we consider certain temporal relations
interchangeable, and only compare the predicted
month (relaxed-to-month) or year (relaxed-to-year)
with the gold ones. For instance, under relaxed-
to-month evaluation, we consider <TC, BEGINS-
ON, 2013-02> correct if the gold timeline is <TC,
BEGINS-ON, 2013-02-13>. In this shared task,
based on our consultations with our oncology do-
main experts as described above we use the relaxed-
to-month metric as the official score for the leader
board and rankings.

Our scoring metrics account for differences in
patterns of chemotherapy treatments. Most, but not
all patients have chemotherapy. Some melanoma
patients, for example, are treated surgical with no
chemotherapy. To handle these differences, we
used two types of scores based on relaxed-to-month
results as motivated above:

• Type A: F1 where all patients are included
regardless of whether they have chemotherapy
gold timelines.

• Type B: F1 where patients with no chemother-
apy timelines are excluded.

Type A score aims to catch false positives for
these patients. Type B score measures the effec-

‡https://www.globus.org

tiveness of the methods on patients with confirmed
chemotherapy treatments. The F1 score for each
patient was computed and the final F1 score for
each type is the average across all patients. The
Official score used for the rankings in the Leader
Board is the average of Type A and Type B. A link
to the evaluation script§ is posted on the shared task
website.

Teams uploaded their systems output into their
gated Globus collection and the organizers ran the
evaluation script to produce the results posted on
the Leader Board on the shared task website. Each
team was allowed to upload up to three submissions
for each task.

4 Baseline Systems

The shared task organizers provide baseline results
for Subtask1 and Subtask2.

For both subtasks we used Apache cTAKES¶

(Savova et al., 2010) for sentence boundary
detection, tokenization, and pipelining of soft-
ware components via the Python bridge to Java
(ctakes-pbj) module. We use Huggingface Trans-
formers (Wolf et al., 2019) for model training and
inference, and CLUlab Timenorm’s synchronous
context free grammar module (Bethard, 2013) for
normalizing time expressions to ISO standard. The
system processes all the patients and notes for a
given cancer type and split of the dataset. We pro-
cessed patients by cancer type and dataset split
since there are overlapping patient identifiers across
different cancer types and splits (although the pa-
tients are different).

4.1 Subtask1

We used cTAKES’ default tokenization and sen-
tence splitting stack, then loaded chemotherapy
event mentions and time expressions from the an-
notated gold data. We normalized as many time
expressions as possible using Timenorm. Taking
all the relevant pairs of chemotherapy event men-
tions and normalized time expressions, i.e. within
a certain number of tokens from each other, we
generated instances for classification by our tem-
poral relation model (described below). Following
(Lin et al., 2021), we used tags to distinguish the
chemotherapy event mentions from the time ex-
pressions, e.g. The patient received <e> paclitaxel

§https://github.com/HealthNLPorg/
chemoTimelinesEval

¶https://ctakes.apache.org
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</e> on <t> February 2nd, 2011 </t>. Note, in
the generated instance we used the original text
of the time expression, not its normalized form
from Timenorm (i.e. 2011-02-02). The normal-
ized form is associated with its source time expres-
sion in a data structure within cTAKES and is used
later when collecting instances for summarization
and scoring.

For the temporal relation classification model
we used Microsoft Research’s PubMedBERT (Gu
et al., 2020), and first fine-tuned on the THYME2
clinical temporal relation dataset (Wright-Bettner
et al., 2020), then continue fine-tuned on the shared
task training set to produce the type of temporal
relation. Finally, when all the pairs have been clas-
sified, we generated a text table, with a row for
each classified pair. Each row contains the original
text of the chemotherapy mention, the normalized
form of its paired time expression, their predicted
temporal relation, and the identifier of the patient
with whom this instance is associated. We then pro-
cessed this table into a collection of summarized
patient-level timelines for each patient.

To derive the patient-level timelines, we re-
fined the pairwise temporal relations by 1) de-
duplication, and 2) choosing the most specific
temporal relation between a chemotherapy treat-
ment and a time expression following a pre-
defined label hierarchy (BEGINS-ON/ENDS-ON
> CONTAINS/CONTAINS-1 > BEFORE). In ad-
dition, for generic chemotherapy mentions such
as “chemo” and “chemotherapy”, we added them
to the final timelines only if there was not a more
specific chemotherapy treatment (e.g. Taxol) hav-
ing the same temporal relation with the exact same
time expression.

4.2 Subtask2
Here we also used cTAKES’ default sentence
detection and tokenization stack. For detecting
chemotherapy mentions, we used cTAKES’ dictio-
nary lookup module with a customized dictionary
of common chemotherapy terms collected from the
training split of the shared task gold annotated cor-
pus to identify potential chemotherapy mentions in
each note. For detecting time expressions, we used
the SVM-based tagger in the cTAKES’ temporal
module to identify potential time expressions, then
normalize as many potential time expressions with
Timenorm as possible. As in Subtask1, we gener-
ated instances for temporal relation classification
from all relevant pairs of chemotherapy mentions

and normalized time expressions, along with a table
of the classified instances and relevant associated
information for further summarization and evalua-
tion. We used the same model for temporal relation
classification as in Subtask1. We provided a docker
implementation || of the baseline system for Subtask
2 as a resource on the shared task website.

5 Participating Systems

In this section, we briefly describe the approaches
of participating systems. Details of each system
can be found in the separate papers by each of the
team.

The participants explored a variety of meth-
ods, including Logistic Regression, TF-IDF, n-
grams, transformer models, zero-shot prompting
with Large Language Models (LLMs), and instruc-
tion tuning. Table 3 summarizes all teams’ ap-
proaches.

BioCom participated in Subtask 1. They utilized
SciSpacy for Named Entity Extraction (NER) and
Logistic Regression to classify temporal relations.
They used unigram Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) to get features from the
input text.

ClinicalRxMiners submitted two systems for
Subtask 1. In submission 1, ClinicalRxMiners uti-
lized a machine learning (non-deep learning) ap-
proach and employed n-grams as features of the
input, with a soft voting classifier as the model
for making predictions. In submission 2, Clinical-
RxMiners utilized a pretrained Language Model
(LM) named GLiNER (Zaratiana et al., 2023),
which is specialized for NER.

KCLab (Tan et al., 2024) utilized a hybrid
method, employing cTAKES (Savova et al., 2010)
for preprocessing and PubMedBERT (Gu et al.,
2020) for post-processing. Their system was built
on top of the baseline model provided by the or-
ganizers. Additionally, KCLab used the UMLS
(Bodenreider, 2004) database. KCLab participated
in both Subtask1 and Subtask2.

LAILab (Haddadan et al., 2024) utilized two
approaches: supervised fine-tuning of language
models and a pipeline approach combining rule-
based NER with deep learning based relation
classification. For Subtask 1, they finetuned

||https://github.com/HealthNLPorg/
chemoTimelinesBaselineSystem
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Teams Approach LM or Algorithm Task
BioCom_submission1 Machine Learning Logistic Regression 1
ClinicalRXMiners_submission1 Machine Learning Soft voting classifier 1
ClinicalRXMiners_submission2 Deep Learning GLiNER Base 1
KCLab_submission1 Finetuned LM PubMedBert 1, 2
LAILab_submission1,2,3 Finetuned LM flan-T5-xxl, bart-large 1, 2
Lexicans-submission1,2,3 Zero-shot Prompting Llama2, Mistral,

Zephyr, Meditron, and
Mixtral

1

NLPeers_submission1 Finetuned LM deberta-v3-base 1
NLPeers_submission2 Few-shot Prompting Mixtral-8X7B-

Instruct-v0.1
1

NYULangone_submission1 Zero-shot prompting Mixtral 8x7B 2
UTSA-NLP_submission1,2,3 Instruction tuning LM,

continued pretraining LM
OpenChat-3.5-7B 1, 2

Wonder_submission1,2,3 Finetuned LM Bio-LM 1, 2

Table 3: Characteristics of participating systems.

flan-T5-XXL (Chung et al., 2022). For Sub-
task 2, they used a sequence-to-sequence approach
in the first two submissions, and a lookup table for
chemotherapy event extraction with a deep learning
method for temporal relation classification in the
third submission.

Lexicans (Sharma et al., 2024) used LLMs with
zero-shot prompting to extract relations. They also
utilized the THYME ontology to formalize the rep-
resentation of entities and their relationships. A few
LLMs such as Llama2, Mistral, Zephyr, Meditron,
and Mixtral (Touvron et al., 2023; Jiang et al., 2023;
Tunstall et al., 2023; Chen et al., 2023) were tested
under various settings. Additionally, a data nor-
malization step was performed to transform time
entities into absolute date-time formats.

NLPeers (Bannour et al., 2024) developed
two systems, both submitted for Subtask1.
For submission 1, NLPeers fine-tuned the
microsoft/deberta-v3-base model
and used it for temporal relation classifica-
tion. Additionally, the Heideltime library**

(Strötgen and Gertz, 2010) and an LLM-based
prompt with the OpenChat 3.5 model (Wang
et al., 2024a) were used to normalize time
expressions. For submission 2, the NLPeers
team applied few-shot prompting with the
Mixtral-8X7B-Instruct-v0.1 model
(Jiang et al., 2023), the prompt was chosen by
DSPy (Khattab et al., 2023), a framework for

**https://github.com/HeidelTime/heideltime

algorithmically optimizing LM prompts. A
Chain-Of-Thought (Wei et al., 2022) approach
was integrated during the prompt searching step
by DSPy. For time expression normalization,
Heideltime was also used in submission 2.

NYULangone employed an LLM-based prompt
approach with minimal pre- and post-processing.
NYULangone participated only in Subtask2, which
means the team did not use the gold annotation
provided in Subtask1.

UTSA-NLP (Zhao and Rios, 2024) presented
an instruction-tuning based approach. The
UTSA-NLP team reformulated the task into a
question-answering (QA) dataset for both the en-
tity extraction step and temporal relation clas-
sification step, then instruction-tuned an LLM,
OpenChat-3.5-7B, on the QA dataset. The
team continued pre-training the instruction-tuned
model on a portion of the Unlabeled dataset in one
of their submissions. For the temporal relation clas-
sification step, they used an open-sourced LLM to
generate reasoning for the answer.

Wonder (Wang et al., 2024b) participated in Sub-
tasks 1 and 2. They employed a supervised fine-
tuning approach, formulating the task as a multi-
class sentence classification task, where the input
was the text between the event and time expression.
For Subtask 2, MedTagger †† was used to identify
all the potential EVENT-TIMEX3 pairs. Time ex-

††https://github.com/OHNLP/MedTagger
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Submission Type A Type B Official Score
LAILab_submission1 0.94 0.86 0.90
LAILab_submission2 0.94 0.86 0.90
LAILab_submission3 0.94 0.86 0.90
Baseline_subtask1 0.93 0.85 0.89
Wonder_submission2 0.90 0.78 0.84
Wonder_submission1 0.89 0.77 0.83
Wonder_submission3 0.88 0.73 0.80
NLPeers_submission1 0.85 0.70 0.77
BioCom_submission1 0.84 0.64 0.74
Lexicans_submission1 0.81 0.61 0.71
UTSA-NLP_submission3 0.80 0.58 0.69
UTSA-NLP_submission1 0.80 0.58 0.69
Lexicans_submission2 0.79 0.57 0.68
UTSA-NLP_submission2 0.80 0.56 0.68
NLPeers_submission2 0.76 0.52 0.64
KCLab_submission1 0.76 0.49 0.63
Lexicans_submission3 0.75 0.47 0.61
ClinicalRXMiners_submission1 0.51 0.28 0.40
ClinicalRXMiners_submission2 0.56 0.21 0.38

Table 4: Evaluation results of Subtask1 (test set). All scores are macro-F1 of relaxed-to-month setting. We compute
two types of scores: F1 with patients with no gold timelines (Type A) and F1 without patients with no gold timelines
(Type B). Official score is the average of Type A and Type B, which is used for the rankings in the leader board. See
details in section 3.

Submission Type A Type B Official Score
LAILab_submission2 0.76 0.63 0.70
Baseline_subtask2 0.67 0.48 0.58
LAILab_submission1 0.65 0.47 0.56
KCLab_submission1 0.63 0.45 0.54
Wonder_submission3 0.59 0.46 0.53
Wonder_submission2 0.59 0.46 0.52
Wonder_submission1 0.58 0.46 0.52
LAILab_submission3 0.47 0.47 0.47
NYULangone_submission1 0.26 0.21 0.23
UTSA-NLP_submission1 0.22 0.22 0.22

Table 5: Evaluation results, Subtask 2 (test set). All scores are macro-F1 of relaxed-to-month setting. We compute
two types of scores: F1 with patients with no gold timelines (Type A) and F1 without patients with no gold timelines
(Type B). Official score is the average of Type A and Type B, which is used for the rankings in the leader board. See
details in section 3.

pressions were normalized with MedTime (Sohn
et al., 2013).

6 Results and Discussion

Overall results are presented in Table 4 and 5. Re-
sults per type of cancer are presented in Table 6
and 7 in the Appendix.

Most teams employed deep-learning-based meth-

ods for this shared task. Two teams used non-deep-
learning models: ClinicalRXMiners submission 1
used a machine learning model, BioCom trained
a Logistic Regression system. For the event men-
tion extraction step, the Wonder team and the base-
line system used off-the-shelf tools for time expres-
sion extraction and normalization. LAILab used a
lookup table for chemotherapy event identification
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in one of their submissions. The other approaches
employed in this shared task include end-to-end
timeline building (meaning no separate steps for
event mention extraction), supervised event men-
tion extraction model, and zero-shot prompting.

Finetuning LMs: For both subtasks, the top
teams, i.e. LAILab and Wonder, employed fine-
tuned pretrained language models as the core
technology. LAILab finetuned Flan-T5-xxl
(Chung et al., 2022) and Bart-large (Lewis
et al., 2020a), which have 11B and 400M parame-
ters respectively. They achieve best performance
on all subtasks (overall and per type of cancer)
except for Subtask2, breast cancer. The Wonder
team finetuned Bio-LM (Lewis et al., 2020b), yield-
ing top 3 results across all subtasks (excluding the
baseline system). The other two teams with good
results are NLPeers and KCLab, who finetuned
deberta-v3-base (He et al., 2023) and Pub-
MedBert (Gu et al., 2020) respectively. Overall, the
commendable performances of those teams suggest
that finetuning LMs remains the optimal approach
for optimizing system performance if gold labeled
data and computing resources are available.

Prompting LLMs: A few teams took the
approach of prompting LLMs. The Lexicans
team experimented with zero-shot prompting of
5 different LLMs, namely LLAMA2 , Mistral,
Zephyr, Meditron, and Mixtral (Touvron et al.,
2023; Jiang et al., 2023; Tunstall et al., 2023;
Chen et al., 2023). NYULangone applied zero-
shot prompting with the Mixtral model. Sub-
mission 2 from the NLPeers team prompted the
Mixtral-8X7B-Instruct-v0.1 model in a
few-shot fashion.

The gap in performance between prompting
LLMs and finetuning smaller-sized LMs indicates
that for a challenging task such as patient-level
chemotherapy timeline extraction, more sophisti-
cated LLMs or prompting techniques are necessary
in order to achieve optimal results. The state-of-the-
art results for the 2024 Chemotherapy Treatment
Timeline Extraction shared task are established by
fine-tuning smaller LMs.

A comparison of the scores between Subtask1
and Subtask2 shows a substantial drop of at least
0.2 F1 Official Score when gold event and time
expressions (thus perfect input) are provided. This
gap, surprisingly, implies that what is considered
the easier task of event and time expression ex-
traction is not a solved problem while the task of

temporal relation extraction holds strong.

7 Conclusion

The 2024 Shared Task on Chemotherapy Treatment
Timeline Extraction is unique in both (1) focusing
on a highly complex task, and (2) providing a large
corpus of EHR data to the participants. The com-
munity embraced the task with enthusiasm and
employed diverse methodologies, thus enabling ro-
bust comparison of approaches. Perhaps surprising
in our current era of very large LMs, fine-tuned
smaller LMs achieved superior performance. This
discrepancy between prompting LLMs and finetun-
ing smaller-sized LMs suggests that more sophisti-
cated LLMs or prompting techniques are necessary
in order to achieve optimal results for challenging
tasks such as patient-level chemotherapy timeline
extraction.
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timeline construction of other types of therapy for
future research.
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Submission (Breast) Type A Type B Official Score
LAILab_submission1 0.97 0.94 0.96
LAILab_submission3 0.97 0.94 0.95
LAILab_submission2 0.97 0.94 0.95
Baseline_subtask1 0.95 0.91 0.93
Wonder_submission1 0.94 0.87 0.90
Wonder_submission2 0.93 0.87 0.90
Wonder_submission3 0.93 0.87 0.90
BioCom_submission1 0.92 0.85 0.88
KCLab_submission1 0.84 0.68 0.76
NLPeers_submission1 0.79 0.66 0.72
UTSA-NLP_submission1 0.79 0.60 0.70
UTSA-NLP_submission3 0.79 0.60 0.69
UTSA-NLP_submission2 0.79 0.59 0.69
Lexicans_submission1 0.78 0.58 0.68
Lexicans_submission2 0.77 0.55 0.66
Lexicans_submission3 0.74 0.49 0.62
NLPeers_submission2 0.63 0.34 0.49
ClinicalRXMiners_submission1 0.49 0.39 0.44
ClinicalRXMiners_submission2 0.49 0.18 0.33

Submission (Melanoma) Type A Type B Official Score
LAILab_submission1 0.93 0.81 0.87
Baseline_subtask1 0.92 0.81 0.87
LAILab_submission2 0.91 0.79 0.85
NLPeers_submission1 0.91 0.78 0.84
Wonder_submission2 0.91 0.78 0.84
Wonder_submission1 0.91 0.78 0.84
LAILab_submission3 0.91 0.77 0.84
Lexicans_submission1 0.90 0.76 0.83
NLPeers_submission2 0.89 0.73 0.81
Lexicans_submission2 0.88 0.71 0.80
Wonder_submission3 0.86 0.65 0.76
UTSA-NLP_submission1 0.82 0.55 0.68
UTSA-NLP_submission3 0.82 0.54 0.68
UTSA-NLP_submission2 0.80 0.51 0.65
BioCom_submission1 0.78 0.45 0.61
KCLab_submission1 0.77 0.42 0.60
Lexicans_submission3 0.77 0.42 0.59
ClinicalRXMiners_submission2 0.70 0.24 0.47
ClinicalRXMiners_submission1 0.67 0.17 0.42

Submission (Ovarian) Type A Type B Official Score
LAILab_submission3 0.93 0.86 0.89
LAILab_submission2 0.93 0.85 0.89
LAILab_submission1 0.92 0.84 0.88
Baseline_subtask1 0.92 0.83 0.88
Wonder_submission2 0.84 0.69 0.77
Wonder_submission3 0.83 0.67 0.75
NLPeers_submission1 0.83 0.66 0.75
Wonder_submission1 0.83 0.66 0.74
BioCom_submission1 0.82 0.63 0.72
UTSA-NLP_submission2 0.80 0.59 0.70
UTSA-NLP_submission3 0.80 0.59 0.70
UTSA-NLP_submission1 0.79 0.58 0.69
NLPeers_submission2 0.75 0.50 0.63
Lexicans_submission3 0.74 0.49 0.62
Lexicans_submission1 0.74 0.48 0.61
Lexicans_submission2 0.73 0.46 0.59
KCLab_submission1 0.68 0.37 0.53
ClinicalRXMiners_submission2 0.48 0.21 0.34
ClinicalRXMiners_submission1 0.39 0.27 0.33

Table 6: Subtask 1, per type of cancer (test set). All scores are macro-F1 of relaxed-to-month setting. We compute
two types of scores: F1 with patients with no gold timelines (Type A) and F1 without patients with no gold timelines
(Type B). Official score is the average of Type A and Type B, which is used for the rankings in the leader board. See
details in section 3
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Submission (Breast) Type A Type B Official Score
KCLab_submission1 0.71 0.65 0.68
Wonder_submission2 0.70 0.57 0.64
Wonder_submission1 0.70 0.57 0.63
Wonder_submission3 0.69 0.57 0.63
LAILab_submission2 0.68 0.55 0.62
Baseline_subtask2 0.61 0.57 0.59
LAILab_submission3 0.47 0.58 0.53
LAILab_submission1 0.54 0.49 0.52
UTSA-NLP_submission1 0.32 0.18 0.25
NYULangone_submission1 0.17 0.21 0.19

Submission (Melanoma) Type A Type B Official Score
LAILab_submission2 0.78 0.70 0.74
LAILab_submission1 0.68 0.45 0.57
KCLab_submission1 0.64 0.35 0.49
Baseline_subtask2 0.60 0.26 0.43
Wonder_submission3 0.37 0.42 0.39
Wonder_submission1 0.37 0.42 0.39
Wonder_submission2 0.37 0.41 0.39
LAILab_submission3 0.43 0.33 0.38
NYULangone_submission1 0.40 0.25 0.32
UTSA-NLP_submission1 0.12 0.30 0.21

Submission (Ovarian) Type A Type B Official Score
LAILab_submission2 0.83 0.65 0.74
Baseline_subtask2 0.80 0.61 0.71
LAILab_submission1 0.73 0.46 0.59
Wonder_submission3 0.70 0.40 0.55
Wonder_submission2 0.70 0.39 0.55
Wonder_submission1 0.69 0.38 0.53
LAILab_submission3 0.49 0.49 0.49
KCLab_submission1 0.55 0.35 0.45
UTSA-NLP_submission1 0.21 0.17 0.19
NYULangone_submission1 0.21 0.16 0.18

Table 7: Subtask 2, results for each type of cancer (test set). All scores are macro-F1 of relaxed-to-month setting.
We compute two types of scores: F1 with patients with no gold timelines (Type A) and F1 without patients with no
gold timelines (Type B). Official score is the average of Type A and Type B, which is used for the rankings in the
leader board. See details in section 3
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