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Abstract

This paper describes our submission to
MEDIQA-CORR 2024 shared task for auto-
matic identification and correction of medi-
cal errors in a given clinical text. We report
results from two approaches: the first uses
a few-shot in-context learning (ICL) with a
Large Language Model (LLM) and the sec-
ond approach extends the idea by using a
knowledge-enhanced few-shot ICL approach.
We used Azure OpenAI GPT-4 API as the
LLM and Wikipedia as the external knowledge
source. We report evaluation metrics (accu-
racy, ROUGE, BERTScore, BLEURT) across
both approaches for validation and test datasets.
Of the two approaches implemented,1 our ex-
perimental results show that the knowledge-
enhanced few-shot ICL approach with GPT-4
performed better with error flag (subtask A)
and error sentence detection (subtask B) with
accuracies of 68% and 64%, respectively on
the test dataset. These results positioned us
fourth in subtask A and second in subtask B,
respectively in the shared task.

1 Introduction

An estimated 795,000 Americans either become
permanently disabled or die each year across var-
ious healthcare settings due to misdiagnoses of
serious diseases, as reported by Newman-Toker
et al. (2024). The key process failures, especially
in the emergency department, are errors in diag-
nostic assessment, test ordering, and test interpre-
tation (Newman-Toker et al., 2023). Therefore
there is a growing interest to assist clinicians in
automatic medical error identification, if any, in a
clinical note. The MEDIQA-CORR 2024 shared
task (Ben Abacha et al., 2024a), hosted by the 6th

Clinical Natural Language Processing Workshop at
NAACL 2024, was proposed to encourage research

1https://github.com/swati-rajwal/EM_Mixers_
MEDIQA-CORR-NAACL-ClinicalNLP-2024 (last accessed:
04/24/2024)

in medical error identification and correction in
clinical texts. From a human perspective, these er-
rors require medical expertise and knowledge to be
both identified and corrected. Here we describe our
submission to the three sub-tasks: error detection,
error sentence identification, and error correction.
We explore two approaches; the first uses LLM
for error detection and correction while the second
extends the approach by integrating an additional
layer of information retrieval. We selected GPT-4
since it has shown good performance on a variety
of medical tasks, according to various recent stud-
ies (Nori et al., 2023; Waisberg et al., 2023; Gertz
et al., 2024). Out of the two approaches discussed
here and implemented, we observed that the second
approach performed better as measured by the eval-
uation metrics (section 4). The results for error flag
(sub-task A) and error sentence detection (sub-task
B) by our proposed system (approach 2) ranked
fourth and second, respectively, in the shared task.

Figure 1: Example of clinical texts and clinical text sen-
tences from the training set (Ben Abacha et al., 2024b)
that have (A) a medical error and (B) no medical error.
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Figure 2: Outline of the proposed approach, illustrating the LLM and information retrieval components.

2 Shared Task and Dataset

MEDIQA-CORR 2024 proposed the following
three sub-tasks. Each sub-task builds upon the pre-
vious one, creating a sequential process for detect-
ing, identifying, and correcting errors in medical
texts.

1. Sub-Task A (Medical Error Identifica-
tion/Binary Classification): Given a patient’s
clinical text, the task is to detect whether the
text includes a medical error.

2. Sub-Task B (Erroneous Sentence/Span
Identification): If an error is identified in
the given clinical text, the next task is to iden-
tify the text span associated with the error if a
medical error exists.

3. Sub-Task C (Correction of Erroneous Sen-
tence): If the given clinical text has a medical
error, this task requires rectifying or correct-
ing the erroneous text span and providing a
free text correction.

2.1 Dataset

The dataset (Ben Abacha et al., 2024b) was pro-
vided by two institutions: Microsoft (MS) and the
University of Washington (UW). Specifically, the
training dataset (MS) consists of 2,189 examples.
The validation dataset contains 734 examples (574
from MS and 160 from UW, respectively) and the
test set contains 925 samples. Each sample con-
tains “Text ID” (unique), “Text” (clinical note), and
“Sentences” (clinical note divided into sentences
with IDs). Additionally, the training and valida-
tion dataset contains ground truth values under the
columns: “Error Flag” (0 for no error, 1 otherwise),

“Error Sentence ID”, “Error Sentence”, “Corrected
Sentence”, and “Corrected Text”. The mean length
of a clinical text in the training dataset is 781 words
(Fig. 3). The clinical text contains critical informa-
tion such as symptoms, clinical examination find-
ings, patient history, and other details. Figure 1
shows the two possible cases in the dataset—either
there is a medical error in the given clinical text or
there is none.

Figure 3: Clinical text lengths across datasets.

3 Proposed Approach

Figure 2 shows the entire framework and the fol-
lowing is the description of the two approaches
to this shared task. We used GPT-4 as the
LLM (Achiam et al., 2023) and designed a prompt
to call the Microsoft Azure OpenAI GPT-4 Turbo
(gpt-4-1106-preview) API2. This model has a
context window of 128,000 tokens and returns
a maximum of 4,096 output tokens. We set the
temperature parameter to 0 and top_p to 0.95,
respectively. For additional information and access

2https://platform.openai.com/docs/models/
gpt-4-and-gpt-4-turbo (last accessed: 04/24/2024)
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to the code used in our study, please refer to the
GitHub repository we have made publicly avail-
able.

3.1 Approach 1: Few-Shot In-Context
Learning

For each clinical text, a request body for the GPT-4
model API is constructed as a set of instructions
that outline the task of analyzing clinical text to
identify and correct diagnostic errors. We provided
7 examples in the prompt to guide the LLM model
in performing the analysis, followed by the actual
clinical text and sentences to be evaluated. Fig. 4
shows the final prompt template which was curated
over multiple manual iterations. Also, the exam-
ples in the prompts were taken from the training
dataset only and remained constant across all the
subsequent calls to the LLM API. The results for
each clinical text were returned as a JSON object
containing the error flag, erroneous sentence ID,
and the corrected sentence (if any).

Figure 4: Prompt Template for the ICL-based approach.

3.2 Approach 2: Knowledge-Enhanced
Few-Shot In-Context Learning

The first approach as described previously resulted
in many positive predictions, especially false posi-
tives (i.e., predicted an error when there is none).
Therefore, we decided to extend approach 1 (Fig. 2)
by re-evaluating the instances that were previously

identified by the GPT-4 model as positive (indicat-
ing the presence of an error). For such instances, an
erroneous sentence was also predicted that forms a
basis of re-evaluation in our approach 2.

To enrich the context for the GPT-4 model dur-
ing its re-evaluation process, we integrated an ad-
ditional layer of information retrieval. Specifi-
cally, we identified disease or chemical keywords
within the sentence flagged as erroneous by us-
ing specialized models ‘en_core_sci_scibert’
and ‘en_ner_bc5cdr_md’ from Scispacy (Neu-
mann et al., 2019). Then, we fetched related con-
tent from Wikipedia (English Wikimedia Wiki End-
point3) and provided this external knowledge to
GPT-4 alongside the original clinical text. The in-
tention behind this strategy was to supply the model
with a broader context to enable it to make more in-
formed decisions regarding the presence of medical
errors. Also, note that if there is no Wikipedia page
for a particular keyword, then vanilla prompting is
used (i.e., no context).

3.3 Rationale behind Scispacy models

ScispaCy is a Python package designed for
processing biomedical, scientific, or clinical text
using spaCy models. We utilized all eight available
models to analyze the training dataset, specifically
focusing on detecting keyword in the sentence
marked as erroneous errors flagged by GPT-4. Our
goal was to identify disease and chemical names
in sentences where GPT-4 predicted errors. In our
analysis, two models, ‘en_core_sci_scibert’
and ‘en_ner_bc5cdr_md’, worked well
for keyword identification. Sometimes,
en_core_sci_scibert’ missed certain key-
words that ‘en_ner_bc5cdr_md’ could detect,
and vice versa. Consequently, we decided to use
both models to ensure comprehensive keyword
detection. As an example, take a look at Figure A.1,
which shows that most of the keywords of concern
are detected by one or the other model.

3.4 Final Submission

Our final submission for the shared task included
combined analysis through an ensemble method:
For each instance if the error flag from Approach 1
is set to 0, the process moves to the next instance.
If both approaches agree on the presence of an er-
ror (error flag = 1), the final result (dataframe in

3https://en.wikipedia.org/w/api.php (last ac-
cessed: 04/24/2024)
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Table 1: Comparison of Approach 1 (few-shot in-context learning) and Approach 2 (knowledge-enhanced few-shot
in-context learning) on validation and test datasets.

Validation Dataset Test Dataset
Metric Approach 1 Approach 2 Approach 1 Approach 2

Accuracy
Error Flags Accuracy 0.622 0.648 0.626 0.680a

Error Sentence Detection Accuracy 0.598 0.638 0.562 0.640b

ROUGE Scores
R1F_subset_check 0.488 0.550 0.540 0.571
R2F_subset_check 0.375 0.439 0.444 0.478
RLF_subset_check 0.481 0.543 0.534 0.565
R1FC 0.369 0.516 0.429 0.542
R2FC 0.313 0.484 0.388 0.512
RLFC 0.365 0.514 0.426 0.540

BERTScore
BERTSCORE_subset_check 0.566 0.620 0.574 0.595
BERTC 0.407 0.537 0.444 0.550

BLEURT
BLEURT_subset_check 0.569 0.607 0.580 0.596
BLEURTC 0.409 0.533 0.446 0.550

Average Composite Score
aggregate_subset_check 0.541 0.592 0.565 0.587
AggregateC 0.395 0.529 0.440 0.548

a Fourth and b Second best accuracy in the shared task results among 17 participating teams.

Python) is updated with the error flag with the sen-
tence ID from Approach 1, and the corrected sen-
tence as identified. If Approach 1 flags an error but
Approach 2 does not, the instance is left unchanged,
moving on to the next. This methodical combina-
tion of inferences from both approaches forms our
final solution for error identification and correction
mechanism essentially giving more weightage to
the knowledge-enhanced approach.

3.5 Evaluation

The official evaluation script4 provided by the or-
ganizers was used for model evaluation. The test
set results were released after system submission
on codalab. The proposed systems predictions are
evaluated for binary accuracy of error detection
and a multi-dimensional evaluation of text cor-
rection quality against the provided ground truth
notes with the following metrics: ROUGE (Lin,
2004), BERTScore (Zhang* et al., 2020), and
BLEURT (Sellam et al., 2020).

4https://github.com/abachaa/MEDIQA-CORR-2024
(last accessed: 04/24/2024)

4 Results

Table 1 shows the results on the validation and test
dataset for multiple evaluation metrics. Refer to
Appendix A.1 for the detailed definition of each
metric variable name.

Accuracy Metrics: Experimental results show
that Approach 2 improved error flag accuracy by
about 2.6% on the validation dataset and 5.4% on
the test dataset. Similarly, for Error Sentence De-
tection Accuracy, Approach 2 shows an improve-
ment of approximately 4% and 7.8% on the val-
idation and test datasets, respectively. This sug-
gests that providing external context around the
disease/chemical name is useful (to a certain ex-
tent) for GPT-4 in making sound decisions.

ROUGE Scores: Approach 2 demonstrates a
higher score compared to Approach 1, with im-
provements of approximately 6.2% and 3.2% on
the validation and test datasets, respectively. Simi-
lar performance improvements were observed for
BERTScore, BLEURT and Average Composite
scores.
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5 Discussion

Across multiple evaluation metrics and datasets,
Approach 2 consistently outperforms Approach 1.
This indicates that the addition of external knowl-
edge is potentially leveraging more effective strate-
gies for both error detection and error correction.

5.1 Error Analysis

We studied the misclassified examples in the
dataset. It appears that the model found it challeng-
ing to recognize rare or complex conditions (e.g.,
Picornavirus, being less commonly referenced in
lay texts). Although external information from
Wikipedia is used to provide context, GPT-4’s inter-
pretation of this supplementary data is still limited
by its ability to integrate and analyze it effectively
within the clinical scenario presented. This process
might have been complicated due to Wikipedia con-
tent being too general to aid in accurate analysis.

5.2 Limitations & Future Directions

Automatic evaluation metrics such as ROUGE,
BERTScore, and BLEURT may not accurately re-
flect human judgment. Therefore, in real-life set-
tings, it is necessary to conduct an expert human
evaluation to validate the results. Furthermore, our
current approach uses Wikipedia as the external
source of information which, while a rich source
of information, might not be very specialized for
medical knowledge. In the future, we plan to uti-
lize other sources of medical knowledge, such as
PubMed. During the second approach, we rely
solely on the sentence that has been predicted by
GPT-4 to be erroneous. This might be wrong since
there were cases when GPT-4 correctly identified
that there was an error in the clinical text but incor-
rectly identified the erroneous sentence span which
is the basis of our knowledge-retrieval component.

6 Conclusion

In this paper, we present our submission to the
MEDIQA-Corr shared task for Medical Error De-
tection and Correction. We evaluated two ap-
proaches: one with in-context learning (ICL) and
the other an extension with knowledge-enhanced
few-shot ICL. Based on the evaluation metric re-
sults, we conclude that knowledge-enhanced few-
shot in-context learning is a promising path toward
medical error detection and correction. For future
work, we plan to experiment the proposed pipeline

with other sources of medical information for com-
parative analysis.
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A Appendix

A.1 Evaluation Metrics
‘aggregate_subset_check’ is the mean score of
all individual metric scores combined for each sub-
set of data.

‘R1F_subset_check’ is the F1-score of the
ROUGE-1 metric and assesses how many of the
same words are used in both texts, adjusted for both
precision and recall.

‘R2F_subset_check’ is the F1-score of the
ROUGE-2 metric, focusing on the overlap of bi-
grams between the generated and reference texts.

Figure A.1: ScispaCy models for entity detection.

‘RLF_subset_check’ is the score for the
ROUGE-L metric and measures the longest com-
mon subsequence between the generated and refer-
ence texts.

‘R1FC’, ‘R2FC’, and ‘RLFC’ are composite scores
for the ROUGE-1, ROUGE-2, and ROUGE-L met-
rics, respectively, adjusted for the total number of
texts, including those correctly identified as no er-
ror ("NA" cases). These scores balance between
correctly generated corrections and correctly iden-
tified non-correction scenarios.

‘BERTSCORE_subset_check’ reflects the mean
BERTScore F1 metric and uses BERT’s contextual
embeddings to compare the generated text against
references. ‘BERTC’ is the composite score for
BERTScore, taking into account the entire dataset
and adjusting for "NA" cases similar to the ROUGE
composite scores.

‘BLEURT_subset_check’ represents the mean
BLEURT score for the subsets of data. BLEURT
is a learned metric that compares generated text to
reference texts, fine-tuned on human judgments.

‘BLEURTC’ is the composite score for BLEURT,
adjusted for the total dataset including "NA" sce-
narios.

‘AggregateC’ is the average composite
score of all individual metrics (ROUGE-1 F1,
BERTSCORE, BLEURT), providing a single,
consolidated measure of the NLG system’s per-
formance across the entire evaluation framework.
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