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Abstract

Automatic detection and correction of medi-
cal errors enables a more rigorous validation of
medical documentation as well as clinical notes
generated by large language models. Such
solutions can ensure the accuracy and medi-
cal coherence of clinical texts and enhance pa-
tient care and health outcomes. The MEDIQA-
CORR 2024 shared task focused on detecting
and correcting different types of medical er-
rors in clinical texts. Seventeen teams partici-
pated in the shared task and experimented with
a broad range of approaches and models. In
this paper, we describe the MEDIQA-CORR
task, datasets, and the participants’ results and
methods.

1 Introduction

A recent survey study from three US health care
organizations showed that 1 in 5 patients who read
a clinical note reported finding a mistake and 40%
perceived the mistake as serious. Among the very
serious errors reported by patients, the most com-
mon category of mistakes was related to current or
past diagnoses. Other very serious patient-reported
mistakes included inaccurate description of med-
ical history, medications or allergies, physical ex-
amination, test results, notes on the wrong patient,
and sidedness (left vs right) (Bell et al., 2020).

Giardina et al. (2018) focused on diagnostic er-
rors and analyzed patient- and family-reported error
narratives to explore factors that contribute to diag-
nostic errors. Problems related to patient-physician
interactions emerged as major contributors.

The probability of such errors is expected to
increase in medical documents and clinical notes
generated by Large Language models (LLMs) to
assist healthcare professionals in their daily docu-
mentation tasks.

On a general, coarse-grained, level, LLMs have
shown the ability to imitate clinical reasoning while
forming mostly accurate diagnoses (Savage et al.,

2024). However, one of the main challenges in
integrating LLMs in medical workloads is their
potential to generate misleading or incorrect infor-
mation (Tang et al., 2023). Rigorous validation
processes are essential to mitigate these risks and
make LLMs safe(r) to use for medical content gen-
eration (Karabacak and Margetis, 2023).

One important aspect of this validation is med-
ical common-sense checking to validate the co-
herence and soundness of the generated medical
reasoning. However, most previous studies on com-
mon sense detection have focused on the general
domain (Wang et al., 2020; Onoe et al., 2021).

In this task, we tackle the problem of identifying
and correcting (common sense) medical errors in
clinical notes. From a human perspective, identi-
fying and correcting these errors requires medical
expertise, specialized knowledge, and sometimes
practical experience. To the best of our knowledge,
this task is the first to address the automatic valida-
tion and correction of clinical notes.

2 Task Description

The MEDIQA-CORR 2024 shared task1 addresses
the problem of identifying and correcting (common
sense) medical errors in clinical notes. From a
human perspective, identifying and correcting these
errors require medical expertise and knowledge.

In the task data, each clinical text is either correct
or contains one error. The task consists of three
subtasks:

A: Predicting the error flag (1: the text contains an
error, 0: the text has no errors)

B: Extracting the sentence that contains the error
for flagged texts (-1: the text contains no error;
Sentence ID: if the text contains an error)

1https://sites.google.com/view/mediqa2024/
mediqa-corr
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Figure 1: Examples from the MEDIQA-CORR MS training set.

C: Generating a corrected sentence for flagged
texts

3 Data Creation

We created a new dataset of 3,848 clinical texts
with injected errors such as diagnosis, causal organ-
ism, management, treatment, and pharmacotherapy
(Ben Abacha et al., 2024). The dataset includes two
types of texts: clinical texts from publicly avail-
able data (MS collection) and de-identified clinical
notes from the University of Washington Medical
Center (UW collection). The UW dataset was built
using new de-identified notes and requires sign-
ing a data usage agreement. The MS dataset was
built by transforming the MedQA medical question-
answering dataset (Jin et al., 2020) with manual er-
ror injections and text modifications that leveraged
the clinical notes and the multiple-choice questions.

The MS training set contains 2,189 clinical texts.
Figure 1 presents examples from the MS training
data. The MS validation set contains 574 clinical
texts and the UW validation set contains 160 clini-

cal texts. The final test set consists of 597 clinical
texts from the MS collection and 328 clinical texts
from the UW dataset.

4 Evaluation

4.1 Evaluation Metrics

We rely on Accuracy for Error Flag Prediction (sub-
task A) and Error Sentence Detection (subtask B).

For the evaluation of Sentence Correction (sub-
task C), we selected three automatic metrics that
highly correlate with human judgments on clin-
ical texts based on recent studies (Ben Abacha
et al., 2023a,b). These metrics are: ROUGE-1
(Lin, 2004), BLEURT (Sellam et al., 2020), and
BERTScore (Zhang et al., 2020).

Similar to MEDIQA-Chat (Ben Abacha et al.,
2023) and MEDIQA-SUM 2023 (Yim et al.,
2023), we used the aggregate (average) score
from ROUGE-1, BLEURT-20, and BERTScore
(microsoft/deberta-xlarge-mnli) as the main score
to rank the participating systems.

We also computed a Composite score as follows
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Team Affiliation Subtasks Paper Code
1 WangLab University of Toronto, Canada 1, 2, 3 (Toma et al., 2024) 1
2 PromptMind Google, USA 1, 2, 3 (Gundabathula and Kolar, 2024) 2
3 HSE NLP Higher School of Economics University,

Russia
1, 2, 3 (Valiev and Tutubalina, 2024) 3

4 KU-DMIS Korea University 1, 2, 3 (Hwang et al., 2024) 4
5 Maven Pune Institute of Computer Technology,

India
1, 2, 3 (Jadhav et al., 2024) 5

6 Edinburgh Clin-
ical NLP

University of Edinburgh, Scotland 1, 2, 3 (Gema et al., 2024) 6

7 knowlab_AIMed University College London & The Uni-
versity of Hong Kong

1, 2, 3 (Wu et al., 2024) 7

8 EM_Mixers Emory University, USA 1, 2, 3 (Rajwal et al., 2024) 8
9 IryoNLP Microsoft, Canada 1, 2, 3 (Corbeil, 2024) 9
10 IKIM Institute for AI in Medicine, Germany 1, 2, 3 - 10
11 CLD-MEC Princess Sumaya University for Technol-

ogy, Jordan
1, 2, 3 (Alzghoul et al., 2024) 11

12 romarcg IDSIA, Switzerland 1, 2, 3 - 12
13 mekki Um6p College Of Computing, Morocco 1, 2, 3 - 13
14 MediFact National University of Computer and

Emerging Sciences, Pakistan
1, 2, 3 (Saeed, 2024) 14

15 harivm University of California, Los Angeles
(UCLA), USA

1, 2, 3 - 15

16 VerbaNexAI Pontificia Universidad Javeriana,
Colombia

1, 2 (Pajaro et al., 2024) 16

17 nlp-lab-iu Indiana University Bloomington, USA 1, 2 - 17
1 https://github.com/bowang-lab/mediqacorr24

2 https://github.com/satyakesav/medical-error-detection-and-correction

3 https://github.com/Rebell-Leader/mediqa-corr

4 https://github.com/HwangHyeoni/MEDIQA-CORR-2024

5https://github.com/abhayshanbhag2003/MEDIQA-NAACL
6 https://github.com/aryopg/mediqa

7 https://github.com/wuzl01/Knowlab_MEDIQA-CORR-2024

8 https://github.com/swati-rajwal/EM_Mixers_MEDIQA-CORR-NAACL-ClinicalNLP-2024

9 https://github.com/jpcorb20/mediqa-corr-llm

10 https://github.com/dadaamin/MEDIQA-CORR-2024

11 https://github.com/Renadzghoul/CLD-MEC

12 https://github.com/OWLmx/mediqa2024_medicorr

13 https://github.com/4mekki4/MEDIQA-CORR-2024

14 ttps://github.com/NadiaSaeed/MediFact-MEDIQA-CORR-2024

15 https://github.com/Hari-vm-01

16https://github.com/DavidVilem/Caoba
17 https://github.com/dhananjay-srivastava/MEDIQA-CORR

Table 1: MEDIQA-CORR 2024: Participating teams, subtasks, papers, and codes.

for each text: (i) 1 point if both the system cor-
rection and the reference correction are "NA": i.e.,
both the reference and system agree that the text
has no errors, (ii) 0 points if only one of the system
or the reference is "NA" (i.e., disagreement on er-
ror presence), and (iii) Aggregate-Score if both the
system and reference agree that the sentence has
an error.

Our evaluation scripts are available online2.

4.2 Code Verification

For additional validation, we required the submis-
sion of the code in addition to the models’ out-
puts/runs. The participants shared their private

2https://github.com/abachaa/MEDIQA-CORR-2024/
tree/main/evaluation

codes with the organizers on GitHub following pro-
vided guidelines.

4.3 Baseline System
We built a GPT-4-based baseline system, with de-
terministic outputs (temperature=0), using the fol-
lowing prompt for the three subtasks:

• The following is a medical narrative about
a patient. You are a skilled medical doctor
reviewing the clinical text. The text is either
correct or contains one error. The text has a
sentence per line. Each line starts with the
sentence ID, followed by a pipe character then
the sentence to check. Check every sentence
of the text. If the text is correct return the
following output: CORRECT. If the text has
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Team Error Flag Accuracy Error Sentence Detection Accuracy
WangLab ∗ 0.8649 0.8357
PromptMind 0.6216 0.6086
HSE NLP 0.5222 0.5200
KU-DMIS 0.6346 0.6151
Maven ∗ 0.5600 0.5200
Edinburgh Clinical NLP 0.6692 0.6108
knowlab_AIMed 0.6941 0.6195
EM_Mixers 0.6800 0.6400
IryoNLP 0.6714 0.6097
IKIM 0.6778 0.5903
CLD-MEC 0.5665 0.4908
romarcg 0.5016 0.3784
mekki 0.5395 0.3632
MediFact 0.7373 0.6000
harivm 0.5027 0.1924
nlp-lab-iu 0.5124 0.0497
VerbaNexAI 0.5103 0.4865
Baseline (GPT-4) 0.6562 0.5503

Table 2: Official Results of Error Flag Prediction (Subtask A) and Error Sentence Detection (Subtask B). ∗ Potential
use of MS test data.

a medical error, return the sentence id of the
sentence containing the error, followed by a
space, and a corrected version of the sentence.

5 Official Results

5.1 Participating Teams

The MEDIQA-CORR 2024 shared task attracted
112 registered teams from academy and indus-
try. Among them, seventeen teams submitted their
codes and runs following the challenge rules. Ta-
ble 1 presents the teams that participated in the
three subtasks. We limited the number of submit-
ted runs to 20 runs per team.

5.2 Results & Approaches

The main results of the challenge are presented in
Table 2 and Table 3.

The WangLab team (Toma et al., 2024) achieved
the best Accuracy of 0.8649 in Error Flag Pre-
diction (subtask A) and 0.8357 in Error Sentence
Detection (subtask B). They also achieved the
best Aggregate-Score of 0.7891 and Aggregate-
Composite of 0.7746 in Sentence Correction (sub-
task C). The WangLab team used two different
methods for the MS and UW datasets. They
leveraged the MedQA medical question-answering
dataset (Jin et al., 2020) to isolate questions resem-
bling those in the MS data. This likely led to test
data leakage as the MedQA dataset was used to
build the MS subset.

They employed DSPy (Khattab et al., 2023), a
framework for automating the optimization of LLM
programs, to refine a series of modules aimed at
detecting and correcting errors. They also imple-
mented a distinct set of DSPy modules to develop
LLM-based programs for error identification and
correction in the UW dataset.

The PromptMind team (Gundabathula and Ko-
lar, 2024) achieved the second best aggregate score
of 0.7866 in error sentence correction with 0.6216
error flag accuracy and 0.6086 error sentence de-
tection accuracy using a prompt-based in-context
learning strategy. They combined the results of
GPT-4 and Claude-3 Opus models to generate the
error flag, error sentence ID, and corrected sen-
tence.

The third best aggregate score was obtained by
the HSE NLP team (Valiev and Tutubalina, 2024)
with an in-prompt ensemble approach with named
entity recognition and knowledge graph for med-
ical error checking. Their approach consists of
three key components: entity extraction, prompt
engineering, and ensemble. First, they automati-
cally extract biomedical entities such as therapies,
diagnoses, and biological species. Next, they ex-
plore few-shot learning techniques and incorporate
graph information from the MeSH database for the
identified entities. Finally, they investigate two
methods for ensembling: (i) combining the predic-
tions of three previous LLMs using an AND strat-
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Team ROUGE1 BERTSCORE BLEURT AggregateComposite AggregateScore Rank
WangLab ∗ 0.7755 0.8087 0.7831 0.7746 0.7891 1
PromptMind 0.8070 0.8058 0.7470 0.5739 0.7866 2
HSE NLP 0.7795 0.8059 0.7564 0.5117 0.7806 3
KU-DMIS 0.7288 0.7672 0.7047 0.5709 0.7336 4
Maven ∗ 0.7031 0.7437 0.7522 0.5239 0.7330 5
Edinburgh
Clini-
calNLP

0.6780 0.7435 0.7111 0.5629 0.7109 6

knowlab_AIM 0.6435 0.6767 0.6542 0.5731 0.6581 7
EM_Mixers 0.5713 0.5952 0.5959 0.5475 0.5875 8
IryoNLP 0.5607 0.5916 0.5905 0.5283 0.5810 9
IKIM 0.5233 0.5644 0.5882 0.5500 0.5587 10
CLD-
MEC

0.4273 0.4837 0.5318 0.3448 0.4809 11

romarcg 0.4323 0.4574 0.4608 0.3227 0.4501 12
mekki 0.4180 0.4592 0.4679 0.3997 0.4483 13
MediFact 0.4540 0.4441 0.4386 0.5353 0.4456 14
harivm 0.1431 0.1345 0.2563 0.1766 0.1780 15
Baseline
(GPT-4)

0.5559 0.5801 0.5900 0.4726 0.5754 -

Table 3: Official Results of Error Sentence Correction (Subtask C). The teams are ranked according to Aggre-
gateScore. ∗ Potential use of MS test data.

egy within a prompt, and (ii) integrating the previ-
ous predictions into the prompt as separate ’expert’
solutions, accompanied by trust scores represent-
ing their performance. The latter system ranked
second in BERTScore (0.8059) and third in aggre-
gated score (0.7806), with an error flag accuracy of
0.5222 and an error sentence detection accuracy of
0.5200.

The KU-DMIS team (Hwang et al., 2024) gen-
erated a Chain-of-Thought reasoning dataset us-
ing GPT-4 and MEDIQA-CORR dataset. Sub-
sequently, they fine-tuned Meerkat-7B with this
generated dataset to enhance its error detection
and correction capabilities. The fine-tuned model
achieved an aggregate score of 0.7336 in error sen-
tence correction, with a 0.6346 error flag accuracy
and 0.6151 error sentence detection accuracy.

The Maven team (Jadhav et al., 2024) conducted
Named Entity Recognition (NER) using GEMINI
to identify words representing diseases or vaccines
in the text. After masking these identified words,
the team implemented the Retrieval-Augmented
Generation (RAG) model on external datasets . If
the RAG score fell below a certain threshold, they
passed the input to the model, which was created
by quantizing Palmyra-20b (Team, 2023) using 4-
bit quantization and then fine-tuned it using the
QLoRA technique on MedQA data (possible test
data leakage). If the word provided by Palmyra or

RAG model matched the word detected by NER,
no error was detected. Otherwise, if a different
word was obtained, it was replaced with the masked
word identified by NER. Finally the error sentence
is mapped with the sentence Id to get the output in
desired format.

The Edinburgh Clinical NLP team (Gema et al.,
2024) evaluated multiple prompting strategies
such as In-context Learning (ICL) and Chain-of-
Thought (CoT) to improve LLMs’ performance.
To aid the error correction LLM, they experi-
mented with integrating a relatively smaller lan-
guage model (i.e. BioLinkBERT) as an error-span
predictor. They integrated the predicted error span
in two ways; presenting it as a hint for the LLM to
correct the error or presenting it as multiple-choice
questions for the LLM to select the most likely one.

The knowlab_AIMed team (Wu et al., 2024)
used two methods: (i) Dynamic In-Context Learn-
ing with RAG, CoT, and manual analysis. In this
method, they performed manual analysis on a sub-
set of the dataset. They used the RAG model to im-
plement dynamic ICL, incorporating CoT prompts.
They also used ICL-augmented examples from the
training dataset. In the second method, the team
utilized the training dataset to prompt an LLM to
deduce reasons about the correctness or incorrect-
ness of the clinical notes. By leveraging the LLM’s
capabilities, the constructed reasons provided ad-
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ditional information and insights into the errors
present in the notes. These reasons, along with
the ICL examples, were used to train the model
for error detection, span identification, and error
correction tasks.

The IKIM team (Amdada et al., 2024) trained a
linear classifier on embeddings from the model
pritamdeka/S-PubMedBert-MS-MARCO to pre-
dict whether a sentence potentially contains an er-
ror in the MS dataset. They also clustered these
sentence embeddings. For each cluster, they lever-
aged GPT-4 to generate a chain of thought that
describes the medical reasoning for a sample from
the training dataset. For test predictions, they gave
GPT-4 the sentence predicted by the linear classi-
fier along with a chain of thought from the cluster
to which the sentence belongs, and prompted it
to predict whether the sentence was wrong and
to provide a correction if needed. They directly
prompted GPT-4 with few-shot examples and a
chain of thought prompt for UW samples, without
clustering or sentence selection.

The MediFact team (Saeed, 2024) employed
weakly-supervised SVM and extractive QA for ob-
served errors, alongside pre-trained QA models for
unseen errors in clinical text correction. The team
achieved the second best score in error flag detec-
tion with an accuracy of 0.7373, and an aggregate
score of 0.4456 in error sentence correction.

6 Conclusion

The MEDIQA-CORR shared task was tackled by
a wide variety of approaches from the participat-
ing teams. Ranging from algorithmic reasoning
approaches leveraging the LLMs as intermediate
extraction tools (e.g., for NER) to approaches that
are fully controlled by LLMs and prompting tech-
niques. The best performing methods were dataset-
dependent, i.e., different methods or parameters
were used for each dataset. Generalized, dataset-
agnostic, approaches fared reasonably well in com-
parison. A key challenge was in detecting correctly
which text and which sentence contained errors,
with only two teams reaching an accuracy above
70% in text flagging, and only one team reach-
ing an accuracy greater than 65% in detecting the
sentence containing the error. The detection ac-
curacy impacted the quality of the corrected texts
(e.g., providing corrections when the sentence con-
tained no errors) but the correction results were less
contrasted in general with six teams reaching an

aggregate score greater than 70%.
Moving forward, optimizing the dataset-agnostic

approaches is likely to be a key focus as it has the
most impact on production-grade models/systems
for clinical note generation/validation. The data
provided by MEDIQA-CORR can be leveraged for
that as they showed to be sufficiently challenging to
be used as a benchmark for generalized approaches.

7 Limitations

The paper does not cover all types of possible meth-
ods and models for the detection and correction of
medical errors. The MS and UW datasets are also
limited in terms of size and types of medical errors.
Further experiments and evaluations are needed
to validate the best performing methods on other
datasets and scenarios.
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