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Abstract

As a predictive measure of the treatment out-
come in psychotherapy, the working alliance
measures the agreement of the patient and the
therapist in terms of their bond, task and goal.
Long been a clinical quantity estimated by
the patients’ and therapists’ self-evaluative re-
ports, we believe that the working alliance can
be better characterized using natural language
processing technique directly in the dialogue
transcribed in each therapy session. In this
work, we propose the Working Alliance Trans-
former (WAT), a Transformer-based classifica-
tion model that has a psychological state en-
coder which infers the working alliance scores
by projecting the embedding of the dialogues
turns onto the embedding space of the clinical
inventory for working alliance. We evaluate
our method in a real-world dataset with over
950 therapy sessions with anxiety, depression,
schizophrenia and suicidal patients and demon-
strate an empirical advantage of using informa-
tion about therapeutic states in the sequence
classification task of psychotherapy dialogues.

1 Introduction

The working alliance between the therapist and
the patient is an important measure of the clinical
outcome and a qualitative predictor of therapeutic
effectiveness in psychotherapy (Wampold, 2015;
Bordin, 1979). The alliance entails a number of
cognitive and emotional aspects of the interaction
between these two agents, such as their shared un-
derstanding of the objectives to be attained and the
tasks to be completed, as well as the bond, trust,
and respect that will develop during the course of
the therapy. While traditional methods to quantify
the alliance depend on self-evaluative reports with
point-scales valuation by patients and therapists
about whole sessions (Horvath, 1981), the digital
era of mental health can enable new research fronts
utilizing real-time transcripts of the dialogues be-
tween the patients and therapists. By analyzing

the psychotherapy dialogues, we are interested in
studying the usage of natural language processing
technique to extract out turn-level features of the
working alliance and see if it can help better inform
us of the clinical condition of the patient.

Here we present Working Alliance Transformer
(WAT), a transformer-based classification model to
classify the psychotherapy sessions into different
psychiatric conditions. Our methods consists of a
psychological state encoder that quantifies the de-
gree of patient-therapist alliance by projecting each
turn in a therapeutic session onto the representation
of clinically established working alliance invento-
ries, using language modeling to encode both turns
and inventories, which was originally proposed in
(Lin et al., 2022) as an analytical tool. This al-
lows us not only to quantify the overall degree of
alliance but also to identify granular patterns its
dynamics over shorter and longer time scales.

We collated and preprocessed the Alex Street
Counseling and Psychotherapy Transcripts dataset
(Street, 2023), which consists of transcribed record-
ings of over 950 therapy sessions between multiple
anonymized therapists and patients that belong to
four types of psychiatric conditions: anxiety, de-
pression, schizophrenia and suicidal. (The data
publisher mentions that they have more clinical con-
ditions other than the analyzed 4 classes, but due
to the licensing and access limitations, we can only
obtain the 4 classes we presented.) This multi-part
collection includes speech-translated transcripts of
the recordings from real therapy sessions, 40,000
pages of client narratives, and 25,000 pages of ref-
erence works. As open science and data sharing
initiatives in the psychiatry domains become more
prominent, we believe our methodologies can be
adapted in a responsible way to a broader spectrum
of clinical conditions. On this dataset, we evalu-
ate quantitatively the effectiveness of this inference
method in improving the classification / diagnosis
capability of deep learning models to linguistically

64



predict psychiatric conditions from therapy tran-
scripts. Lastly, we discuss how our approach may
be used as a companion tool to provide feedback to
the therapist and to augment learning opportunities
for training therapists.

2 Methods

We describe our pipeline in Figure 1. Given the
transcripts of a therapy session and the medical
records of the patient. The dialogue are separated
into pairs of turns as the timestamps. We can either
choose to only use the turns by the patients, or
by the therapists, or use both, as a paired input.
Empirically, the patients’ turns are usually more
narrative, as they are describing themselves, while
the therapists’ turns are usually more declarative, as
they are usually confirming the patients, or leading
conversations to certain topic.

Each patient response turn Sp
i followed by a

therapist response turn St
i is treated as a dialogue

pair. In total, these materials include over 200,000
turns together for the patient and therapist and pro-
vide access to the broadest range of clients for our
linguistic analysis of the therapeutic process of
psychotherapy. On the other hand, we have ac-
cess to the Working Alliance Inventory (WAI), the
clinical instrument. The modern WAI consists of
36 statements in a self-report questionnaire which
measures the therapeutic bond, task agreement, and
goal agreement (Horvath, 1981; Tracey and Koko-
tovic, 1989; Martin et al., 2000), where the Since
the original 12-item version (Tracey and Kokotovic,
1989), the inventory has used parallel versions for
clients and therapist with good psychometric prop-
erties and helped establish the importance of ther-
apeutic alliance in predicting treatment outcomes.
The modern version of the inventory consists of
36 questions, where the rater (i.e. the patient or
the therapist) is asked to rate each statement on
a 7-point scale (1=never, 7=always)(Martin et al.,
2000). This inventory is disorder-agnoistic, mean-
ing that it measures the alliance factors across all
types of therapies, and provides a record of the
mapping from the alliance measurement and the
corresponding cognitive constructs underlying the
measurement under a unified theory of therapeutic
change (Horvath and Greenberg, 1994).

The inference goal is to compute a score that
characterizes the working alliance given the clin-
ical inventory, with for instance, a feature vector
of 36 dimension that correspond to the 36 alliance

Algorithm 1 Working Alliance Transformer (WAT)

1: Input: a session with T turns
2: Output: a label for psychiatric condition
3: for i = 1,2,· · ·, T do
4: Transcribe dialogue turn pairs (Sp

i , S
t
i )

5: for (Ipj , I
t
j) ∈ inventories (Ip, It) do

6: W pi
j = similarity(Emb(Ipj ), Emb(Sp

i ))
7: W ti

j = similarity(Emb(Itj), Emb(St
i ))

8: end for
9: (Patient) xc = concat(Emb(St

i ),W
pi)

10: (Therapist) xt = concat(Emb(St
i ),W

ti)
11: (Dyad) x = concat(xt, xc)
12: Aggregated feature X.append(x)
13: end for
14: obtain prediction y = Transformer(X)

measure of interests in the inventory. Operationally,
the goal is to derive from these 36 items three al-
liance scales: the task scale, the bond scale and the
goal scale. They measures the three major themes
of psychotherapy outcomes: (1) the collaborative
nature of the patient-therapist relationship; (2) the
affective bond between therapist and patient, and
(3) the therapist’s and patient’s capabilities to agree
on treatment-related short-term tasks and long-term
goals. The score corresponding to the three scales
comes from a key table which specifies the posi-
tivity or the sign weight to be applied on the ques-
tionnaire answer when summing in the end. The
full scale is simply the sum of the scores of the
three scales. The key table is like a weighting ma-
trix that specifies the directionalities of the scales.
After computing the information regarding the pre-
dicted clinical outcome with our inferred working
alliance scores, this feature vector highlights a bias
towards what the clinicians would care about in the
psychotherapy given the metrics provided by the
working alliance inventory. We would then able to
further use this information to potentially inform
us of the psychiatric condition of a given patient.
As such, we propose the Working Alliance Trans-
former (WAT), a classification model that utilizes
an inference module that informs the downstream
classifier where the current state is with respect to
the therapeutic trajectory or landscape in the psy-
chotherapy treatment of this patient. Is this patients
approaching a breakthrough? Or is he or she sus-
ceptible to a rupture of trust? These therapeutic
information about alliance can vary across clinical
conditions, and thus, potentially beneficial to the
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Figure 1: Architecture of working alliance transformer for psychiatric condition classification using the psychological
state encoder from working alliance

diagnosis and monitoring of psychiatric disorders.

Algorithm 1 outlines the classification process.
During the session, the dialogue between the pa-
tient and therapist are transcribed into pairs of turns.
We denote the patient turn as Sp

i followed by the
therapist turn St

i , as a dialogue pair. Similarly,
the inventories of working alliance questionnaires
come in pairs (Ip for the patient, and It for the
therapist, each with 36 statements). We compute
the distributed representations of both the dialogue
turns and the inventories with the sentence embed-
dings. The working alliance scores can then be
computed as the cosine similarity between the em-
bedding vectors of the turn and its corresponding
inventory vectors. Following (Lin et al., 2022),
we use SentenceBERT (Reimers and Gurevych,
2019) and Doc2Vec embedding (Le and Mikolov,
2014) as our sentence embeddings for the work-
ing alliance inference. With that, for each turn
(either by patient or by therapist), we obtain a 36-
dimension working alliance score. For the classifi-
cation, we concatenate the 36-dimension working
alliance scores computed from the current turn in
the dialogue, along with the sentence embedding
of the current turn, as our feature vector to fed into
our Transformer sequence classifier.

The analytical features enabled by the working
alliance inference are not only useful for the classi-
fication we investigate in this study but also other
downstream tasks, such as predictive modeling and
real-time analytics. In our case, the turns in a dia-
logue or monologue are fed into the sentence em-
bedding sequentially as individual entries. And
then, given the sentence embedding, we feed them
each into the psychological state encoder that in-

fer the psychological or therapeutic state of the
dialogue at this turn. The encoder will generate a
vector that characterizes the state, such as the 36-
dimension working alliance scores, corresponding
to the 36 working alliance inventory items. Then,
the model aggregate both the sentence embedding
feature vector and the psychological state vector.
In this case, we concatenate them together as a first
step. Since we feed our input sentence by sentence
(or turn by turn), we have a sequence of combined
feature vector, which is then fed into a sequence
classifier. We use the transformer (Vaswani et al.,
2017) as our classifier for its effectiveness in var-
ious sequence-based learning tasks, and potential
interpretability from its attention weights. The out-
put of this classification model is the predicted
clinical condition of this sequence. The sequence
of turns we feed to generate a label is a trimmed
segment of the session of psychotherapy transcript.

3 Results

Here we present the transcript classification results.
Experimental setting. The psychotherapy

dataset we evaluate is highly imbalanced across
the four clinical conditions (495 anxiety sessions,
373 depression sessions, 71 schizophrenia sessions,
and 12 suicidal sessions). If we directly train our
models on this dataset, the classifier is likely to be
highly biased towards the majority class. To cor-
rect for this imbalanceness issue, we are using the
sampling technique. Instead of going through the
entire training data in epochs, we train the models
in sampling iterations. In each iteration we ran-
domly choose a class and then randomly sample
one session from the class pool. Before we sample
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Table 1: Classification accuracy (%) of psychotherapy sessions

SentenceBERT Doc2Vec
Patient turns Therapist turns Both turns Patient turns Therapist turns Both turns

WAT (working alliance embedding) 27.6 27.0 26.0 34.1 25.7 31.9
WAT (working alliance score) 26.1 23.4 25.5 28.9 23.7 31.9
Embedding Transformer 24.8 24.0 25.5 31.8 26.2 29.9
WA-LSTM (working alliance embedding) 35.0 36.9 23.3 46.0 27.7 29.6
WA-LSTM (working alliance score) 24.5 34.2 22.6 30.2 24.7 43.4
Embedding LSTM 23.0 36.0 22.9 44.3 31.1 31.1

the sessions, we split the dataset into 20/80 as our
test set and training set. Then during the training or
the test phase, we perform the sampling technique
for each iteration only in the fully separated train-
ing and test sets. Then, for each sampled session,
we feed into the classification model the first 50 di-
alogue turns of our transcript, turn by turn, and the
sequence classifier will output a label predicting
which psychiatric condition this session belongs to.

Model architecture. We evaluate two classifier
backbones. The first one is the classical transformer
model. For the multi-head attention module, we
set the number of heads to be 4 and the dimension
of the hidden layer to be 64. The dropout rates for
the positional encoding layer and the transformer
blocks are both set to be 0.5. The second backbone
is a 64-neuron Long Short-Term Memory (LSTM)
network (Hochreiter and Schmidhuber, 1997).

Ablation and baseline models. For each of the
two classifiers, we compare three types of features
as the input we feed into the sequence classifier
component. The first one, the working alliance
embedding, is the concatenated feature vector of
both the sentence embedding vector and the psy-
chological state vector (which in our case, is the
36-dimension inferred working alliance scores).
The second type of feature, the working alliance
score, is an ablation model which only uses the
state vector (the working alliance score vector).
The third type of feature, the embedding, is the
baseline which only uses the sentence embedding
vector directly. In other words, The working al-
liance score introduces the bias for WAI. The sen-
tence embedding doesn’t. The working alliance
embedding is the feature that combines both with
concatenation. And since we have two sentence
embeddings to choose from (the sentence BERT
and Doc2Vec), they each have 9 models in the eval-
uation pool. Other than the classifier types (Trans-
former or LSTM), the embedding types (Sentence-
BERT or Doc2Vec) and the feature types (working
alliance embedding, working alliance scores, or

simply sentence embedding), we also compared us-
ing only the dialogue turns from the patients, from
the therapists, and from both the patients and the
therapists. In the case where we use the turns from
both the patients and the therapists, we consider
them as a pair, and concatenate them together as
a combined feature. This is as opposed to treating
them as subsequent sequences, because we believe
that the therapist’s response are loosely semantic
labels for the patient’s statements, and thus, serve
different semantic contexts that should be consid-
ered side by side, instead of sequentially, which
would assume a homogeneity between time steps.

Training procedure. For all 12 models, we train
them for over 50,000 iterations using the stochas-
tic gradient descent with a learning rate of 0.001
and a momentum of 0.9. Since the training set is
relatively small for our neural network models, we
observe some of the models exhibit overfitting at
early stages before we finish the training. As a
result, we report the performance of their check-
points where they converge and have a plateau per-
formance. Then in the testing phase, we randomly
sample class-balanced 1,000 samples.

Empirical results. We report the classification
accuracy as our evaluation metrics. Since we have
four classes, and the evaluation is corrected for
imbalanceness with the sampling technique.

Overall, we observe a benefit of using the
working alliance embedding as our features in
Transformer and LSTM-based model architectures.
Among all the models, the WA-LSTM model with
working alliance embedding using only the patient
turns obtains the best classification result (46%),
followed by the WA-LSTM model using only the
working alliance score using both turns from the
patients and therapists (43.4%). This suggest the
advantage of taking into account the predicted clini-
cal outcomes in characterizing these sessions given
their clinical conditions. We also notice that the
inference of the therapeutic working alliance with
Doc2Vec appears to be more beneficial in model-
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ing the patient turns than the therapist turns, while
the SentenceBERT-based inference appears to be
advantageous in both therapist and patient features.

Comparing the two sequential learners, the
Transformer, due to the additional attention mecha-
nism, yields a more stable learning phase. When
using SentenceBERT as its embedding, we observe
a modest benefit when training on only the patient
turns, which might suggest an interference of fea-
tures between the therapists’ and patients’ working
alliance information. The Transformers using the
working alliance embedding, i.e. both the sentence
embedding and their therapeutic states (i.e. the in-
ferred working alliance score vector) are the best
performing ones. When using Doc2Vec as the em-
bedding, the best performing models are both the
Transformers using some of the working alliance
information from our inference module as features.

4 Discussion

Our analytic approach reveals insightful features
of therapeutic relationship and their usefulness in
terms of clinical diagnosis merely based on the
patient-doctor conversations. In our prior work, we
observe systematic differences in the mean inferred
alliance scores between patients and therapists, and
also across disorders (Lin et al., 2022). However
the in-session evolution of the inferred scores pro-
vide a much more interesting perspective, as shown
in our dialogue sequence classification results. In
particular, while all conditions show a systematic
misalignment of scores between patients and ther-
apists, this is significantly starker for suicidality,
something observable in the mean as well as in the
time trace for full and sub-scales, which can be
useful for early detection of suicidal thoughts.

As more and more successful applications of AI
are deployed in clinical domains, there are many
ethical considerations we practitioners of machine
learning should be aware of and take into consider-
ations. When dealing with patient data, the privacy
and security is a top priority. Following the sugges-
tion of best practices from (Matthews et al., 2017),
all examples in this paper as well as the dataset we
analyzed are properly anonymized with pre- and
post-processing techniques. In addition, the dataset
itself was sourced with proper license from Pro-
Quest’s Alexander Street platform. We remove all
personally identifiable information (meta data, user
name, identifiers, doctors’ name) from the dataset.

Since the clinical domain of this work is men-

tal health and psychological well-being, there are
additional ethical considerations. Emerging tech-
niques in wearable devices, digital health records,
brain imaging measurements, smartphone applica-
tions and social media are gradually transforming
the landscape of the monitoring and treatment of
mental health illness. However, most of these at-
tempts are proof of concept as identified by this
review (Graham et al., 2019), and requires exten-
sive caution to prevent from the pitfall of over-
interpreting preliminary results. The limitations of
these prior studies, including our work here, reside
in the difficulty of a systematic clinical validation
and a uncertain future expectation of the techno-
logical readiness for patient care and therapeutic
decision making approved by authorities. For in-
stance, it was recently shown that despite the high
predictability of statistical learning-based methods
in analyzing large datasets in support of clinical
decisions in psychiatry, existing machine learning
solutions is highly susceptible to overfitting in real-
istic tasks which has usually a small sample sizes
in the data, missing data points for some subjects,
and highly correlated variables (Iniesta et al., 2016).
These properties in real-world applications limits
the out-of-sample generalizability of the results.

5 Conclusions

In this work, we present a Transformer-based clas-
sification model that characterizes the sequence of
therapeutic states as beneficial feature to improve
the classification of psychological dialogues into
different psychiatric conditions. It combines the
domain expertise from clinically validated psychi-
atry inventories with the distributed deep repre-
sentations of language modeling provide a turn-
level encoding of working alliance at a turn-level
resolution. We demonstrate on a real-world psy-
chotherapy dialogue dataset that using this addi-
tional granular representation of the interaction dy-
namics between patients and therapists is beneficial
both for interpretable post-session insights and lin-
guistically diagnosing the patients.

Our results suggest that the inferred scores
of therapeutic or psychological states of patient-
doctor alignment can be useful in downstream
tasks, such as diagnosis. Although not a main
focus in this work, future work would include a
more systematic investigation of such downstream
tasks, and exploiting the attention mechanism of
the transformer blocks for interpretations.
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