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Abstract

In this paper, we present our work in the
EHRSQL 2024 shared task which tackles re-
liable text-to-SQL modeling on Electronic
Health Records. Our proposed system tack-
les the task with three modules - abstention
module, text-to-SQL generation module, and
reliability module. The abstention module iden-
tifies whether the question is answerable given
the database schema. If the question is answer-
able, the text-to-SQL generation module gener-
ates the SQL query and associated confidence
score. The reliability module has two key com-
ponents - confidence score thresholding, which
rejects generations with confidence below a pre-
defined level, and error filtering, which iden-
tifies and excludes SQL queries that result in
execution errors. In the official leaderboard for
the task, our system ranks 6th. We have also
made the source code public1.

1 Introduction

Electronic Health Records (EHRs) have revolution-
ized healthcare by serving as comprehensive digital
repositories of medical histories of patients. They
capture every step, from initial admission and diag-
nosis to treatment plans and discharge summaries.
While EHRs are invaluable for clinical data storage
and retrieval, unlocking their full potential goes
beyond basic searches. Traditional methods often
necessitate proficiency in Structured Query Lan-
guage (SQL), a complex hurdle for many health-
care providers, especially those pressed for time.
To bridge this gap and make EHR data more acces-
sible, researchers are exploring the development of
question-answering systems that leverage text-to-
SQL models. These systems empower users to ask
questions in plain natural language and receive an-
swers directly retrieved from the EHR data, stream-
lining the process of extracting valuable insights
from patient data.

1https://github.com/jr-john/ehrsql-2024

In this task (Lee et al., 2024), we tackle the prob-
lem of developing a reliable text-to-SQL model
tailored for an EHR database, ensuring accurate
responses while abstaining from providing incor-
rect answers. This model must handle a diverse
range of topics relevant to clinical settings, such
as patient demographics, vital signs, and disease
survival rates. The model should accurately gener-
ate SQL queries for answerable questions, abstain
from providing erroneous answers, and recognize
and abstain from addressing unanswerable ques-
tions, whether they extend beyond the database
schema or are impossible to solve using SQL alone.
The spectrum of unanswerable questions also en-
compasses adversarially crafted queries designed to
mislead text-to-SQL models. Successfully tackling
this task will yield a robust and scalable question-
answering system for EHRs, significantly enhanc-
ing how clinicians leverage clinical knowledge.

2 Related Work

With the advent of deep learning models, there has
been a renewed interest in generating text-to-SQL
models in the medical domain. Wang et al. (2020)
tackle the problem by developing a deep learning-
based approach that adapts a sequence-to-sequence
architecture to directly generate SQL queries for
a given question. The model further performs the
necessary edits using an attentive copying mecha-
nism and task-specific lookup tables. Additionally,
they release a large-scale dataset called MIMIC-
SQL that generates SQL queries from questions in
this domain.

Several papers utilize pre-trained BERT (Devlin
et al., 2019) models, as their foundation blocks for
their text-to-SQL systems. These models leverage
large amounts of text data to learn effective repre-
sentations of language in their pre-training stage,
which are then fine-tuned for the specific task of
EHR-based question answering. Pan et al. (2021)
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Figure 1: System Workflow

develop a BERT-based model to convert medical
text into an intermediate representation that can
then be translated into SQL. Gao et al. (2023) ex-
plore using open-source Large Language Models
(LLMs) and supervised fine-tuning methods for
text-to-SQL tasks. Tarbell et al. (2023) investi-
gate the generalizability of the text-to-SQL models
across different EHR systems and data formats.
They also introduce a data augmentation approach
to improve generalizability.

There has been limited prior work in improving
the reliability of text-to-SQL systems, and this task
aims to address this gap.

3 Dataset

The dataset provided for the shared task is the
Medical Information Mart for Intensive Care IV
(MIMIC-IV) demo version of EHRSQL with ad-
ditional unanswerable questions (Lee et al., 2022).
MIMIC-IV (Johnson et al., 2023, 2021; Goldberger
et al., 2000) is a large database containing de-
identified patient information from Beth Israel Dea-
coness Medical Center. It is a relational database
consisting of twenty-six tables, which stores the
data collected during routine clinical care, includ-
ing patient demographics, vital signs, diagnoses,
medications, and procedures.

EHRSQL (Lee et al., 2022) is a dataset de-
signed to evaluate and enhance text-to-SQL sys-
tems specifically tailored for EHRs. It contains
real-world questions gathered from various hospi-
tal staff, including doctors, nurses, insurance spe-
cialists, and record-keeping personnel. This en-
sures that the dataset incorporates practical queries
healthcare professionals ask daily. The questions

range from simple data lookups to complex calcu-
lations, such as determining patient survival rates.
Recognizing that not all questions have answers
within the EHR data, EHRSQL empowers text-to-
SQL systems to identify cases when low confidence
or missing information necessitates abstaining from
a response.

The given dataset consists of 5,124 samples
in the training set, 1,163 samples for validation,
and 1,167 samples for testing. The database en-
compasses eighteen different tables adapted from
MIMIC-IV. The training data is exclusively used
for model training, while the validation data is not
utilized during training. No external data sources
are incorporated and no data augmentation tech-
niques are employed.

4 System Description

Our system contains three modules - abstention
module, text-to-SQL generation module, and relia-
bility module.

4.1 Pre-Trained Model Description

We choose SQLCoder-7b-2, a fine-tuned imple-
mentation of CodeLlama-7b (Rozière et al., 2024),
as the pre-trained text-to-SQL model.2 This model
outperforms GPT-4 (as of Feb 5, 2024) and GPT-
4-Turbo (as of Feb 5, 2024) in text-to-SQL bench-
marks.

The model is fine-tuned on a comprehensive
SQL curriculum, ranging from basic clauses to
underrepresented categories like date functions and
advanced operations like window functions. It

2https://huggingface.co/defog/sqlcoder-7b-2
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Figure 2: Distribution of confidence scores for test predictions, with scores below -1 excluded

contains hand-crafted SQL queries as well as aug-
mented data from WikiSQL (Zhong et al., 2017).
It has thirteen different schemas and questions
of varying levels of difficulty. The schemas are
quite complex with four to twenty tables. Each
question in the dataset has been classified into
“easy", “medium", “hard", and “extra-hard" cate-
gories. The model is fine-tuned in two stages. First,
the base CodeLlama model is fine-tuned on easy
and medium questions. Then, the resulting model
is fine-tuned on hard and extra-hard questions.

4.2 Text-to-SQL Generation Module

The text-to-SQL generation module has a pre-
trained text-to-SQL model that is fine-tuned on the
training data for EHR domain adaptation. We use
the prompt template of the pre-trained model for
fine-tuning (the prompt template is provided). Fol-
lowing the template, we provide the table metadata
as DDL (Data Definition Language) commands for
creating the tables. For each table in the database,
a "CREATE" statement is generated that includes
all the fields and information about the primary key.
Each field in the database has a descriptive com-
ment explaining its purpose. The comments at the
end of the metadata provide information about the
foreign key relationships between the tables. These
foreign key constraints define the dependencies be-
tween the tables.

The training data is processed and prepared for

fine-tuning the model. We train this model for
two epochs till convergence. If the model cannot
answer the question with the available database
schema, the system returns "null".

Prompt for Text-to-SQL Generation

### Task
Generate a SQL query to answer [QUES-
TION]{user_question}[/QUESTION]
### Instructions
If you cannot answer the question with the
available database schema, return ’I do not
know’
### Database Schema
The query will run on a database with the
following schema:
{table_metadata_string}
### Answer
Given the database schema, here is
the SQL query that answers [QUES-
TION]{user_question}[/QUESTION]
[SQL]{answer}[/SQL]

4.2.1 Prompt Engineering

We experiment with the prompt by providing the
table metadata without any comments. The foreign
keys in each table are declared using the "FOR-
EIGN KEY" constraint.
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Experiment RS(0) RS(5) RS(10) RS(N)
Text-to-SQL Generation (Initial Prompt) 33.59 -295.46 -624.51 -76766.41
Text-to-SQL Generation 78.58 -25.96 -130.51 -24321.42
Text-to-SQL Generation + Error Filtering 82.60 13.20 -56.21 -16117.40
Error Filtering
+ Abstention + Text-to-SQL Generation 83.55 25.28 -32.99 -13516.45
+ Abstention (Multi-Task) + Text-to-SQL Gen-
eration (Multi-Task)

71.47 -9.94 -91.35 -18928.53

Abstention (Multi-Task) + Text-to-SQL Genera-
tion + Error Filtering
+ Confidence Thresholding (Threshold = -1) 78.66 54.24 29.82 -5621.34
+ Confidence Thresholding (Threshold = -0.5) 69.92 55.78 41.65 -3230.07
+ Confidence Thresholding (Threshold = -0.4) 66.84 55.27 43.70 -2633.16
+ Confidence Thresholding (Threshold = -0.35) 65.38 54.24 43.10 -2534.61
+ Confidence Thresholding (Threshold = -0.3) 63.92 53.21 42.50 -2436.08
+ Confidence Thresholding (Threshold = -0.2) 58.44 51.17 43.87 -1641.55

Table 1: Evaluation Results for Different Experiments (Best Results in Bold)

4.3 Abstention Module
Prompt for Abstention

### Task
Classify whether the question is an-
swerable or unanswerable - [QUES-
TION]{user_question}[/QUESTION]
### Instructions
- Remember that answerable question is
one that can be answered with the given
database
- Remember that unanswerable question is
one that cannot be answered with the given
database
### Database Schema
The query will run on a database with the
following schema: {table_metadata_string}
### Answer
Given the database schema,
here is the class of [QUES-
TION]{user_question}[/QUESTION]
[CLASS]{answer}[/CLASS]

The abstention module has a pre-trained text-
to-SQL model (SQLCoder-7b-2) that is fine-tuned
to classify whether a question is answerable given
the database schema (the prompt template is pro-
vided). We generate the data for fine-tuning the
abstention model by taking all the unanswerable
questions and randomly sampling the same number
of answerable questions, thus preventing class im-
balance. The model is fine-tuned for six epochs till
convergence. If this model classifies the question

as unanswerable, it returns "null".

4.3.1 Multi-task Training
We further experiment on the abstention module
by training a multi-task model on both text-to-SQL
and abstention tasks. Multi-task models are those
which are trained to perform multiple related tasks.
The training data of both of the tasks are combined
and the model is fine-tuned for one epoch till con-
vergence.

4.4 Reliability Module

The reliability module has two checks - confidence
score thresholding and error filtering. The SQL
query is returned if both conditions are met.

4.4.1 Confidence Score Thresholding
The confidence score is calculated by summing up
the log probabilities of the generated tokens. It
checks whether the confidence score of the gener-
ated SQL query is above a certain threshold, return-
ing "null" if it does not satisfy this criterion. The
confidence score distribution is plotted for the test
dataset and the threshold is chosen heuristically.

4.4.2 Error Filtering
The generated SQL query is executed on the
database and returns "null" if there is an error in
execution.

5 Experiments

The system is developed incrementally, allowing us
to evaluate each module after its introduction. We
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begin with a baseline system consisting solely of
the text-to-generation module and an experiment is
conducted with different representations of the ta-
ble metadata. Error filtering is introduced through
the execution of the query. Next, we integrate the
abstention module and compare its performance to
the multi-task model trained on both text-to-SQL
generation and abstention tasks. Finally, we in-
corporate the reliability check of confidence score
thresholding, experimenting with different thresh-
old values to optimize performance.

5.1 Experimental Setup

We perform each fine-tuning using 4-bit Quantized
Low-Rank Adaptation (QLoRA) (Dettmers et al.,
2023). QLoRA is applied to all the linear layers of
the model and the LoRA rank and alpha are chosen
as 32 and 64 respectively. A paged 8-bit Adam op-
timizer with weight decay (Loshchilov and Hutter,
2019) is used with a learning rate of 2.5e-5 on a lin-
ear scheduler. We fine-tune the model with a batch
size of 8 and 2 gradient accumulation steps. The in-
ference is optimized using vLLM (library for LLM
inference and serving) (Kwon et al., 2023). We
use greedy decoding for inference and the tokens
generated are limited to 4096.

5.2 Evaluation Metrics

The system is evaluated using reliability score (RS).
RS metric rewards accurate SQL generation for an-
swerable questions and abstaining from answering
unanswerable questions. It penalizes incorrect gen-
eration or attempts to answer unanswerable ques-
tions. The aggregate RS is the mean of individual
scores represented as a percentage.

The severity of the penalty can be adjusted by a
parameter c. A higher value of c leads to stricter
evaluation. RS(0) does not penalize any mistakes
(c = 0). In RS(5), every accurate prediction earns
a +1 reward, while each mistake results in a -5
penalty. This means every 5 correct predictions
weigh the same as one incorrect prediction.

6 Results

The evaluation results of the different experiments
can be seen in Table-1. We achieve the best per-
formance with the system of abstention module +
text-to-SQL generation module + reliability mod-
ule, with a confidence score threshold of -0.4 (See
Fig 2 for confidence score distribution). Our sub-
mission ranks 6th on the leaderboard.

6.1 Limitations

The system suffers from the effects of cascading
errors. Each module has its own intricacies and
potential points of failure. If any of the modules
makes an incorrect prediction, the subsequent mod-
ules will likely propagate and amplify the error.

The reliability module’s performance may heav-
ily depend on the chosen confidence score thresh-
old. Setting the threshold requires careful consider-
ation. A high threshold might reject good queries,
while a low threshold might allow unreliable ones.

Despite the reliability checks, there is still a
possibility of false positives (accepting unreli-
able queries) or false negatives (rejecting reliable
queries). Balancing between these two extremes
is crucial for the system’s overall reliability and
performance.

7 Conclusion

In this work, we present a system consisting of sev-
eral layers that contribute to reliable text-to-SQL
modeling. By filtering out unanswerable questions
based on the provided database schema, the sys-
tem avoids generating incorrect SQL queries and
focuses on its strengths. This makes the system
robust to unanswerable questions. The reliability
module ensures a certain level of confidence in
the generated query before using it. Error filtering
avoids errors during execution.

Fine-tuning the pre-trained models on EHR data
specifically helps the system understand the medi-
cal language and schema, leading to more accurate
SQL generation for EHR-related queries in com-
parison to models trained on generic text-to-SQL
tasks. Using pre-trained text-to-SQL models as a
starting point helps the system leverage existing
knowledge and reduces the amount of training data
required for fine-tuning. This has led to resource
efficiency as no external training data is used.

The modular design allows for easier develop-
ment, maintenance, and potential future improve-
ments to each specific module. This facilitates
adaptation to evolving requirements or changes in
the dataset or task. Overall, this system presents a
promising approach for reliable text-to-SQL gener-
ation in the EHR domain. However, the potential
limitations need to be managed to ensure the sys-
tem’s robust and reliable performance in real-world
applications.
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