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Abstract

Analyses for linking language with psycholog-
ical factors or behaviors predominately treat
linguistic features as a static set, working with
a single document per person or aggregating
across multiple documents into a single set of
features. This limits language to mainly shed
light on between-person differences rather than
changes in behavior within-person. Here, we
collected a novel dataset of daily surveys where
participants were asked to describe their expe-
rienced well-being and report the number of
alcoholic beverages they had within the past 24
hours. Through this data, we first build a multi-
level forecasting model that can capture within-
person change and leverage both the psycholog-
ical features of the person and daily well-being
responses. Then, we propose a longitudinal ver-
sion of differential language analysis that finds
patterns associated with drinking more (e.g. so-
cial events) and less (e.g. task-oriented), as
well as distinguishing patterns of heavy drinks
versus light drinkers.

1 Introduction

Language generated by people occurs at multiple
levels of analysis, from tokens to documents to se-
quences of documents (Almodaresi et al., 2017).
While past works have suggested modeling lan-
guage hierarchically given the available history of
a person’s language (Acheampong et al., 2021; son;
Lynn et al., 2017; Matero et al., 2021b; Soni et al.,
2022), few techniques exist for language analyses
geared toward eliciting language associated with
psychological or behavioral changes (Tsakalidis
et al., 2022). Where traditional techniques like dif-
ferential language analysis (Schwartz et al., 2013)
only reveal differences between people rather than
changes within people around particular behaviors.

Typically, NLP-based approaches represent lan-
guage from people as aggregations, such as of mes-
sage or token embeddings over all time (Ganesan
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et al., 2021; Almodaresi et al., 2017; Matero et al.,
2021a). While there have been some predictive-
focused works that have experimented with fore-
casting based on language, they are either focused
on psychological (latent) attributes (Halder et al.,
2017; Matero and Schwartz, 2020) or focused on
groups/communities of people rather than individu-
als (Matero et al., 2023), less has been done toward
bringing out linguistic insights (e.g. differential lan-
guage analysis (Schwartz et al., 2013)) leveraging
the inherent multi-level longitudinal structure of
human language. In this work, we present and
evaluate (1) a longitudinal, multi-level approach to
forecasting an individual’s behavior rather than la-
tent human attributes (e.g. emotions), namely daily
consumption of alcoholic beverages, and (2) a lon-
gitudinal, multi-level differential language analysis
to illuminate daily language patterns most com-
monly associated with heavier drinking both across
different individuals and within one individual.

With roughly 10% of U.S. adults having an al-
cohol use disorder (NIH, 2023), research to under-
stand an individual’s alcohol consumption pattern
and motivation is a pressing health concern. By
modeling one’s behavior over time we can more
accurately predict future consumption or interpret
their motivations for drinking alcohol through the
use of longitudinal multi-level models. Such a
model could be used to detect the risk of unhealthy
drinking. These personalized models are naturally
geared towards time-series forecasting, where the
goal is to understand coming trends (Eichstaedt
et al., 2018; Halder et al., 2017).

Our contributions include: (1) introduction of
a sequential forecasting model that leverages lan-
guage to accurately predict the number of alcoholic
drinks a person will consume within a 24-hour win-
dow, (2) integration of user-level features (static
across time) to build a multi-level sequential model
for additional context in prediction, (3) empirical
evaluation on dimensionality reduction of language
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features cross-time concerning predictive power,
and (4) insights into linguistic patterns that are lon-
gitudinally predictable of high or low daily drink-
ing rates.

2 Related Work

Alcohol Consumption Psychological research
has long demonstrated the complexities of alcohol
consumption. On one hand, the general person
drinks more on days when they feel more positive
affect and not when they feel more negative ef-
fect (Dora et al., 2022), and general drinking level
has a positive correlation to life satisfaction (Geiger
and MacKerron, 2016; Massin and Kopp, 2014).
On the other hand, this relationship is hump-shaped
such that the happiest people are low to moder-
ate drinkers and heavy drinkers are worse off with
decreases in well-being (Geiger and MacKerron,
2016; Massin and Kopp, 2011).

Heavy alcohol consumption can lead to an Alco-
hol Use Disorder, a disorder that can cause morbid-
ity (Carvalho et al., 2019) and decreased psychoso-
cial functioning (Kendler et al., 2016). Predict-
ing within-person alcohol consumption from scales
that measure emotion such as positive affect have
shown correlations between participant-aggregated
affect and participant-aggregated number of drinks
consumed of r = .10 and a non-significant relation-
ship to negative affect (Dora et al., 2022). A likely
reason for the positive relationship between drink-
ing and positive affect is that most drinking occurs
socially (Creswell et al., 2022) and spending time
with others is strongly associated with reporting
high levels of positive affect (Grimm et al., 2015;
Killingsworth and Gilbert, 2010; Diener and Selig-
man, 2002).

Language and Drinking While there exists a
few studies focused on predicting who is at risk for
alcohol abuse from language, they use historical
data to make a single prediction in time rather than
predicting how behaviors may change. Both works
of Jose et al. (2022) and Curtis et al. (2018) in-
vestigate the connection of historical social media
language and their association with at-risk drink-
ing. However, they both focus on different levels
of analysis and outcomes with Jose et al. (2022)
focusing on individual-level and the ability to pre-
dict one’s risk-level for alcohol consumption (e.g.
AUDIT-C) (Bush et al., 1998) and Curtis et al.
(2018) leveraging county data with responses to
the Behavioral Risk Factor Surveillance System

(BRFSS); a U.S. health survey where someone may
self-report their level of heavy drinking.

Longitudinal & Multi-level NLP is very famil-
iar with sequence processing leveraging various
techniques such as attention networks (Vaswani
et al., 2017) and seq2seq modeling (Luong et al.,
2015; Bahdanau et al., 2014). Even still, explic-
itly modeling the temporal dimension is largely
under-utilized by most NLP models as words and
sentences are often uttered at what can be assumed
as the same point in time except for the case where
language is considered to reflect a person (Soni
et al., 2022; Matero and Schwartz, 2020). Sequen-
tial models designed explicitly for temporal model-
ing have been proposed but not widely adopted by
the NLP community (Zhu et al., 2017; Che et al.,
2018).

One could go one step further and adapt these
sequential time-series models to account for the
inherent hierarchical nature of language over time
from a person through multi-level modeling. Multi-
level modeling allows the model to operate on dif-
ferent levels of granularity and offers a natural way
of framing the problem (Hox, 1998). Due to this
natural hierarchy, in this case, defined by dynamic
states and static traits cross-time (Su et al., 2019;
Gana et al., 2019; Van der Werff et al., 2019), we
can develop a model to account for this. Multi-
level modeling is a common approach in psychol-
ogy research, for example understanding substance
cravings and personality (Parent-Lamarche et al.,
2021; Alayan et al., 2019).

Lastly, we extend past works that explored the
associations between social media language and
drinking behavior by examining the association
between topics of daily language, through self-
reported experienced well-being responses, and
alcohol consumption or risk. Differential language
analysis (DLA) is commonly used to study topics
of conversation and their ability to reliably pre-
dict certain outcomes (Schwartz et al., 2013; Eich-
staedt et al., 2018; Schwartz et al., 2014; Kern et al.,
2016). While the work of Jose et al. (2022) also in-
vestigated the relationship between specific social
media topics and drinking risk, they focused on the
between-person signals instead of within-person
signals as in our approach. These within-person
language signals are important for understanding
what drives an individual to drink and are extracted
via a fixed effects model that accounts for between-
person heterogeneity (Hedges, 1994).

134



3 Data

We collected a novel dataset with the consent of
study participants for a longitudinal investigation
of drinking behavior. Upon enrollment, each par-
ticipant also gave consent to access their Face-
book posts and answer a “baseline” survey that
asks various questions regarding mental health and
well-being. Responses from the baseline survey
include: measures of depression and anxiety (John-
son, 2014), AUDIT-C (Bush et al., 1998), and de-
mographics.

Further, participants are asked to complete 14
days of ecological momentary assessments (EMA),
short surveys expected to take a few minutes to
complete on their phones. Each EMA contains a
free response field called affective essay, where the
participant describes their experienced well-being,
emotions and daily experiences, as well as a ques-
tion asking them how many alcoholic beverages
they consumed in the past 24 hours1. Participants
were selected to respond once or thrice daily (morn-
ing, afternoon, evening). The assignment was per-
formed randomly (50/50) for which group a person
was placed into.

The dataset samples from U.S. restaurant and
hospitality workers (e.g., bartenders, servers, etc).
Recruitment occurred between June 2020 and June
2021 from various sources such as organizations
reaching out to their members via mailing lists or
snowball sampling from social media. Sign-up and
consent was handled via Qualtrix, where directions
were given to download a companion app designed
to be used for data collection.

Figure 1 illustrates the drinking behaviors from a
random sample of 30 participants over the 14 days
ordered by AUDIT-C score. The white empty cells
indicate missing data points (no response) for that
particular day. We observe that participants with
higher AUDIT-C scores tend to drink more often
and with a higher number of drinks.

Time-series Processing We split our time series
into a train and test set based on out-of-sample
time (e.g., forecasting) with a split such that each
person’s last two days of responses are reserved
for testing. When building our forecasting dataset,
we filter participants for those that responded to
at least three days of EMAs. This is done so that
these users can still be used for testing, as they
have at least one authentic response to use as input.

1affective essays are 200 characters in length

Figure 1: Overview of drinking behaviors data from a
random sample of 30 participants ordered by AUDIT-C
score. White cells indicate days to missing data where
the participant did not respond to any EMA.

Additionally, we restrict to those users who were
selected for three responses per day thus allowing
our model to have more daily language to use as
a signal for prediction. After applying this filter,
we are left with 242 people, where 219 are kept for
training and 23 are used as a held-out validation set
for hyperparameter tuning.

For building our time-series features, we include
an averaged RoBERTa embedding (Liu et al., 2019)
of all affective essays of a given day, which is then
dimensionality reduced to using pre-trained PCA
models from Ganesan et al. (2021). At each time
step, we concatenate these language features with
the number of drinks and another small set of fea-
tures representing a day-of-week marker defined as
a 7-dimension one hot encoded feature space.

Lastly, to deal with participants who do not al-
ways remember to respond each day, we apply a
simple imputation technique that fills missing gaps
with the last available authentic response (Che et al.,
2018).

4 Methods

Document Sequential Model We apply trans-
former networks (Vaswani et al., 2017) to our time-
series as shown in Figure 2 describing our architec-
ture. After the sequence is processed through the
transformer network, the final representation is an
average pooling over the output vectors for each
time step. The average pooled representation is
then run through a dense layer to predict the daily
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number of drinks2.
We also investigate multiple configurations of

our models, namely multivariate and univariate
forecasting. In the case of univariate, only past
knowledge of drinking is used, such that a single
variable represents each time-step. In multivari-
ate, all available features per time-step are used as
inputs.

Multi-level Sequential Model We incorporate
both user-level variables and historic document-
level social media language into our document-
only sequential model. These features have been
linked to both overall well-being and drinking be-
havior (Jose et al., 2022; De Choudhury et al.,
2013). Thus, we include them as a separate module
to perform a type of user-factor adaptation (Lynn
et al., 2017).

The user-level features are as follows: degree
of depression and anxiety, AUDIT-C, age, gender,
and RoBERTa embeddings of the past two years of
Facebook language that occurred before the start
of the EMA period. The RoBERTa embeddings
are reduced to 64 dimensions using the same pre-
trained models from Ganesan et al. (2021). The
models from Ganesan et al. (2021) are used as
they have shown to be competitive on small data
for human-level tasks and are pre-trained over a
larger corpus.

These features are highlighted on the left side
of Figure 2. They are concatenated with the av-
erage pooled representation of the document se-
quential transformer network and passed through
a meta-learner, which is trained to perform the fi-
nal prediction. The meta-learner used is a 2-layer
feed-forward neural network with relu activation
between the linear layers. The use of a small neural
network as the meta-learner is motivated by allow-
ing the model to adapt to the non-linear interactions
between user-level and sequential features.

Alternative Models & Baselines We evaluated
two heuristic baselines and two statistical baselines.
These chosen heuristic baselines are often quite
competitive in time-series applications, predicting
the last observation again and an average of all
past observations (Matero and Schwartz, 2020). In
the case of our application, these are equivalent to
predicting the last reported day’s number of drinks
and the average of all current and past days’ drinks.

2However, when mutl-level features are used, an FFNN is
utilized.

Our statistical baselines are a linear (ridge) au-
toregression and Gated Recurrent Unit (GRU) cell
recurrent neural network (Chung et al., 2014).
We train our GRU network using multi-head self-
attention as introduced in Vaswani et al. (2017).

Language Association for Within-Person Drink-
ings Consumption To further understand the re-
lationships between drinking behaviors and partici-
pants’ language from affective essays, we analyze
the associations between word usage and number
of drinks quantitatively. We analyzed 4,939 affec-
tive essays from 489 participants. (some partici-
pants have missing data within the 14 days). Firstly,
we employed Latent Dirichlet Allocation (LDA)
(David M. Blei, 2003) topic modeling (n = 200,
α = 2) to identify the primary themes that emerged
from the text to extract topic features for all es-
says. To identify the distinctive language used
about drinking behavior, we applied differential
language analysis (DLA) (Schwartz et al., 2017)
to search for topic features that had the strongest
positive or negative correlation with the number
of drinks consumed on the previous day. To fo-
cus on the within-person signals, we applied fixed
effects models, in which we mean-centered the in-
put language features and output number of drinks
with participant-wise averages across time. Conse-
quently, this new multi-level differential language
analysis shows insights into the language and be-
havior of participants changes compared to their
daily language and average consumption. The re-
ported correlations are beta coefficients from a stan-
dardized multi-level regression model where sig-
nificance is validated via Benjimini-Hochberg cor-
rection (Benjamini and Hochberg, 1995).

Particularly for each participant i, with Xi,t as
the language topic features for the day t and yi,t
as the number of drinks consumed 24 hours before
the day t, consider the linear unobserved effects
model:

yi,t = Xi,t.β + αi + ϵi,t (1)

Where β is the parameter to be learned, αi is
the unobserved time-invariant individual drinking
effect we aim to eliminate, and ϵi,t is the error
term. Since αi is not observable, it cannot be di-
rectly controlled for. To implement the fixed effects
model, one can eliminate αi by de-meaning X and
y: Ẍi,t = Xi,t − X̄i and ÿi,t = yi,t − ȳi, where
t indexes the particular instance measurement for
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Figure 2: Architecture of our multi-level forecasting
model with the contextual user-level module highlighted
by a dashed box on the left-hand side. The sequential
module is the document-level transformer that processes
daily language and drinking data as per EMA responses.
The avg-pooled sequential representation is concate-
nated with the user-level features and passed through a
2-layer FFNN called meta-learner.

participant i and the mean is over all instances of
that user.

Since αi is constant over time: α̈i = αi − ᾱi =
0 and the individual effect is eliminated. Thus
equation (1) is transformed into equation (2) where
the fixed effects estimator β̂FE is then obtained by
an OLS regression of ÿ and Ẍ .

ÿi,t = Ẍi,t.βFE + ¨ϵi,t (2)

Language Association for High and Low Risk
Drinkers We partitioned the population into two
groups based on their AUDIT-C scores for further
investigation by gender. Males with scores greater
than or equal to 5.5 and females with scores greater
than or equal to 4.5 were deemed to belong to the
high AUDIT-C category (Johnson et al., 2013),
while the rest were placed in the low AUDIT-C
category. The resulting sample comprised 234 high
AUDIT-C participants (2,393 affective essays) and
241 low AUDIT-C participants (2,438 affective es-
says). For each category, we identified the top 30
topics correlated with the corresponding category.
We then applied DLA algorithms to distinguish the
language used to describe the drinking behaviors
within each group.

Model (num days) MSE MAE r

Heuristic Baselines
Last Day 9.48 1.70 0.36
Average Drinks 5.02 1.44 0.58

Linear Models
LinAR (5) 4.56 1.52 0.58

Deep Learning
GRU (7) 4.62 1.44 0.59
TRNS (7)* 4.22 1.33 0.62

Table 1: Overall performance of our document sequen-
tial forecasting models. Models are trained using past
drinking behavior, daily language features from EMA
responses, and day-of-week markers. All models use the
number of days found ideal during training, which was
7 for all except linear. Bold indicates best in column and
* indicates statistical difference via paired t-test with
p < .05 w.r.t GRU (7).

5 Results

Here, we showcase results using three separate met-
rics. First, we focus on mean squared error (MSE)
as it is helpful to measure the impact of outliers
where our models failed to predict as accurately and
is also the metric we optimize for during training.
Second, mean absolute error (MAE) shows errors
within the same units (drinks per day). Lastly, Pear-
son r is used as a scale-invariant metric to show
the relationship between model predictions and the
actual trend.

For all tables shown, LinAR refers to a linear
ridge (L2-normalized) autoregressive model, GRU
is a gated recurrent neural network, and TRNS is
our transformer based architecture.

Multivariate Forecasting We start by showing
our best-performing multivariate sequential mod-
els compared to our baselines; shown in Table 1.
We find that our heuristic baselines perform quite
strongly, with the average number of drinks being
the most competitive. In fact, we find that modeling
the multivariate sequence using an autoregressive
linear model fails to out-predict these baselines in 2
out of 3 metrics. However, both deep learning base-
lines offer improved performance, with both having
a modest drop in MSE, showing their robustness
to outliers. The transformer-based model performs
better across all metrics, showcasing lower error
and higher correlations. We believe this to be due to
the superior modeling capabilities when it comes to
modeling the complexities of changes in language
over time.
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Model (num days) MSE MAE r

With Language
TRNS (7)* 4.22 1.33 0.62

Without Language
GRU (7) 5.48 1.51 0.46
LinAR (9) 4.49 1.35 0.59
TRNS (7) 4.29 1.43 0.62

Table 2: Comparison of predictive power using only
past knowledge of number of drinks to forecast future
number of drinks. All models use the number of days
found ideal during training, which was 7 for all except
linear. Bold indicates best in column and * indicates
statistical difference via paired t-test with p < .05 w.r.t
LinAR (9).

Univariate Forecasting We also compare our
multivariate sequential models to the performance
of univariate models in Table 2. None of the uni-
variate models are capable of more accurate predic-
tions than the best multivariate model, highlighting
the importance language plays in detecting future
behaviors. Interestingly, when shifting from multi-
variate to univariate, the GRU model fails to learn
anything beyond the original average drinks base-
line. On the other hand, the linear model sees quite
a substantial performance improvement, implying
that these models behave quite differently when
limited to just a single feature dimension as input.
Historically, linear univariate autoregressive mod-
els have been quite competitive with other sequen-
tial models such as RNNs (Matero and Schwartz,
2020; Sánchez Gavilanes, 2022; Menculini et al.,
2021). At the same time, the modeling of language
over time is likely too complex for such a model.

Covariates Only Next, in Table 3, we investigate
the ability to forecast future drinking behaviors
without knowledge of past drinking. For example,
these models are trained using only a sequence of
daily language as captured in the experienced well-
being affective essays and the day-of-week markers.
The transformer network is once again the best per-
forming compared to the other statistical models,
where we can get an absolute error close to that
of knowing the number of drinks a person had the
day before. This shows excellent utility for those
running a study or clinicians already collecting lan-
guage data from participants but do not have access
to explicit drinking information. Only having a sin-
gle open response field (experienced well-being)
can predict future drinking almost as well as know-

Model (num days) MSE MAE r

Heuristic Baselines
Last Day 9.48 1.70 0.36
Average Drinks 5.02 1.44 0.58

No Drinking History
GRU (7) 7.21 1.80 0.28
TRNS (7) 5.85 1.77 0.42

Table 3: Evaluation of predictive power when the mod-
els do not have access to previous drinking behavior, a
strong univariate signal, and instead are trained using
only daily language and day-of-week flags. Bold indi-
cates best in column.

Model (num dims) MSE MAE r

TRNS (768) 4.91 1.45 0.54
TRNS (64) 4.39 1.34 0.60
TRNS (32)* 4.22 1.33 0.62
TRNS (16) 4.48 1.47 0.60

Table 4: Impact of number of language dimensions on
predictive power. All models are trained with seven
steps of history, which was found ideal. Bold indicates
best in column and * indicates statistical difference via
paired t-test with p < 05 w.r.t TRNS (768).

ing how much a participant drank recently (past 24
hours).

Dimensionality Reduction We perform an addi-
tional sensitivity analysis over our models, where
we explore the performance of the language fea-
tures based on the number of dimensions. While
previous studies have shown trends in the perfor-
mance of dimensionality reduction sizes on human-
level NLP tasks (Ganesan et al., 2021), they’ve not
done so for tasks that span the temporal dimen-
sion or tasks specifically predicting beyond mental
health or demographics. Thus, we show if these
trends continue to hold in such a scenario in Table 4.
We find that performance across all three metrics
continues to increase as dimensions are reduced
until only 16 language dimensions remain. This
corroborates the findings of Ganesan et al. (2021),
which suggests 32 dimensions for ideal results on
a dataset of 200 people.

User-level Modeling In Table 5, we show the
performance of using only the user-level features
through the meta-learner as a stand-alone neural
network (only using the user-module pipeline from
Figure 2). We find that using only language gives a
weak but reliable signal in terms of daily drinking.
Alternatively, the baseline survey’s psychological
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Figure 3: Worldcloud topics from the responses to affective essays associated with drinking more or less than
average within participants. Association (β) is the coefficient from standardized multiple linear models (p < 0.05;
Benjamini-Hochberg adjusted for false discovery rate, N=4,939 essays).

Model MSE MAE r

Heuristic Baselines
Last Day 9.48 1.70 0.36
Average Drinks 5.02 1.44 0.58

User-level
Language 6.92 1.74 0.09
Survey 5.45 1.66 0.44
Lang+Survey* 4.81 1.50 0.51

Table 5: Performance of our user-level features as in-
put into the meta-learner without using the document
sequential (daily) module. Features use a user embed-
ding representing past language used on social media
and baseline survey responses. Bold indicates best in
column and * indicates statistical difference via paired
t-test with p < 05 w.r.t Average Drinks.

and demographic features are quite competitive
compared to the heuristic baselines. It is important
to note that these survey features do not include
any past information on drinking behaviors that
the baselines have access to. When combining the
language with the survey responses we see an in-
crease in predictive power across all three metrics
suggesting that the language features capture dif-
ferent covariance of drinking behaviors. While the
user-level features do not outperform the heuristic
baselines, they are still rather impressive as they
are not leveraging the inputs of the sequential mod-
ule and thus make the same prediction (static) for
both testing days. Thus, there is likely a consistent
personal factor for each individual that drives their
drinking behaviors.

Model MSE MAE r

Document Sequential
TRNS 4.22 1.33 0.62

Multi-level Sequential
TRNS* 4.22 1.23 0.62

Table 6: Performance of our multi-level model when
incorporating contextual user-level information via the
user module compared to using sequential data only.
Both models use seven days of history, with the multi-
level model also leveraging historic user-level features.
Bold indicates best in column and * indicates statistical
difference via paired t-test with p < .05 w.r.t Document
Sequential TRNS.

Multi-level Sequential Forecasting Finally, in
Table 6, we investigate the effect of using a multi-
level forecasting model that leverages both the
static user-level features and the dynamic time-
series inputs. We see a small but significant in-
crease in the ability to predict raw drinks per day
(MAE) while maintaining the same level of MSE
and Pearson r. This indicates that the feature
spaces have overlapping covariance, but there are
some aspects that are not accounted for in the se-
quential features. Especially concerning the abso-
lute error in the raw number of drinks per day, in
which most other approaches struggled to see large
gains.

Language Association with Drinking Behaviors
Figure 3 shows significant topics correlated posi-
tively (blue) and negatively (red) to drinking. Days
when participants drink more than usual predomi-
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Figure 4: Worldcloud topics from the responses to affective essays associated with drinking more or less than
average within participants, divided into groups of high AUDIT-C (N=2,393 essays) and low AUDIT-C (N=2,438
essays). Association (β) is the coefficient from standardized multiple linear models (p < 0.05; Benjamini-Hochberg
adjusted for false discovery rate).

nantly relate to social experienced well-being lan-
guage. For example, when participants drink more
than usual, their language relates to friends, family,
and social events (e.g., birthdays and dinners). Con-
sidering the positive relationship between spend-
ing time with others and positive affect (Grimm
et al., 2015; Killingsworth and Gilbert, 2010; Di-
ener and Seligman, 2002), and that positive affect
rises on drinking days (Dora et al., 2022), the so-
cial language pattern related to drinking days is
not surprising. Topics associated with drinking not
related to social events include hangover-related
language ("headache" and "woke, body, anxiety").
Conversely, the language associated with consum-
ing less alcohol relates to accomplishment, energy,
and urges to drink. Specific topics such as "energy,
ready" and "fall asleep" seem contradictory. How-
ever, alcohol-consuming behavior is complex, and
while the β values (0.05 - 0.15) are similar to the
previous meta-analytic correlation between posi-
tive affect and drinking (Dora et al., 2022), the
complexity of alcohol behavior (Geiger and MacK-
erron, 2016; Massin and Kopp, 2014) likely explain
why language features divergent in meaning relate
similarly to alcohol consumption. Further, no so-
cial language related to drinking less than normal,
indicating that drinking can be the social platform
for some individuals.

Language Analysis for High and Low AUDIT-C
group The topics displayed in Figure 4 depict

language that positively and negatively correlates
with the number of drinks individuals consume,
separated into high and low AUDIT-C. The high
AUDIT-C group’s motivations usually refer to so-
cial context, while the low AUDIT-C group refers
to special occasions. For the low AUDIT-C group,
the language significantly related to drinking was
exclusively social, while for the high AUDIT-C
group, the social aspects attenuated compared to
the language pertaining to drinking, and the hang-
over language remained. When drinking less than
usual, the high AUDIT-C group’s language indi-
cates the urge to drink and sleep, and the low
AUDIT-C group mainly describes their common
daily emotions.

Past research (Kornfield et al., 2018; Marengo
et al., 2019; Moreno et al., 2016; van Swol et al.,
2020; Jose et al., 2022) that has studied between-
person signals across AUDIT-C scores find high
AUDIT-C drinkers engage in discussions about al-
cohol consumption and profane language and low
AUDIT-C drinkers often express an emphasis on
religious beliefs. Here, we find that high AUDIT-C
drinkers talk about alcohol consumption but do not
use profane language, and low AUDIT-C drinkers
do not mention religion. Our results provide an
additional perspective on the complexities of drink-
ing, where the language-based analyses demon-
strate how divergent feelings and aspects can relate
to drinking behaviors simultaneously.
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6 Conclusion

Longitudinal, multi-level language analyses can
be important for understanding human behavior,
such as alcohol consumption and its motivations.
In this work, we propose a multi-level longitudinal
approach to analyze the language associations with
drinking behaviors to find within-person signals.
While much of previous work about language and
drinking found characteristic differences between
people, our approach yielded results that signal day-
to-day changes, aligning with previous research
on within-person changes in drinking associated
with emotions and socializing. Our multi-level ap-
proach also yielded evidence for differing drinking
motivations between people depending on their al-
cohol use disorder risk level, with lower AUDIT-C
drinkers (those at lower risk) mentioning celebra-
tions or special occasions more than those with
higher risk.

7 Limitations

This study focuses on those who are potentially
high-risk drinkers in the service industry, such as
bartenders and restaurant workers in the United
States. While participation was possible three times
a day over 14 days, some participants dropped out
after a few days or came in and out over the study.
This lack of reports led to potentially noisy time
series per participant, which had to be filled via
interpolation techniques. All participants were also
required to respond in English when crafting their
experienced well-being affective essay responses
and were filtered out if another language or spam
was used.

Additionally, given that this dataset and task def-
inition are novel, the size of the dataset used for
forecasting could be considered small as it spans
only 242 participants. While the data is longitu-
dinal, with each participant having upwards of 14
days of data, the overall number of users motivates
us to use techniques to avoid the curse of dimen-
sionality (Ganesan et al., 2021).

Further, our multi-level model forecasts daily
drinking consumption using focused language (af-
fective essays), general public language (Face-
book statuses), demographics (Age/Gender), and
responses to psychological questionnaires (AUDIT-
C, Depression, and Anxiety levels). The AUDIT-C
is a shorthand questionnaire to get a rough esti-
mate of one’s level of alcoholism risk level. While
there are more complete representations via the full

AUDIT questionnaire, the structure of the study
focused on short information-dense questionnaires
as part of the initial participant baseline survey to
capture many psychological outcomes.

8 Ethics Statement

This work aims to advance multi-disciplinary NLP-
psychology research for understanding human be-
haviors associated with language. The models in
this paper are not intended or validated for deploy-
ment in specific clinical settings and are not to be
used for other commercial use cases, such as tar-
geted marketing. The use cases this research is
working towards are for developing more accurate
and validated techniques for the benefit of society
and human health. All participants in this research
did so under informed consent without agreement
to further share their non-anonymized individual
data. The research was approved by an independent
academic institutional review board (IRB).

This work is intended as a step toward an assis-
tive tool, but it is not evaluated for such use at this
point. Currently, we do not enable the use of our
model(s) independently in practice to label a per-
son’s potential behaviors. Before our models are
used by trained clinicians, they must demonstrate
validity in a clinical setting for the target clinical
population, with steps for evaluation reviewed by
an ethical review board. Practice should follow
clinical guidelines.
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A Appendix

A.1 EMA Question Details
The exact phrasings of the relevant EMA questions,
number of drinks, and experienced well-being es-
says are as follows:

• How many standard drinks did you have in
the past 24 hours?

• Using the box below, please describe in 2 to 3
sentences how you are currently feeling.

A description of ”standard drink” is given along-
side the question describing the typical definitions
in beer, malt liquor, wine, and distilled spirits. Such
that the following are defined as a standard drink:
(1) 12 fl oz of a 5% beer, (2) 8-9 fl oz of a 7% malt
liquor, (3) 5 fl oz of 12% wine, and (4) 1.5 fl oz of
a 40% spirit.

A.2 Implementation Details
All models were built using PyTorch (Paszke et al.,
2019) and Lightning (Falcon, 2019) with hyperpa-
rameter tuning using Optuna (Akiba et al., 2019).
Hyperparameters explored were learning rate be-
tween 5e−2 and 5e−5 and weight decay between
0.01 and 1.0. 10% of users were selected as a held-
out validation set for hyperparameter tuning by
random sampling. For these users, their last 2 days
of drinking were only used for parameter tuning
and thus were not included in the test set. How-
ever, their first k days of responses were included
in training data using an out-of-sample time con-
figuration (Matero and Schwartz, 2020). A random
seed of 1337 was used for all training experiments.
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