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Abstract

We present the overview of the CLPsych 2024
Shared Task, focusing on leveraging open
source Large Language Models (LLMs) for
identifying textual evidence that supports the
suicidal risk level of individuals on Reddit.
In particular, given a Reddit user, their pre-
determined suicide risk level (‘Low’, ‘Mod-
erate’ or ‘High’) and all of their posts in the
r/SuicideWatch subreddit, we frame the task of
identifying relevant pieces of text in their posts
supporting their suicidal classification in two
ways: (a) on the basis of evidence highlighting
(extracting sub-phrases of the posts) and (b)
on the basis of generating a summary of such
evidence. We annotate a sample of 125 users
and introduce evaluation metrics based on (a)
BERTScore and (b) natural language inference
for the two sub-tasks, respectively. Finally, we
provide an overview of the system submissions
and summarise the key findings.

1 Introduction

Recent statistics on mental health related problems
during and after the COVID-19 pandemic are strik-
ing. In the US, almost 50% of adults aged 18-44
reported a mental illness in 2023,1 whereas sim-
ilar rates of the EU population had experienced
emotional or psychosocial problems between June
2022-23.2 Partially due to the limited accessibility
of support services, individuals often seek support
in online social media by sharing their thoughts and
concerns and engaging in discussions with their
peers. Research at the intersection of natural lan-
guage processing (NLP) and mental health has fo-
cused on exploiting such user generated content in
order to automatically detect vulnerable users (Cop-
persmith et al., 2015; Shing et al., 2018; Zirikly

*Denotes equal contribution.
1https://www.apa.org/news/press/releases/2023/

11/psychological-impacts-collective-trauma
2https://europa.eu/eurobarometer/surveys/

detail/3032

et al., 2019) or monitor their well-being over time
(Tsakalidis et al., 2022b; Tseriotou et al., 2023).
However, in real-world scenarios, detection is only
part of the need: downstream evaluation and inter-
vention would be facilitated by an understanding
of why a user’s text led them to be flagged (Ophir
et al., 2022).

Large language models (LLMs) (Brown et al.,
2020; Sanh et al., 2022; Chowdhery et al., 2022;
Touvron et al., 2023) are currently dominating
the field of NLP. Work at the intersection of
NLP and mental health has leveraged such mod-
els for classification (Amin et al., 2023), data
augmentation (Liyanage et al., 2023) or reason-
ing (Xu et al., 2023), among others. Recent re-
search explores the language understanding and
mental health reasoning capabilities of LLMs us-
ing instruction fine-tuning and Chain-of-Thought
prompting (CoT) (Yang et al., 2023; Xu et al.,
2023). Instead of direct phrase extraction, LLMs
are instructed to provide step-by-step reasoning,
leveraging inherent knowledge to generate human-
like language (Xu et al., 2023). Such approaches
pose the risk of incorrect predictions and flawed
reasoning, especially in complex conversations (Li
et al., 2023).

This year’s CLPsych Shared Task focused on
leveraging open source LLMs for the purpose of
finding evidence in online posts that supports the
level of suicidal risk of their author. In particular,
we define two sub-tasks (thereafter ‘tasks’) on the
basis of (a) highlighting and (b) summarising such
supporting evidence. Working with the UMD Red-
dit Suicidality dataset (Shing et al., 2018; Zirikly
et al., 2019), we present the process of defining the
task (Section 3), selecting and annotating a subset
of 125 Reddit users (Section 4), introducing our
evaluation metrics (Section 5) and summarising the
approaches and the best-performing system of each
team (Section 7).

In this overview paper we make the following
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contributions:

• we introduce two novel tasks on identifying
evidence that supports the suicidal risk level
of a particular user;

• we describe the annotation process;

• we provide an overview of the approaches
followed by the participating teams, our evalu-
ation approach and an overview of the results.

2 Related Work

2.1 NLP and Mental Health
Related work during the last decade has been pri-
marily focusing on classifying documents (Sawh-
ney et al., 2022a) or users, with the latter being
performed at a static (Coppersmith et al., 2015;
Shing et al., 2018; Zirikly et al., 2019; Sawhney
et al., 2022b) (e.g., suicide level of an individual)
or a longitudinal basis (Tsakalidis et al., 2022b,a;
Hills et al., 2023). Recent work has started paying
attention to more fine-grained analysis with respect
to mental health as well as explaining model predic-
tions. The 2023 eRisk Task 1 focused on ranking
of sentences based on their relevance to depres-
sive symptoms (Parapar et al., 2023). Nguyen et al.
(2022) proposed a spectrum of BERT-based meth-
ods for depression detection that are constrained by
the presence of PHQ-9 symptoms for improved
generalizability and interpretability of the mod-
els. Nemesure et al. (2021) used SHAP values
(Lundberg and Lee, 2017) to explain predictions
for generalized anxiety and major depressive disor-
der prediction models. Zirikly and Dredze (2022)
used the PHQ-9 questions as auxiliary tasks to pro-
vide explanations for a depression detection model
using LIME (Ribeiro et al., 2016) and measured
performance on a manually annotated sample of
highlighted text spans. Garg (2024) also annotated
a dataset with highlighted text spans over several
‘wellness’ dimensions. In this year’s Shared Task
we also highlight text spans of online posts, which
serve as evidence for an online user’s suicide risk
level, and we further accompany this with a sum-
marisation of such evidence found at the user level.
The task then sets out to explore to what extent
such text spans and summaries can be obtained by
leveraging open source LLMs.

2.2 LLMs for evidence extraction
The use of Large Language Models (LLMs) in ev-
idence extraction is an ongoing area of research

and discussion. LLMs have shown promise in
retrieving supporting evidence for generated re-
sponses and in self-detecting hallucinations within
them (Huo et al., 2023). In the context of medi-
cal evidence, domain-agnostic LLMs, like GPT-3,
have been found to be potentially precise at zero-
and few-shot information extraction from clini-
cal unstructured texts (Agrawal et al., 2022), yet
prone to inconsistent generated summaries, raising
concerns about potential harm due to misinforma-
tion (Tang et al., 2023). In NLP for mental health,
existing work has predominantly explored the ca-
pabilities of LLMs to predict critical mental states
(e.g., stress and depression) or high-risk actions
(suicide) by forcing LLaMA-2 or GPT3 to act as
an expert in a zero- or few-shot setting (Lamich-
hane, 2023; Amin et al., 2023; Yang et al., 2023).
Other work has systematically explored the mental
health reasoning capabilities of various LLMs in
an instruction fine-tuning setting, employing CoT
prompting to elucidate the reasoning behind their
predictions (Yang et al., 2023; Xu et al., 2023).
However, these approaches do not directly extract
precise phrases from the text. Instead, they in-
struct LLMs to provide step-by-step reasoning or
explanations for their output, leveraging inherent
knowledge and paraphrasing the text to generate
human-like natural language based on embedded
knowledge (Xu et al., 2023). This could result
not only in incorrect predictions but also in flawed
reasoning processes, particularly in more complex
conversation contexts (Li et al., 2023).

2.3 LLMs for Summarisation

LLMs have demonstrated promising summarisa-
tion performance across document types includ-
ing news articles (Goyal et al., 2022; Zhang et al.,
2023b) and instructional texts (Maynez et al.,
2023), and have shown significant improvements
in challenging areas such as meeting transcripts
(Laskar et al., 2023) and long narratives (Chang
et al., 2024). While most use simple prompts
(e.g. “Summarize the following article:”), prior
work on news (Wang et al., 2023) and social media
(Song et al., 2024) suggest that multi-step prompt-
ing strategies with prompt design informed by do-
main expertise can steer models to produce im-
proved information-rich summaries. Nonetheless,
how to effectively leverage the generative capabili-
ties of LLMs while ensuring outputs are grounded
in supporting evidence and consistent with expert
knowledge remains an ongoing research problem,
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especially in high stake applications such as mental
health.

3 Task Definition and Instructions

We define two tasks aimed at leveraging LLMs in
order to find evidence within text that has been
shared by particular online social media users
supporting their pre-assigned Suicide Risk Level
(‘Low’, ‘Moderate’ or ‘High’). The distinction be-
tween the two tasks is based on the way that this
evidence is expected to be provided.

Task A For our first task, participants were asked
to provide the evidence supporting the pre-defined
Suicide Risk Level of a user by highlighting rel-
evant phrases within the text posted by the user.
Each user could have multiple posts in the dataset;
Task A was defined at the post (document) level –
i.e., highlighting relevant phrases within each post
made by a particular user.

Task B Our second task required generating a
summary of evidence supporting a user’s assigned
risk level, across multiple posts made by the user.
As opposed to Task A, Task B was performed at
the user level – i.e., generating a single summary
per user. Summaries were limited to 300 tokens.

No ground truth data were provided to the teams,
except for a single example of a user with a pre-
assigned Suicide Risk Level for whom we shared
the expected highlights (Task A) and summary
(Task B), as annotated by our experts (see Sec-
tion 4.2). Compared to the latest CLPsych Shared
Tasks, where the expected outputs were a class la-
bel either at the user level (Zirikly et al., 2019) or on
a longitudinal basis (Tsakalidis et al., 2022a), this
year’s edition was considerably more open-ended.
We therefore provided a list of ‘aspects to consider’
to the teams, which were compiled on the basis of
our internal annotation instructions. These aspects,
which were based on literature on suicidal risk (see
Section 4.2), included, but were not limited to, the
following:

• Emotions: How does the individual feel?
From feeling sad to experiencing unbearable
psychological pain, the self-disclosed emo-
tions of the user could play an important role
in the risk level assigned to the individual.

• Cognitions: What are the individual’s
thoughts and perceptions about suicide? For
example, what is the level and frequency of

suicidal thoughts? Does the individual in-
tend to self-harm/suicide? Does the individual
have a plan about it?

• Behaviour and Motivation: What are the
individual’s acts or behavior related to sui-
cide? For example, do they have access to
means and a concrete plan? What is the user’s
ability to handle difficult/stressful situations
(‘behaviour’)? What is the motivation behind
their wish to be dead?

• Interpersonal and social support: Does the
individual have social support/stable relation-
ships? How does the individual feel towards
significant others?

• Mental health-related issues: Consider psy-
chiatric diagnoses associated with suicide
such as schizophrenia, bipolar/anxiety/eating
disorder, previous self-harm/suicidal attempts
and others.

• Context/additional risk factors: For ex-
ample, socioeconomic and demographic fac-
tors, exposure to suicide behaviour by others,
chronic medical condition, ...

Each team was allowed to provide (up to) three
submissions for each task. Additional submissions
were also allowed in order to facilitate ablation
and further analysis by the teams, but were not
included in our official results presented in this
overview paper. Upon receiving the submissions,
we returned the results based on our evaluation
metrics (see Section 5) on a test set of 125 users
(see Section 4).

4 Data and Annotation

4.1 Data

We use a subset of the The University of Mary-
land (UMD) Reddit Suicidality Dataset, Version 2
(Shing et al., 2018; Zirikly et al., 2019) for both
tasks. The dataset contains posts made by a larger
number of Reddit users.3 The data was previously
annotated at the user level with respect to level of
suicide risk (‘No’, ‘Low’, ‘Moderate’ or ‘Severe’
risk labels), where the main difference between
Moderate and Severe is that the latter indicates im-
minent or crisis-level risk. This annotation was
performed in two ways (by (a) crowdsourcing and

3https://www.reddit.com/
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TITLE: No one will hear from me again after this.  

BODY: I tried again. Just like last month I broke and started
taking as many pills as I could. No matter what I do I can't bring
myself to try anymore, I'm just always in pain or feel sick and it's
stressful, it's like being trapped in a room caught on fire and
there's no way out but the window, every day I pray the Lord will
take me and end my miserable life and tonight it's the window or
nothing for me, it's the only way. 

Risk Level: High Gold-standard  
Evidence Summary 

This individual describes a recent
suicide attempt. They have a
clear intent to die and a specific
plan for suicide. They express
hopelessness, a sense of feeling
trapped, and believe suicide to
be the only solution.

summarized_evidence: Based on
the text excerpt, there is a
high risk of suicide for this
individual. The statement \"No
one will hear from me again\"
suggests a sense of hopelessness
and despair, which are common
indicators of emotional distress
and suicidal ideation. ...

highlights: ["No one will hear
from me again after this.",
"taking as many pills as I
could" ... ]

Participant Submission

Figure 1: Example posts, gold evidence spans and summary, and corresponding submission data. Texts have
been paraphrased for privacy. Participants are provided with posts and user-level risk labels, then asked to predict
supporting evidence spans (Task A) and synthesise summaries (Task B). Each user can have multiple posts.

(b) experts, where the experts annotated a subset of
the users) and it involved an annotator reading all of
the posts that a user had made in the r/SuicideWatch
subreddit in order to make a labelling decision for
that particular user.

The inter-annotator agreement was higher
amongst the expert annotators (Shing et al., 2018);
we therefore ignored the crowdsourced annotations
for this Shared Task and focused strictly on the
245 users annotated by the experts. Since our task
involves finding evidence about the suicide risk
level of a particular user, we only kept the ‘Low’,
‘Moderate’ and ‘Severe’ classes (209 users) and
ignored the ‘No risk’ category. Also, since the orig-
inal annotation was performed on the basis of the
r/SuicideWatch posts only, we further focused ex-
plicitly on those 332 posts made by the 209 users.
Lastly, we selected 125/209 users (162/332 posts)
to be annotated by our annotators (see Section 4.2)
and serve as our ground truth during the evaluation
stage of the Shared Task. This final selection was
based on (a) filtering out any users whose posts
were very short, (b) ignoring users with more than
3 posts in r/SuicideWatch to accommodate faster
annotation (i.e., prioritising more users instead of
more posts in our evaluation data) and (c) prioritis-
ing the inclusion of ‘Severe’, followed by ‘Moder-
ate’ risk users. In the end, 93 users had only one
post, 27 users had two posts and five users had
three posts. Table 1 shows the overall numbers
of users and posts in r/SuicideWatch that were se-
lected for annotation purposes (and therefore, our
gold standard during evaluation), as described next.

4.2 Annotation
The annotators were two graduate students (fluent
English speakers) in a clinical psychology training
program at Bar-Ilan University. Their task was
to read the posts of each user on r/SuicideWatch,

No Low Moderate Severe Total
Original (users) 36 50 115 44 245
Annotated (users) – 13 74 38 125
Original (posts) 45 77 162 93 377
Annotated (posts) – 17 91 54 162

Table 1: Summary of the data that was annotated in this
Shared Task and used as our ground truth, compared to
the original UMD Reddit Suicidality Dataset.

and highlight text spans as evidence supporting the
suicide risk level previously assigned by experts
in Shing et al. (2018). Next, they were asked to
synthesize the textual evidence and related clinical
observations in a short summary.

Annotators were provided with detailed guide-
lines and expert annotated examples. The guide-
lines for the annotations were based on the clinical
literature about suicidal risk (Posner et al., 2011;
Turecki et al., 2019; Rogers et al., 2023) and their
main aspects are provided as a list in Section 4.1.
We conducted two rounds of training supervised by
a senior clinical psychology expert. In each round,
annotators labelled posts independently. We man-
ually checked the agreement on these posts, then
addressed areas of disagreement and clarified task
guidelines in training meetings. Next, the team
was asked to refine their existing annotations and
work on new ones. We repeated this process until
satisfactory agreement levels were obtained upon
manual inspection, where the most important key
phrases were captured by both annotators, and the
summarised evidences were mutually consistent.
Out of the 125 posts, 13 were labeled twice by both
annotators. The final pairwise relaxed F1 (Hripcsak
and Rothschild, 2005; Deléger et al., 2012) over ev-
idence spans from these doubly annotated instances
is .96.
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5 Evaluation Metrics

5.1 Task A
The main metric we consider is the recall of ev-
idence spans. For a given user, given predicted
evidence spans E and gold evidence spans H , we
average the maximum recall-oriented BERTScore
(Zhang et al., 2020):

Recall =
1

|E|
∑

e∈E
max
h∈H

RBERT(e, h)

To provide a more holistic view of evidence
identification performance, we compute precision
by averaging the maximum precision-oriented
BERTScore for each predicted evidence span e ∈
E against each gold evidence span h ∈ H:

Precision =
1

|H|
∑

h∈H
max
e∈E

PBERT(e, h)

We also report a weighted version of recall,
which is sensitive to predicted evidence lengths
relative to gold evidence lengths. For a given
user with gold evidence spans of cumulative token
count ngold and predicted spans with cumulative
token count npred, if the predicted evidence spans
are longer than the gold-standard ones, we apply
weight w to the user-level recall:

w =

{
ngold
npred

if npred > ngold

1 otherwise

Finally, we report F1, the harmonic mean
between precision and unweighted recall,
2×Precision×Recall

Precision+Recall .

5.2 Task B
Following prior work in general domain (Maynez
et al., 2020) and mental health summarisation
(Song et al., 2024), we leverage predictions from
a natural language inference (NLI) model (Laurer
et al., 2024) for summary evaluation.4 We consider
consistency to be the absence of contradiction. For
each sentence in a submitted summary s ∈ S, we
use the NLI model to compute its mean probability
of contradicting each sentence in the correspond-
ing gold-standard evidence summary g ∈ G, taking
the gold sentence as premise and the submitted sen-
tence as hypothesis:

CS = 1
|S|·|G|

∑
s∈S

∑
g∈G (1− NLI(Contradict|g, s))

4https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli

To complement consistency, we also evaluate
summaries by their contradiction to expert sum-
maries. We expect there to be some natural con-
tradictory information in most summaries, since
summarised evidence can include both risk factors
and protective factors. We compute the contradic-
tion score by averaging the maximum contradiction
probability of a predicted sentence against gold
evidence summary sentences:

CT =
1

|S|
∑

s∈S
max
g∈G

NLI(Contradict|g, s).

6 Participating Process & Teams

6.1 Registration Process

The registration process included (a) a team mem-
ber initialising the process by filling an online form
as the team representative, (b) reading and signing
a data sharing agreement and (c) receiving instruc-
tions on how to download the data in a password
protected zip folder. Each team member would
also sign up for their team upon completing an in-
dividual registration form. The (b) data sharing
agreement (among others) prohibited transferring
any part of the data to third party providers in order
to use their LLMs.

6.2 Participating Teams

Overall 23 teams (75 members) registered for the
task. Members of four teams mentioned that they
had participated in a previous CLPsych Shared
Task, whereas members of three teams stated that
they had previous experience with the UMD Suici-
dality Dataset. 15 out of 23 teams submitted their
outputs for either of the two tasks – a percentage
of 65% compared to 60% for Shared Task 2022
(Tsakalidis et al., 2022a) – and 13 teams submitted
a paper at the end of the Shared Task (see Table 2).

7 Results

7.1 Overview

Task A The results are summarised in Table 3.
The highest evidence recall comes from sys-
tems employing different approaches, including
relying on smaller expert models for sentence-
level predictions (SophiaADS), CoT prompting
(UoS NLP), and prompting then post-processing
(UniBuc Archeology). To improve precision and
reduce incorrect outputs (e.g., hallucinations and
unintended text normalisation where LLM corrects

181

https://huggingface.co/MoritzLaurer/DeBERTa-v3-large-mnli-fever-anli-ling-wanli
https://huggingface.co/MoritzLaurer/DeBERTa-v3-large-mnli-fever-anli-ling-wanli


#Submissions
Team Name #Members Task A Task B Paper submitted
CSIRO 6 3 – ✓
DONUTS Colaboratory 6 2 2
INF@UoS 2 1 1 ✓
ISM 2 3 3 ✓
LAMA 3 3 3 ✓
MHNLP 1 1 1
SBC 1 3 3 ✓
SCALAR-NITK 3 1 1 ✓
SKKU-DSAIL 5 3 3 ✓
sophiaADS 3 3 3 ✓
SWELL 11 3 3 ✓
UniBuc Archaeology 3 3 3 ✓
UoS NLP 4 3 3 ✓
UZH_CLyp 2 1 1 ✓
Xinhai 3 3 3 ✓
Total (sum) 55 36 33 13/15

Table 2: Summary of the team information and submis-
sions for the CLPsych Shared Task 2024.

typos in noisy user text), most teams applied post-
processing procedures to align predicted spans to
the original text, and some employed formal gram-
mars to constrain model outputs (CSIRO, SBC).

Task B Submissions that achieved the highest
consistency scores commonly incorporated domain
knowledge, such as using expert models to re-
trieve emotionally charged text before summaris-
ing (UZH_CLyp), designing detailed instructions
around the Shared Task guidelines (SBC, SWELL),
and summarising evidence spans that were ex-
tracted based on psychology theory, e.g. Joiner’s
Interpersonal Theory of Suicide (SWELL). While
there was no definitively superior LLM, top per-
forming submissions on this task used Mistral
(Jiang et al., 2023) and its derivative Openhermes5,
as well as LLaMA-2 (Touvron et al., 2023) and
its mental health oriented derivative MentaLLaMA
(Yang et al., 2023).

LLM Characteristics and Resources. As per
the data use agreement, participants were forbidden
from using Cloud APIs, relying on private and self-
hosted instances. Figure 2 outlines the employed
models. All submissions used instruction-tuned
LLMs. The majority of submissions used models
that are 7B or smaller (52%), the rest includes 13B
and 8x7B mixture-of-expert models (35%) and 70B
models (13%). Models were typically deployed
with quantization, in some cases using libraries
such as llama.cpp to run on consumer hardware.6

5https://huggingface.co/teknium/
OpenHermes-2-Mistral-7B

6https://github.com/ggerganov/llama.cpp
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mistral-7b-instruct
mixtral7bx8
openhermes-7b
starling-7b

Figure 2: LLMs used in official submissions, grouped
by model family and lineage.

7.2 Individual Team Submissions

UoS_NLP Singh et al. (2024) explored prompt-
ing strategies with Mixtral7bx8 (Jiang et al., 2024),
a LLM with the same high-level architecture as
Mistral (Jiang et al., 2023) but utilising mixture-of-
experts layers, and Tulu-2-DPO-70B (Ivison et al.,
2023), LLaMA-2 further instruction finetuned us-
ing direct preference optimisation (Rafailov et al.,
2023). Their best performing evidence extraction
approach involved few-shot CoT prompting Tulu,
choosing exemplars by embedding posts with so-
cial media fine-tuned RoBERTA (Barbieri et al.,
2020) then applying k-means clustering and man-
ually selecting representative examples. For evi-
dence summarisation, their best approach involved
zero-shot instruction prompting Mixtral with ad-
ditional meta-information, i.e. inferred emotion,
inferred sentiment, and suicide risk label.

SCALAR-NITK Koushik et al. (2024) used at-
tention weights from hierarchical attention net-
works (Yang et al., 2016) to extract evidence
spans. For evidence summarisation, they zero-shot
prompted LLaMA-2-7B-chat, providing the con-
tent of the user’s post(s) concatenated with their
extracted evidence spans as input.

LAMA Alhamed et al. (2024) used LLaMA-7B-
chat with instruction prompting. For evidence ex-
traction, they zero-shot prompted the LLM and
combined the outputs with keywords extracted us-
ing a suicide lexicon (Alhamed et al., 2022) as well
as manually curated depression-related keywords.
Evidence summaries were separately obtained by
first prompting to provide explanations of the indi-
vidual’s suicide risk level then synthesising them.
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Task A: Evidence Extraction Task B: Evidence Summarisation

Team Hybrid Recall Precision Weighted Recall Harmonic Mean Hybrid Mean Consistency Max Contradiction
SophiaADS ✓ .944 .906 .489 .924 ✓ .944 .175
UoS NLP ✓ .943 .916 .527 .929 .966 .107
UniBuc Archaeology .939 .890 .390 .914 .973 .081
ISM ✓ .935 .911 .564 .923 ✓ .961 .125
SKKU-DSAIL ✓ .922 .912 .549 .917 .970 .096
CSIRO .919 .917 .701 .917 – –
SWELL ✓ .915 .892 .542 .903 ✓ .973 .081
UZH_CLyp .910 .916 .742 .913 ✓ .979 .064
MHNLP ✓ .910 .888 .197 .909 .873 .204
SBC .907 .912 .738 .909 .976 .079
Xinhai .887 .906 .617 .911 .958 .126
SCALAR-NITK ✓ .886 .893 .784 .889 .901 .233
DONUTS Colaboratory .872 .900 .626 .907 .942 .159
INF@UoS ✓ .850 .893 .630 .896 ✓ .934 .165
LAMA ✓ .577 .899 .513 .888 .964 .060

Table 3: Evaluation scores for Task A, by selecting the top-performing submission of each team on the basis of
Recall. The associated Task B evaluation scores are shown on the right. ‘Hybrid’ denotes that the shown submission
incorporated non-LLM techniques, including using inputs derived via non-LLM methods, and excluding standard
post-processing. For details and methods explored in other submissions, please refer to Section 7.2.

Team Mean Consistency Max Contradiction
UZH_CLyp .979 .064
UoS NLP .977 .079
SBC .977 .083
SKKU-DSAIL .973 .086
SWELL .973 .081
UniBuc Archaeology .973 .081
LAMA .964 .060
ISM .961 .125
Xinhai .959 .121
SophiaADS .944 .175
DONUTS Colaboratory .942 .159
INF@UoS .934 .165
SCALAR-NITK .901 .233
MHNLP .873 .204

Table 4: Evaluation scores for Task B, by selecting the
top-performing submission of each team on the basis of
Mean Consistency.

Xinhai Zhu et al. (2024) used instruction prompt-
ing on a version of the open-source ChatGLM-3-
6B (Du et al., 2022) model adapted to healthcare
data. They revised their prompt using GPT-4. For
evidence span extraction, they ensured LLM pre-
dictions obtained from instruction prompting were
text spans directly present in the input texts using
regular expressions and aligning phrases by their
semantic similarity.

SophiaADS Tanaka and Fukazawa (2024) pro-
posed a hybrid solution comprising task-specific
models, handcrafted rules, and MentaLLaMA-chat-
7b. For evidence extraction, they first picked sen-
tences corresponding to high probabilities of sui-
cide risk, as predicted by a bert-base-uncased clas-
sifier (Devlin et al., 2019). The latter was fine-
tuned on a binary sentence-level suicide ideation

dataset heuristically developed from the Shared
Task data. In cases of insufficient evidence, they
added the most negative sentences as predicted
by a Tweet sentiment classifier (Barbieri et al.,
2020), and supplemented with predictions from
instruction-prompting MentaLLaMA as necessary.
To summarise evidence, the team combined LLM
summaries with rules that produce descriptions of
risk level, posting behaviour, and several mental
health related risk factors.

ISM Tran and Matsui (2024) leveraged Mixtral-
8-7B-Instruct (Jiang et al., 2024) in two distinct
stages: a) knowledge self-extraction and b) output
refinement. During the knowledge self-extraction
phase, participants provided users’ posts along with
the associated risk levels, prompting the model to
address the task. The resulting output comprises a
set of generated highlights, summaries, and iden-
tifications of suicide risks. Next, they selected the
most optimal generated outputs aligned with the
risk level to enrich the model’s knowledge in stage
2, creating an enhanced and knowledge-rich rep-
resentation (i.e., concatenation of the best knowl-
edge responses). In the final step, the model under-
went an iterative refinement process, continuously
prompting for adjustments to the newly generated
summaries and highlights until no further changes
were observed.

CSIRO Chen et al. (2024) introduced instruc-
tive prompting for a range of psychological and
socioeconomic factors to extract evidence aligned
with users’ suicidal risk from LLaMA-2-70b-chat
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in a zero-shot setting. They investigated prompt
engineering approaches across three different varia-
tions: a) A naive approach, instructing the model to
extract phrases as evidence supporting suicide risk,
thereby evaluating the inherent knowledge of the
model. b) They enhanced the input content with
a collection of psychological and socioeconomic
factors, namely factor-orientied instruction. c) Fi-
nally, they reformulated the risk levels provided by
annotators into a set of selected risk factors. The
model was then guided by rules to choose the most
appropriate prompt based on a user’s risk level.

SBC Blanco-Cuaresma (2024) investigated open-
source LLMs – OpenHermes, Orca2, Starling 7B
alpha – in a one-shot setting. They employed the
same crafted prompts, consisting in prefixed psy-
chological and social factors provided by the orga-
nizers, to extract evidence from users’ posts or to
summarize evidence associated with their risk level.
When extracting evidence, they utilized Backus-
Naur Form (BNF), which is a metasyntactic no-
tation for context-free grammars. This approach
ensured that the order of words in the generated out-
put matched the order of those in the users’ posts.

INF@UoS Preiss and Chen (2024) proposed a
two-stage pipeline to address span extraction and
summarization related to suicidal risk levels. In the
first stage, they fine-tuned a suicide risk classifier,
i.e., MentalRoBERTa (Ji et al., 2022). Additionally,
they employed Linguistic Inquiry and Word Count
(LIWC-22) to extract informative features from
the language, including desire for connection, cer-
tainty, negative tones, emotions, negative emotions,
sadness emotions, mental health behavior, persua-
siveness, and feelings. The additional extracted in-
formation was integrated with users’ posts to train
the classifier. Subsequently, SHAP was utilized
to identify crucial phrases from the input content
that contributed to the classifier’s decision. In stage
two, they prompted Mistral-7B-Instruct to generate
summaries across five diverse factors—emotion,
cognition, social support, mental health issues, and
conceptual risk—using the extracted phrases from
stage one.

SKKU-DSAIL For Task A, Jeon et al. (2024)
prompted MentaLLaMA by assigning it a ‘psy-
chiatrist’ identity and further providing it with (a)
an example (partially highlighted) post, (b) a list
of suicide-related words present in the post (Lee
et al., 2022), (c) the post under consideration and

(d) the suicide risk level of its author. For Task B,
they used a similar setting, followed by two meth-
ods (‘extract-then-generate’ (Zhang et al., 2023a),
integrating the highlighted phrases from Task A,
and SOLAR (Kim et al., 2023)) for tackling hal-
lucinations and inconsistencies in the generated
summaries.

UZH_CLyp Uluslu et al. (2024) provided
Mistral-7B-Instruct with the post and the author’s
label, asking it to extract the highlights for Task A
as a suicide prevention therapist expert. For Task
B, the levels of three emotions were calculated at
the post-level and the top-5 saddest posts were in-
cluded in the prompt (alongside the post, the user’s
risk level and the emotions) in order to generate
the summary. In their ablation analysis, the authors
showed that selecting the top-5 saddest posts had a
large (positive) impact on model performance.

SWELL For Task A, Varadarajan et al. (2024)
followed three approaches: (a) they constructed
‘suicidality archetypes’ on the basis of Joiner’s
IPTS (Joiner, 2007) in order to calculate their simi-
larity against the sentence embeddings of a given
post and extract the spans with the highest simi-
larity; (b) they fine-tuned separate LMs using data
from users with different suicidal risk levels and
calculated the difference in entropy between these
models for each sentence in a given post (Lahnala
et al., 2021); (c) they prompted LLaMA-2 to ex-
tract sentences signalling any of the three main
Joiner’s IPTS constructs. For Task B they prompted
LLaMA-2 in a few-shot setting, providing it with
highlights and asking it to generate a summary by
considering the six aspects present in Section 3.

UniBuc Archaeology Sandu et al. (2024) exper-
imented with ‘traditional’ NLP approaches and
LLMs: (a) for Task A, they used SHAP (Lundberg
and Lee, 2017) on the outputs of a logistic regres-
sion trained to split ‘No’ vs ‘Low/Moderate/High’
risk users on the basis of tfidf ngrams and per-
formed Task B as an extractive summarisation task;
(b) they prompted OpenHermes 2.5 based on Mis-
tral for extracting highlights and summarising the
evidence.

7.3 Performance by Risk Level

Figure 3 summarises performance on test users at
each risk level aggregated over all submissions. For
the complete table of performance per team, see
Table 3. While mean evidence recall values are
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relatively similar, for precision and metrics assess-
ing summary consistency the lower the risk level
the lower the average performance. This suggests
that linguistic cues for lower to moderate risk can
be subtler compared to those of higher risk levels,
and it may be more challenging to describe protec-
tive factors and the absence of risk factors. Future
approaches should aim to more fully capture the
nuances within the spectrum of suicide risk factors.

low moderate high
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low moderate high
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low moderate high
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Summary Contradiction

Figure 3: Mean performance by user’s risk level. From
left to right: evidence precision, recall, summary consis-
tency, summary contradiction. Higher is better except
for summary contradiction.

8 Conclusion

This work presented the overview of the CLPsych
Shared Task 2024, focusing on leveraging open
source LLMs to find supporting textual evidence
for the suicide risk level of an online user, based on
their online posts. We defined two tasks for finding
such evidence – based on (a) text highlighting of
relevant spans at the post-level and (b) summaris-
ing the evidence at the user-level. We generated
a dataset of 125 social media users to facilitate
evaluation and introduced the associated evalua-
tion metrics for measuring system performance.
Lastly, we have summarised the approaches taken
by 13 teams and provided an overview of their re-
sults, their commonalities and novel aspects of their
work.

Limitations

As in the vast majority of prior work on leveraging
social media for user-level mental health assess-
ments, this year’s Shared Task involved users who
were classified with respect to their suicide risk
level on the basis of content they generated. This
implies that the annotation of their suicidality risk
level, as well as this Shared Task’s additional anno-
tations (see Section 4.2), have been made on the ba-
sis of self-report. Moreover, the present tasks were
conducted using social media posts made on a par-
ticular subreddit in the English language, by users

who willingly self-disclosed their thoughts and feel-
ings. Generalisation of the approaches presented
in this work to other contexts (e.g., in psychother-
apy sessions) remains an open question. Lastly, we
have examined the presence of evidence around
suicidality at the post-level; importantly longitu-
dinal linguistic cues that might be present in the
data cannot be captured by our annotations – and
therefore, by the approaches outlined in this work.

Ethics

This task explored the extent to which evidence
for suicidal risk from online posts can be obtained
by leveraging information inherent in open source
LLMs, and how this information can be further
summarised. However, the task cannot make any
claims about the potential evidence providing ex-
planations for suicidal risk and neither do the ag-
gregate summaries constitute such explanations.
The motivation behind the task was to explore the
possibilities for evidence extraction provided by
LLMs and the corresponding limitations. We hope
that this is a first step to research that can actually
make causal links between evidence and suicidality
and augment models with symbolic of inference
methods that can reveal reasoning processes.

The task also does not promote in any way the
notion that LLMs could provide evidence for diag-
nosis that would not involve a human. Any such
evidence would need to be reviewed by a human
expert and our intuition is that better models could
help augment the capacity of clinical experts by
providing information that would not otherwise be
available to them.

The UMD Reddit Suicidality Dataset was made
available for the shared task following a determi-
nation by the University of Maryland College Park
IRB that doing so was exempt from IRB review
according to U.S. federal regulations. All of the
data have been provided to the participants in an
anonymised fashion. An application form was re-
quired to be signed by each of the teams before
accessing the data, clarifying that only the listed
members could have access to the dataset and the
location where it would be hosted locally had to
be stated. Even though we are using publicly avail-
able data from Reddit, we prohibited the use of
any third-party LLMs that would require sending
(part of) the data in the provider’s servers, as to
protect the suicide risk label of each user in the
UMD Reddit Suicidality Dataset.
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