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Abstract

This paper presents our contribution to the
CLPsych 2024 shared task, focusing on the use
of open-source large language models (LLMs)
for suicide risk assessment through the analysis
of social media posts. We achieved first place
(out of 15 participating teams) in the task of pro-
viding summarized evidence of a user’s suicide
risk. Our approach is based on Retrieval Aug-
mented Generation (RAG), where we retrieve
the top-k (k=5) posts with the highest emotional
charge and provide the level of three different
negative emotions (sadness, fear, anger) for
each post during the generation phase.

1 Introduction

While healthcare systems are crucial in identifying
suicide risk, the limited time available to clinicians
often hinders a comprehensive assessment of all
risk factors (Knipe et al., 2022). Expressions of
suicidal thoughts are among the most significant
warning signs. However, the standard practice of
clinicians inquiring about these thoughts has not
been reliably effective in predicting and preventing
suicide (Hawton et al., 2022). It was revealed that
the majority of patients who commit suicide had
not reported suicidal thoughts to their healthcare
providers (Chan et al., 2016).

The CLPsych 2024 shared task (Chim et al.,
2024) addresses the significant challenge of gener-
ating supporting evidence for clinical assessments,
with a specific focus on suicide risk assessment
using open-source large language models (LLMs).
This task concentrates on analyzing linguistic con-
tent from social media posts to substantiate the
assigned suicide risk levels of individuals (Shing
et al., 2018a). By examining users’ posting activi-
ties on online forums, the goal is to extract, in an
unsupervised manner, evidence within these posts
that supports the pre-assigned risk levels.

*Equal contribution

Our approach aims to develop a scalable and ef-
ficient system that utilizes the state-of-the-art open-
source LLM Mistral 7B (Jiang et al., 2023) for
mental health assessment. It uses 4-bit quantiza-
tion and Retrieval Augmented Generation (RAG)
(Lewis et al., 2020) to effectively select the most
emotional and relevant extracts from the user his-
tory with minimal resource requirements. We use
emotional insights, which have been shown to cor-
relate with mental illnesses such as depression, to
improve our task by recognizing emotional patterns
that could indicate suicidality (Zhang et al., 2023).
We engage with both Task A (Highlighting Sui-
cidal Evidence) and Task B (User’s Summarized
Suicidal Evidence). The two main contributions of
this work, which were instrumental in achieving
the top performance in Task B, are as follows:

• We retrieve the top-k (k = 5) emotionally
charged user posts to include as context to
the model to summarize evidence of suicidal
risks.

• We enriched the prompt context with the
regression-predicted percentage levels of
three different negative emotions (sadness,
fear, anger) alongside the selected posts.

2 Related Work

The CLPsych Shared Tasks 2019 (Zirikly et al.,
2019) and 2022 (Tsakalidis et al., 2022) were
mainly focused on suicide risk prediction and mood
swing detection, which was predominantly con-
sidered a multi-class classification problem. The
top approaches in the previous shared task have
predominantly utilized transformer-based models
and multitask learning, yet the capabilities of
prompting-based approaches in this context re-
mains largely unexplored. There is a growing in-
terest in the responsible use of LLMs in healthcare,
including in psychotherapy and mental health as-
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Figure 1: Kernel density estimation plot, grouped by
post’s author assigned risk level. n denotes the number
of posts among all subreddits written by users of the as-
signed risk level. On average, the 125 users contributed
to 131 posts each.

sessment (Stade et al., 2023). The recent advance-
ments have seen a significant increase in the zero-
shot classification abilities of LLMs, alongside a
deepened understanding of mental health issues
(Xu et al., 2023). These models are increasingly
recognized for their effectiveness in extracting in-
formation, especially in identifying mental health
crises. They have demonstrated the ability to gen-
erate explainable findings and exhibit reasoning
capabilities, which significantly enhances their util-
ity in mental health assessments (Yang et al., 2023).
This evolution in the capabilities of LLMs sets a
new precedent for our approach and underscores
the potential of these models in contributing to
mental health assessments.

3 Data and Tasks

We use the Reddit suicidality dataset provided by
the organizers of the 2019/2024 CLPsych Work-
shop (Shing et al., 2018b; Zirikly et al., 2019; Chim
et al., 2024). Our team’s utilization of this data and
our participation in the associated tasks adhere to
the ethical review standards outlined by the organiz-
ers. The dataset comprises posts from 125 Reddit
users on various subreddits where each user has
at least one post in r/SuicideWatch. All users are
categorized by experts into four risk levels: No
Risk, Low Risk, Moderate Risk, and Severe Risk.
The distribution of the length of posts is shown in
Figure 1.

The participants of the shared task were asked to
contribute to the following two methods of extract-
ing evidence of suicidality from the users’ posts:

System: You are a suicide prevention therapist expert.

You are performing psychological analysis of suici-
dality risks of the author of the following Reddit post:
title: {postTitle}
content: {postContent}
It is estimated that the author has at least {riskLevel}
risk of suicidality.
Extract ALL relevant evidence (snippets) of at least
{riskLevel} suicidality exclusively from the post’s
content.
Formatting: Strictly provide each snippet and only
the snippets delimited by a semicolon(’;’)

Figure 2: Task A: Zero-shot prompt template (Step 1)
given to Mistral7B for the extraction of relevant spans.

• Task A – Highlighting Suicidal Evidence:
focuses on extracting highlights (snippets) ex-
clusively from r/SuicideWatch posts that have
been assigned a risk level by an expert.

• Task B – User’s Summarized Suicidal Ev-
idence: Using any content available from a
person, the task is to find evidence for a per-
son’s suicidality risk level and report it, either
extractive or abstractive.

4 Methods

4.1 Model & Computational Resources

Our approach exclusively employs the open-source
LLM Mistral-7B-Instruct-v0.2 (Jiang et al., 2023)
in zero-shot setting with 4-bit quantization. De-
tailed parameters used for the text generation can
be found in Table A1. All of our experiments, in-
cluding inference over all posts and users, were
carried out locally for a total of less than two hours
using a MacBook Pro with an M2 Pro with a 10-
core GPU.

4.2 Task A – Highlighting Suicidal Evidence

To extract and highlight relevant snippets from a
user’s post, we deploy a multistep procedure:

1. Prompting the LLM to extract relevant pas-
sages from the text (see Figure 2).

2. Prompting to remove unwanted text output
(e.g., explanations) from Step 1 and reorga-
nize snippets (see Figure A1).

3. Segmenting the snippets and applying up to
4-character replacement string substitutions
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Team Rank Recall Precision Weighted Recall Harmonic Mean
sophiaADS 1 0.944 0.906 0.489 0.924
UoS NLP 2 0.943 0.916 0.527 0.929
UniBuc Arch 3 0.939 0.890 0.390 0.914
SWELL 7 0.915 0.892 0.542 0.903
Our Official Submission 8 0.910 0.916 0.742 0.913
MHNLP 9 0.910 0.888 0.197 0.909

Table 1: Shared Task Results for Task A – Highlighting Suicidal Evidence. Our team name is UZH_CLyp and Rank
denotes the subtask’s ranking that is based on the primary score, Recall.

to restore the exact text form of the origi-
nal post.1 Unmatched evidence, often aris-
ing from rewritten or reordered user texts as
well as from hallucinated insertions, is then
discarded.

This method of using LLMs for an extractive
task, while laborious, was explored to determine
the feasibility of accomplishing this task solely
through the use of generative AI. However, in doing
so, we required two separate rounds of inference
and an additional string matching, compromising
the efficiency of our solution.

The primary evaluation metric for this task is
a variation of BERTScore (Zhang et al., 2019),
focusing on recall, weighted recall and precision,
benchmarked against snippets extracted by human
experts. Our submission for Task A achieved 8th
place out of the 15 best team submissions (42 sub-
missions in total). Detailed results for Task A can
be found in Table 1.

System: You are a suicide prevention therapist expert.

You are performing psychological analysis of sui-
cidality risks in online forums. Here are the most
emotional posts of the same author for analysis:
{postTitle, content and estimations(in percentages) of
sadness, fear and anger separated by new lines, for all
five posts retrieved by the highest sadness estimation}
Aspects of text to consider are the emotions, cogni-
tions as well as behaviours and mentions of the author
related to things like self-harm or suicide.
It was confirmed that the author has a {riskLevel} risk
of suicidality. Provide your hypothesis of {riskLevel}
suicidality from the post contents and general online
behaviour.

Figure 3: Task B: Zero-shot prompt template given to
Mistral7B to generate the summarized evidence.

1This was necessary for the submission as the LLM would
fix small grammar errors, typing nuances or irregular punctua-
tion usage.

4.3 Task B – User’s Summarized Suicidal
Evidence

Emotion Regression Models In addition to us-
ing our generative Suicidal Evidence predictions,
we apply Encoder Transformer models to regress
the emotional load of a text. We fine-tuned the Mu-
ppet RoBERTa (Aghajanyan et al., 2021) Large En-
coder models on the SemEval2018 Affect dataset
(Mohammad et al., 2018) to function as Emotion
Regressors for emotions like anger, sadness, and
fear, each with its separately trained model. These
models are fine-tuned using the Head First Fine-
Tuning method as described in Michail et al. (2023).
The Pearson r correlation coefficient on its test set
is 0.856, 0.832 and 0.808 for anger, fear and sad-
ness respectively. Before prompting Mistral7B, we
compute predictions with our emotion regression
models for all posts of the studied users.

Prompting To generate the summarized evi-
dence, we perform a zero-shot query by concatenat-
ing the title, the post and the predicted emotions to
the five most sad posts (in descending order), sim-
ilar to a Retrieval Augmented Generation (RAG)
approach (Lewis et al., 2020). In addition to the
post information, we provide the model with the
following system message “You are a suicide pre-
vention therapist expert”, and some information
and hints about aspects to consider when perform-
ing the task. Figure 3 presents the complete prompt
template.

5 Results

The official results of Task B are shown in Table 2.
Our submission (UZH_CLyp) achieved first place
out of the 42 submitted runs according to the offi-
cial scores. The official score of the Shared Task
attempts to measure agreement between the model-
generated summary and the human expert analysis
(Chim et al., 2024) using a model trained on Natu-
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Team Rank Mean Consistency ↑ Max Contradiction ↓
Our Official Submission 1 0.979 0.064
Our Ablation: No Emotion Regression - 0.976 0.074
SBC 2 0.976 0.079
SWELL 3 0.973 0.081
UniBuc-Arch 4 0.973 0.081
SKKU-DSAIL 5 0.970 0.096
Our Ablation: No Emotion RAG - 0.947 0.120
sophiaADS 12 0.944 0.175

Table 2: Shared Task Results for Task B – User’s Summarized Suicidal Evidence. Italics denote our additional
evaluations for the ablation study. Our team name is UZH_CLyp and Rank denotes the Subtask’s ranking that is
based on the primary score, Mean Consistency.

ral Language Inference (Wang et al., 2021). This
agreement is measured with two scores: the Mean
Consistency, defined as the average sentence-level
probability of consistency, 1 - P(Contradiction),
and the Max Contradiction, which represents the
average maximum probability of a contradiction oc-
curring, max(P (Contradiction)). Our submission
performed best within Task B among all submis-
sions.

It is worth noting that the top teams achieve
promising performance, with only minor differ-
ences between them. However, another interesting
insight from this generally high performance is
that it demonstrates the ability of today’s LLMs to
generate analyses that align closely with the assess-
ments of human experts.

5.1 Ablation Study

To better understand the relevant factors for the
performance of our system, we asked the organizers
to evaluate two additional post-submission runs for
our ablation study. We have included the results of
these variants in the main results table 2.

In the No Emotion Regression ablation experi-
ment, we omitted information about the emotion-
ality levels of each post. This leads to a very mi-
nor performance decrease, showing that the actual
predictions of the emotions are not crucial to the
model.

In the No Emotion RAG ablation experiment, we
omitted information about the emotions and also re-
placed the retrieval procedure that selected the most
emotional posts with a heuristic to retrieve the five
longest posts. This results in a large performance
decrease and showcases the value of the emotion
regressions as a selection criterion for retrieving
relevant posts.

6 Conclusion

The system presented in this paper demonstrates
the potential of using open-source LLMs to iden-
tify evidence of suicidality utilizing emotionally
charged social media posts. Our main innovation is
the combination of RAG with emotional regression
of posts. This technique was found to be effec-
tive, as evidenced by the first-place performance in
Shared Task B and the insights from our ablation
experiments. Our results highlight the ability of
current LLMs to accurately summarize evidence of
a user’s suicide risk from online posts that closely
align with human expert assessments.

In conclusion, this study highlights the poten-
tial of LLMs in healthcare, particularly for mental
health assessments. While the approach shows
promise, especially in suicide risk analysis from
social media posts, it also poses challenges, such
as the risk of inaccurate content generation. Future
research should aim to enhance the accuracy of
these models and consider the ethical implications
of applying AI in sensitive health contexts. This
research opens up new possibilities for the applica-
tion of LLMs in mental health services, suggesting
a path towards integrating them with traditional
healthcare methods for more effective outcomes.

Limitations

While our approach leveraging open-source LLMs
shows promising results in both Task A and Task B
of the CLPsych 2024 Shared Task, it is important to
recognize inherent limitations when using LLMs in
sensitive contexts of mental health assessment. We
acknowledge the possibility of hallucinations and
generation of inaccurate content, which can lead to
misinterpretation of a user’s mental state. During
a manual inspection, we inspected the hallucina-
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tion factor in scenarios where the model encounters
posts with low/medium pre-assigned risk levels. In
these cases, it often fails to pick up relevant clinical
cues such as an intent to self-harm, thus under-
lining the crucial role of pre-assigned risk levels
in guiding the model’s explanation. Furthermore,
the shared task is assessed using automated met-
rics, which may lead to significant discrepancies
between these results and the evaluations of human
expert annotations.

Ethics

We used publicly available data that was stripped
of identifiable information and collected in a non-
intrusive manner for mental health research. All re-
searchers working on the project have signed a non-
disclosure agreement with the dataset providers.
The data was stored securely at the storage services
of the Department for Computational Linguistics
at the University of Zurich and was only accessi-
ble to the parties involved during the project. The
open-source language models used in the project
were hosted locally without any potential data dis-
closure to third parties. The results of this work are
intended for fellow researchers in the fields of com-
putational linguistics and psychology to improve
mental health assessment technology. It is part of
the growing body of mental health research aimed
at applications to improve well-being. However,
it should not be used without collaboration with
clinical practitioners.
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A Appendix – Supplementary Material

System: You are a helpful assistant.

We have the original text and a set of ex-
tracted snippets mixed in text. We want to
extract ONLY all snippets (not numbered)
without any further discussion or comments
Original: {postContent}
Mixed Extracted Snippets: {Step 1 Output}
Follow the following format for all snippets
(each on a new line): \nsnippet text as pre-
sented in the original

Figure A1: Task A: Zero-shot prompt template (Step 2)
given to Mistral7B to extract the relevant spans.

Model Parameter Value
Temperature 0.8
Top-P 0.8
Top-K 40
Max Tokens 512
Context Size 4096

Table A1: The main parameters used for Mistral7B
(mistral7binstructv0.2.Q4_K_M)
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