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Abstract

Within Motivational Interviewing (MI), client
utterances are coded as for or against a cer-
tain behaviour change, along with commitment
strength; this is essential to ensure therapists
soften rather than persisting goal-related ac-
tions in the face of resistance. Prior works in
MI agents have been scripted or semi-scripted,
limiting users’ natural language expressions.
With the aim of automating the MI interactions,
we propose and explore the task of automated
identification of client motivational language.
Employing Large Language Models (LLMs),
we compare in-context learning (ICL) and in-
struction fine-tuning (IFT) with varying train-
ing sizes for this identification task. Our exper-
iments show that both approaches can learn un-
der low-resourced settings. Our results demon-
strate that IFT, though cheaper, is more stable to
prompt choice, and yields better performance
with more data. Given the detected motivation,
we further present an approach to the analysis
of therapists’ strategies for balancing building
rapport with clients with advancing the treat-
ment plan. A framework of MI agents is de-
veloped using insights from the data and the
psychotherapy literature.

1 Introduction

Prior studies in psychotherapy in NLP have fo-
cused on understanding conversational strategies
for better counselling outcomes (Althoff et al.,
2016; Pérez-Rosas et al., 2016, 2019; Zhang and
Danescu-Niculescu-Mizil, 2020). However, few
works utilise client modelling to inform the coun-
selling strategies (Li et al., 2023). Resistance to
social influence is a well-known phenomenon in
psychology. In therapies, resistance proves to be
a serious issue, limiting its effectiveness (Westra
and Norouzian, 2018). Understanding client mo-
tivational language during therapy helps explain
up to 35% in variance of treatment outcomes in
psychotherapy (Lombardi et al., 2014; Poulin et al.,

2019). Li et al. (2023) propose a data-driven anno-
tation framework of clients’ negative and positive
reactions in therapies. Their results suggest the
complexities of the task. For example, negative
reactions can be expressed via showing confusions,
shifting topics, and giving sarcastic answers. Each
category can be further considered a separate task,
and thus, learning them all jointly in one model
is challenging. Our work instead adopts the cod-
ing scheme from Motivational Interviewing (MI).
MI tailors the therapeutic interventions based on
the individuals’ motivational level using the trans-
theoretical model of stages of changes (Prochaska
and Velicer, 1997).

MI is an evidence-based client-centred approach
to strengthen one’s motivations for behaviour
change (Miller and Rollnick, 2023). Observably,
in the context of Cognitive Behavioral Therapy
(CBT), if the client language shows ambivalence,
the therapists are advised to adopt MI instead of
persisting and thus risking alliance ruptures, which
eventually leads to treatment dropout (Westra and
Norouzian, 2018; Ewbank et al., 2021). Similarly,
Forman et al. (2022) find MI is likely to backfire
if the client already shows willingness to change
early in the session, suggesting personalised inter-
ventions at different levels of motivation.

The task of predicting client motivational lan-
guage can be divided into two subtasks. The first
one, called the type task, is to detect the direc-
tion of motivation: whether the client is willing to
change or not. The other one, called the strength
task, is to detect the commitment level: if the client
is willing to change or still shows resistance, how
strong do they hold such belief?

Recently, Large Language Models (LLMs) have
demonstrated impressive capabilities on learning
with limited data (Brown et al., 2020; Chung
et al., 2022; Touvron et al., 2023). Two popu-
lar paradigms of LLM usage are via in-context
learning (ICL) (Dong et al., 2023) and instruction
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fine-tuning (IFT) (Zhang et al., 2023). Using ICL,
the models’ weights are kept frozen: no training
stage takes place. Inference is performed given
an instruction with a few or no examples. In con-
trast, IFT refers to fine-tuning the base models us-
ing instruction data and adapts the weights to the
downstream tasks.

In this paper, we first detect the types and
strength of client motivational language. Our exper-
iments utilise the AnnoMI (Wu et al., 2023) dataset,
consisting of MI dialogues annotated with the types
of client language, but not the strength. Using
MI Skill Code (Miller et al., 2003; Amrhein et al.,
2008), we obtain 178 examples with strength an-
notations, making the second task a low-resourced
one. With varying training samples, we compare
ICL and IFT, showing that both can perform under
low-resourced setting. Due to the difficulties in
optimising the prompts, IFT is arguably a better
and cheaper paradigm and has proven its capabili-
ties over ICL in few-shot learning (Liu et al., 2022;
Schick and Schütze, 2022; Logan IV et al., 2022).
Our analysis further reveals that ICL is, however,
preferable to IFT when the training data is heavily
imbalanced as ICL can exploit the massive under-
lying knowledge of LLMs to solve the task. After
obtaining the labels, we calculate the motivational
levels for client utterances in AnnoMI as well as the
distribution of next-turn therapist behaviours given
the current clients’ motivation.1

Our contributions are two-fold. First, we pro-
pose the task of detecting client motivational lan-
guage. Previous works in classifying MI codes
(Tavabi et al., 2020; Nakano et al., 2022) focus on
the type task only (i.e., the direction of motivation).
Instead, we combine it with the strength task (i.e.,
the commitment level) to give us a better estimate
of the client motivational level. To the best of our
knowledge, we are the first in NLP to adopt verbal
commitment expressions to understand speakers’
motivation in psychotherapy. Second, we demon-
strate how the detected motivation can be utilised to
automate the conversational flow of MI agents. MI
agents have been implemented in HRI and health
informatics (Pedamallu et al., 2022; Olafsson et al.,
2020a) but are either semi- or fully scripted. Our
proposed framework illustrates the potential usage
of the motivational level to create more proactive
agents for targeted therapeutic interactions.

1The code for our experiments can be found at https:
//github.com/VanHoang85/client_motivational_lang.

2 Related Work

Detecting Certainty Language: Different linguis-
tic markers of speaker commitment such as be-
lief/factuality (Diab et al., 2009; Prabhakaran et al.,
2015; Rudinger et al., 2018), modality (Pyatkin
et al., 2021), projection (de MARNEFFE et al.,
2019) have been studied by linguistic and NLP
community. Expert systems employ uncertainty
expressions, or hedges, to communicate degrees of
belief to the users (Clark, 1990), which arguably fa-
cilitates the decision-making processes (Zhou et al.,
2023). Additionally, hedges are examined to un-
derstand the social power between interlocutors
(Prabhakaran et al., 2018), rapport in peer-tutoring
(Raphalen et al., 2022), and reviewers’ confidence
in evaluating scientific papers (Ghosal et al., 2022).

Detecting MI Behaviour Codes: Automatic
detection of MI behaviour codes is a popular re-
search topic. As manual annotation is costly and
time-consuming, automated methods are expected
to assist with training by helping therapists quickly
understand the therapy sessions and thus give ef-
fective feedback (Tavabi et al., 2020; Nakano et al.,
2022). MI behaviour codes have been utilised to
assess the quality of not only MI but also CBT
sessions (Ewbank et al., 2021; Chen et al., 2021).
Linguistic features are the most popular approach
(Pérez-Rosas et al., 2017; Cao et al., 2019; Tavabi
et al., 2021; Gibson et al., 2022), yet researchers
have employed speech (Aswamenakul et al., 2018;
Singla et al., 2020; Tavabi et al., 2020) and facial
expressions (Nakano et al., 2022) in multimodal
systems. Acoustic features, however, are found to
contribute little to the prediction. In contrast, in-
tegrating both linguistic and facial information is
effective in detecting client behaviour codes.

Psychotherapist Agents: Researchers from dif-
ferent fields have studied psychotherapist agents
due to their potential to reach a large audience (Cho
et al., 2023). Das et al. (2022) fine-tuned GPT-2
on therapy videos to create a psychotherapist bot
which can offer emotional support. However, users’
feedback reveals a lack of therapeutic interactions.
MI agents have been shown to be beneficial to pro-
moting good behaviour change (Shingleton and
Palfai, 2016; Pedamallu et al., 2022). The MI con-
versational flows are all scripted or semi-scripted,
however, restricting users’ natural language expres-
sions and thus limiting the effectiveness (Galvão
Gomes Da Silva et al., 2018; Olafsson et al., 2020b;
Park et al., 2019; Brown et al., 2023). Tracking the
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user’s motivation can inform the agents on different
support strategies (Meyer, 2021) . They, unlike us,
utilise a more fine-grained annotation on the type
labels. Similarly, Li et al. (2023) hypothesise to em-
ploy a wide range of clients’ negative and positive
reactions to control the agents’ behaviours.

In-Context Learning (ICL): Introduced by
Brown et al. (2020), ICL demonstrates the few-
shot learning capabilities in which LLMs are given
a few examples as context to learn from. How-
ever, the choice and the order of the examples can
strongly influence model performance, from near
state-of-the-art to near mere chance (Zhao et al.,
2021). Prior works have offered insights into how
to select the most suitable examples (Liu et al.,
2021; Su et al., 2023), how to arrange examples in
a certain order (Lu et al., 2022), and which aspects
of the examples improve performance (Min et al.,
2022). Additionally, Su et al. (2023) argue that
retrieval-based ICL with wisely-selected demon-
strations outperforms FT with varying number of
training samples. However, their experiments are
conducted with vanilla FT, not instruction FT.

Instruction Fine-tuning (IFT): IFT boosts the
LLMs’ capabilities to generalise to unseen tasks by
fine-tuning the models on data consisting of pairs
of instruction, output in a supervised manner
(Chung et al., 2022; Zhang et al., 2023). While
ICL keeps the models’ weights frozen, IFT adapts
them to the downstream tasks. In both single and
multitask settings, instruction-tuned models need
only 25% and 6% of training data respectively to
achieve comparable performance to models trained
on 100% of target data (Gupta et al., 2023). Ar-
guably, IFT is more cost-effective and yields better
results than ICL even in low-resourced settings
(Schick and Schütze, 2022; Logan IV et al., 2022;
Mosbach et al., 2023). However, no selection strat-
egy for examples is explored. Furthermore, their
prompt setups include searching for a verbalizer
to map the models’ vocabulary to the labels: for a
sentiment analysis task, a verbalizer would map
the output Yes to the label positive and No to
negative. Our experiments do not search for the
optimal labels to reduce engineering effort and to
test the flexibility of IFT with LLMs.

3 Client Language in Psychotherapy

MI is an evidence-based therapeutic approach to
strengthen ones’ motivations for behaviour change.
In MI, commitment to change is viewed as a lead-

Figure 1: Two sample dialogues from the AnnoMI (Wu
et al., 2023) dataset. The upper one shows a strong resis-
tance from the client (i.e., labelled as “sustain” for type
and “high” for strength in our tasks). In the other dia-
logue, the client is ready to change though still reluctant
(i.e., labelled as “change” and “low” respectively).

ing indicator for behaviour change and thus, elicit-
ing verbal commitments from the client is a critical
task for therapists (Amrhein et al., 2003; Miller
and Rollnick, 2023). MI distinguishes three types
of client motivational language, which indicates
the direction of intended behaviour. They in-
clude “change” (i.e., motivation towards behaviour
change), “sustain” (i.e., resistance towards be-
haviour change), and “neutral” (i.e., no inclination
towards any direction).

Motivational language varies in commitment
strength (Amrhein et al., 2003), and can be ex-
pressed via linguistic markers of certainty (Boulat
and Maillat, 2023). Certainty is defined as the sub-
jective degree of confidence one holds about their
behaviour (Conner and Norman, 2022). For exam-
ple, high certainty markers include phrases such as

‘Without doubt”, and “for sure” while low certainty
is indicated via phrases like “I guess” and “I think”.
Two linguistic terms “boosters” and “hedges” are
commonly used to refer to high and low certainty
markers respectively. Figure 1 illustrates one ex-
ample of the client showing a strong resistance and
another of having reluctance to change.

Broader research in psychotherapy also shows
a positive correlation between strength and be-
havioural outcomes: the more one is motivated
towards a goal, the stronger the intention-behaviour
relationship (Conner and Norman, 2022), thus the
more one should act upon their intention (Rhodes
et al., 2022). Moreover, recognising the client’s
motivational language helps determine the inter-
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Figure 2: Here depict our training and inference processes. The instructions are fed into the models to learn and/or
predict the options. During training, the models should generate the correct label which is specified as different
options in the instruction. However, as the tasks are framed as generation problems, the models can still output
incorrect labels if the amount of training data is insufficient.

vention treatment, i.e., whether the therapist should
focus on addressing client’s resistance or move to
discuss action plans (Westra and Norouzian, 2018).

Despite the popularity of self-reported (i.e.,
questionnaires) measures, observational codes are
found to correlate better with treatment processes
and outcomes in MI (Lombardi et al., 2014; Poulin
et al., 2019). Moreover, the commitment strength
(i.e., the degree of certainty one holds for their ut-
terance), rather than the frequency (i.e., counting
each type), of the motivational language is a bet-
ter predictor of change (Aharonovich et al., 2008;
Campbell et al., 2010; Gaume et al., 2016). Camp-
bell et al. (2010) argue that strength, not frequency,
is related to positive outcomes as frequency fails
to capture the correct commitment. For example,
compare a highly motivated utterance “I want to
get off drugs for good” with a low one “I sort of
wish I could get off drugs”. One client utters two
times the former while another utters four times the
latter. Using frequency measure, the second client
is assigned a higher commitment level than the first
one while it should be the reverse.

4 Methodology

Our experiments are performed on (1) GPT-3.5
(Brown et al., 2020) with ICL, and (2) Flan-T5
(Chung et al., 2022) with both ICL and IFT. The
base T5 models (Raffel et al., 2020) are developed
using an encoder-decoder Transformer-based ar-
chitecture, framing all the tasks as a text genera-
tion problem and exploiting the benefits of transfer
learning to improve models’ performance. Fine-
tuned on 1800+ NLP tasks, Flan-T5-XXL is shown
to outperform the base T5-XXL model by 26.6% on

average when evaluated on 4 different benchmark
suites (98 tasks in total) (Chung et al., 2022). Ad-
ditionally, instruction-tuned Flan-T5 as a starting
checkpoint for single-task fine-tuning converges
faster and yields better performance compared
to non-instruction-tuned models (Longpre et al.,
2023).

No fine-tuning is needed for ICL as it performs
inference using the default weights of the models.
In contrast, IFT requires further training to adapt
the weights to the downstream tasks. As fine-tuning
the entire LLMs proves to be too costly, Parameter-
efficient fine-tuning (PEFT) aims to tackle this is-
sue by training the downstream tasks only on a
small number of parameters which can either be
a subset of parameters of the existing models or
newly added parameters (Lialin et al., 2023). We
employ LoRa (Hu et al., 2022), which performs
parameter update of the weight matrix by decom-
posing the weight update into lower-rank matrices
and then training them separately.

When instruction-tuned models are employed
for classification, the tasks are formulated as a text
generation problem where the models should learn
to generate the correct label for a given instruction.
Therefore, label-related information is critical to
help identify the output space (Yin et al., 2023;
Kung and Peng, 2023).

We consider a set of dialogues where each con-
sists of one therapist turn and one client turn. The
former serves as dialogue history and the models
learn to make predictions for the latter depending
on the task. One turn can be comprised of multiple
sentences but the output label is associated with
the turn, not with the sentences. Figure 1 shows
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two example dialogues. Figure 2 illustrates our
training and inference processes for IFT and infer-
ence only for ICL. The models are prompted to
produce a type and/or strength classification by
concatenating the dialogue with the corresponding
instruction template. Our goal is to automatically
detect of the types and the strength of client moti-
vational language during therapies.

5 Experiments

5.1 Dataset
Type Data: Our experiments utilise AnnoMI (Wu
et al., 2022, 2023), which is available under Public
Domain License. It consists of 133 MI conversa-
tions in 10 different topics in English which are
transcribed from YouTube demonstration videos
and annotated by experts from the MI network2.
The dataset creators conducted a post-annotation
survey, whose results show that the majority of an-
notators agree that the videos do reflect real-world
MI sessions even though the dialogues are scripted
for educational purposes.

Each client utterance in AnnoMI is assigned one
type of motivation language (i.e, “change”, “sus-
tain”, or “neutral”). The dataset is heavily imbal-
anced: the number of “change”, “sustain”, and
“neutral” utterances are 1,178, 546, and 3,093 re-
spectively. We randomly selected 600 utterances to
serve as the test set. From the remaining utterances,
the fast voke-k algorithm (Su et al., 2023) was
employed to obtain 300 most diverse samples for
the validation set and k samples for the training set,
with k ∈ {50, 100, 200, 300, 3600}.

Strength Data: MI Skill Code (MISC)3 is a
behavioral coding system, developed to assess MI
sessions. The number of samples taken from MISC
2.0 and 2.1 (Miller et al., 2003; Amrhein et al.,
2008) is 178, which is further split into 128 and 50
samples to serve as the training and validation sets
respectively. Mosbach et al. (2023) propose that
50 samples as the validation set are sufficient to
select the best performing checkpoints. The test set
is taken from the type task. Recently, researchers
have investigated GPT models in data annotation
tasks (He et al., 2023; Ding et al., 2023; Huang
et al., 2023; Gilardi et al., 2023), suggesting that
they can serve as excellent assistants to annotators
during the annotation process by providing detailed
explanations, potentially replacing crowdsourced

2https://motivationalinterviewing.org/
3https://casaa.unm.edu/tools/misc.html

workers. For the annotation of the test set, using the
MISC guidelines and the explanations generated
by GPT-3.5, we manually assign a strength value
(i.e., “high”, “medium”, or “low”) to each client
turn. Since textual information alone is insufficient,
we consult the videos to assist with the annotation
process. Details on the annotation is provided in
Appendix A.

5.2 Experimental Setup

Baselines: We employ two baselines: (1) 0-shot
ICL settings with Flan-T5-XXL4 (Chung et al.,
2022) and GPT-3.5-turbo5 and (2) traditional FT
with RoBERTa-large6 (Liu et al., 2019). RoBERTa
is trained until convergence with the default learn-
ing rate of 1e-5. As RoBERTa is among the most
popular Transformer-based encoder-type models,
we use it as a baseline to measure the performance
gain obtained on the LLMs.

ICL settings: Due to restrictions in context
length of Flan-T5-XXL, only one example is in-
cluded as demonstration. For a fair compari-
son, GPT-3.5-turbo also learns in 1-shot setting.
Retrieval-based method is utilised (Su et al., 2023)
for demonstration selection: the dialogue in the
training set which is most similar to the test dia-
logue is chosen as context.

IFT settings: We fine-tune Flan-T5-XXL with
instructions as depicted in Figure 2. We use
Weights and Bias7 to search for the best learning
rate and finally settle on 3e-4 for all models. Fur-
ther details about the training and hyper-parameter
selection are given in Appendix C.

Evaluation metrics: We employ accuracy
and F1 score macro-averaged calculated by
scikit-learn (Pedregosa et al., 2011). In the
multitask settings, the predictions for each task
are extracted from the model outputs using regu-
lar expressions. Results are reported on the test
set, using models with the best F1 scores on the
validation sets during training.

6 Experimental Results

6.1 Single-Task Learning: Type

Table 1 illustrates the results of the type task. The
performance of Flan-T5 with 0-shot corresponds
to those of RoBERTa and Flan-T5 when trained on

4https://huggingface.co/google/flan-t5-xxl
5https://platform.openai.com/docs/models/
6https://huggingface.co/roberta-large
7https://wandb.ai/
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50 100 200 300 3600

gpt-1s-icl 0.56 0.57 0.57 0.58 0.59
flant5-1s-icl 0.60 0.60 0.61 0.61 0.63
flant5-ift 0.36 0.47 0.60 0.61 0.74
roberta-ft 0.36 0.46 0.53 0.55 0.61

Table 1: F1 scores of the type task on the test set with
different training samples.

100 samples, whereas GPT-3.5 with 0-shot yields
the same score as RoBERTa trained on 200 sam-
ples. Interestingly, both GPT-3.5 and Flan-T5 with
1-shot ICL exhibit a similar behaviour: their perfor-
mances stay relatively consistent regardless of the
number of samples that can be selected as demon-
strations.

Hallucinated Output Labels: Framed as a gen-
eration problem, instruction-tuned models still can
produce ill-formed candidates despite being trained
on desirable labels: Flan-T5 trained on 50 and 100
samples generates such outputs. In contrast, ICL
even with zero shot does not suffer from this is-
sue. After the hallucinated labels are replaced with
“neutral”8, F1 scores for Flan-T5 with 50 and 100
training data jump from 0.36 and 0.47 to 0.59 and
0.62 respectively. Consequently, the new score
obtained on 100 samples completely outperforms
other ICL variants.

Unexpected Results: Observably, both ICL and
IFT obtain little performance gain as the training
data size increases. The reason could be because
our training samples are not randomly selected. As
explained in Section 5.1, the fast vote-k algorithm
by Su et al. (2023) is employed to pick the most di-
verse samples for both training and validation sets.
Their paper shows that ICL performance with this
approach is quite stable once we have enough high-
quality data. Hypothetically, the LLMs might have
already obtained the most important features from
the diverse dataset unless the models are trained on
a full dataset with thousands of examples.

Ablation with Output Space Labels: With IFT,
specifying output space labels proves crucial for
classification tasks (Kung and Peng, 2023; Yin
et al., 2023). In addition to the label list, one
can add the label description to give extra infor-
mation about the meaning of the labels. Figure

8The label “neutral” is chosen due to (1) it is the most
common labels in the dataset, and (2) in the later mapping in
Section 7, “neutral” is mapped to the zero score, and thus, will
not change the proposed motivational level.

Figure 3: Ablation studies of output space specified in
the instruction for type task. all consists of the label list
(in green) and the label description (in yellow), whereas
simplified instructions have label list only.

3 illustrates two conditions all and simplified of
our ablation studies. In contrast to Kung and Peng
(2023) who find that two conditions exhibit similar
effect, we observe that all condition (i.e., having
both label list and label description) outperforms
simplified with varying data size. Our results are
similar to those of Yin et al. (2023): the authors
hypothesise that label description might be used to
disambiguate labels with the same name but used
in different tasks.

Error Analysis: Classification reports on indi-
vidual labels reveal that both IFT and ICL strug-
gle on “sustain”: F1 scores are below 0.4 and 0.5
respectively. Additionally, IFT outperforms ICL
due to its capabilities in predicting “neutral” la-
bels: more than half of the labels belong to this
class. ICL, though, still predicts more than twice
“sustain” labels compared to IFT.

The MI type labels indicate the direction of mo-
tivation towards a certain behaviour change. They
are, however, unable to capture (1) complete re-
fusals from the clients to talk about their problems,
and (2) strategies employed to avoid discussing
difficult topics (Martin et al., 2020). In the MISC
guidelines, the latter can be coded as “change” be-
cause the clients tend to agree just to end the con-
versations. In contrast, the former behaviours are
coded as “neutral”. An inspection of the model pre-
dictions reveals that several instances of refusal and
resistance to an undefined target behaviour change
are predicted as “sustain”. This explains models’
poor performance on the “sustain” class, especially
ICL. We leave it for future works on how it might
influence the design of the MI agents.

6.2 Single-Task Learning: Strength

Results for the strength analysis are reported in
Table 2. Surprisingly, retrieval-based ICL with 1-
shot fares quite poorly, even worse than fine-tuned
RoBERTa. GPT-3.5 suffers a drop in performance
when shifting from 0-shot to 1-shot. Zhao et al.
(2021) attribute it to majority label bias in which
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Accuracy F1

gpt 0-shot 0.46 0.39
gpt 1-shot 0.40 0.34

flant5 0-shot 0.41 0.39
flant5 1-shot 0.47 0.45

flant5 ift 0.72 0.68
roberta ft 0.59 0.53

Table 2: Accuracy and F1 scores for the strength task.

GPT-3 merely reuses the class of the only example
in the instructions. However, we observe no such
phenomenon. In fact, when calculating the overlap
between model’ predictions and in-context exam-
ple’s labels, the overlap occurs in 63 samples out
of 600: GPT-3.5 does not simply repeat the label
of the example in roughly 90% of the times. The
difference in our findings and those of Zhao et al.
(2021) might be due to an upgrade from GPT-3 to
GPT-3.5. Our results suggest that fine-tuning is
still more stable and less sensitive than ICL.

Ablation with Dialogue Context: In an attempt
to understand the poor performance of ICL, we con-
duct ablation studies using: (1) only client turns as
context instead of both therapist and client utter-
ances to match the training samples, and (2) GPT-
3.5 with multiple shots using retrieval-based ICL.
The results show that a longer context history for
the test sample helps improve the ICL performance
despite some mismatch between the format of test
samples and that of the demonstrated examples.

Interestingly, increasing the number of demon-
strated examples does not always lead to higher
scores. We revisit the majority label bias claimed
by Zhao et al. (2021). Intuitively, the argument for
retrieval-based ICL is to exploit this bias by retriev-
ing the most similar examples to the test sample,
and thus reusing the majority label. Yet, we find
no such bias. An examination of the predictions
by GPT-3.5 3-shot and 4-shot reveals many cases
where all retrieved examples belong to one class
(e.g., low) but the prediction is of another (e.g.,
medium or high). In fact, by using the majority
label of the retrieved examples as prediction in-
creases accuracy from 0.42 to 0.43.

Error Analysis: Analysing the confusion ma-
trices, all the models struggle with the “high”
class, especially with the ICL variants. Never-
theless, their poor performance comes from over-
generating the “low” class. Except for Flan-T5 with

IFT, around half of the “low” predictions by GPT-
3.5 and Flan-T5 with ICL variants and RoBERTa
belong to the “medium” class instead. One possi-
ble reason is because of a large number of utter-
ances consists of multiple sentences, making the
strength levels fluctuate from one side to another.
Rationales by GPT-3.5 further imply confusions be-
tween the certainty level as a manner of expressing
one’s belief and their knowledge: one can be cer-
tain about their uncertainty (i.e., “I have absolutely
no idea about it.”). Incorporating other signals
from speech and/or facial expressions would be
beneficial to the recognition.

6.3 Multitask Learning

type strength
Acc. F1 Acc. F1

gpt 0-shot 0.53 0.49 0.41 0.38
gpt 1-shot 0.50 0.43 0.50 0.48
flant5 1-shot 0.43 0.34 0.40 0.39
flant5 ift 0.32 0.29 0.67 0.66

Table 3: Results on multitask learning.

Inspired by Varia et al. (2023), we experiment
with multitask learning where the models should
learn to predict the two tasks simultaneously. Reg-
ular expressions are employed to get the predic-
tions and replace the ill-formed labels with either
“neutral” or “medium” depending on the task. Ta-
ble 3 reports the results. These experiments use
the strength dataset (i.e., training and validation
sizes are 128 and 50 respectively). Even using only
50 samples, both ICL and IFT achieve F1 scores
higher than 0.6 while with 128 samples in multi-
task learning (MTL), 0.49 is the best F1 score. IFT
performs surprisingly poorly.

Mixing More Data: We try to mix more sam-
ples (i.e., 100, 200, and 300) from the type dataset
to investigate whether adding data improves per-
formance. However, a higher number of mixed
data results in more ill-formed outputs for the
strength task. Consequently, performance on the
type task increases while that on the strength
task decreases. Our results contradict those of Varia
et al. (2023): STL overall outperforms MTL.

Error Analysis: An examination of label dis-
tribution on both training and test sets reveals that
three variants of “neutral” (i.e., neutral high, neu-
tral medium, neutral low) make up of nearly 60%
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Figure 4: Distribution of next-turn therapist behaviours given clients’ motivational level in the current turn.

in the test set. Yet, no “neutral” samples exist in
the training set, which explains why the models
are unable to learn properly. Appendix B shows
the distribution of all 9 labels in the dataset. Nev-
ertheless, ICL appears to be less effected by this
imbalance training data: both Flan-T5 and GPT-3.5
struggle more to learn “change” or “sustain”. As
for the strength task, the performance in MTL,
though slightly lower, is still comparable to STL.

On the mixed data, the similarity in the labels of
three instructions confuses the learning: in some
cases, the correct label is “neutral” but in other
cases, it has to be “neutral high”, “neutral medium”
or “neutral low”. Due to the overwhelmed “neutral”
class, the models appear to struggle to generate the
other multi-word labels. IFT might be unsuitable
for labels with multiple words. Schick and Schütze
(2021) claim that Pattern-Exploiting Training, a
stricter variant of IFT, can only work when the
labels correspond to a single token.

7 Application to Psychotherapist Agents

An MI session consists of 4 stages: engaging, fo-
cusing, evoking, and planning (Miller and Rollnick,
2023). To control the conversational flow, Park
et al. (2019) define a fixed sequence of behaviours
for each stage. We hypothesise that MI sessions
can be automated using the detected motivational
language. We demonstrate how it can inform the
psychotherapist agents’ next moves using AnnoMI
data and MI literature.

Therapists’ Strategies: Using the best model
from our experiments, we obtain strength la-
bels and calculate the motivational levels for all
client utterances in the AnnoMI dataset (Wu et al.,
2023). We employ a scale from -3 to +3, similar to
Gaume et al. (2016). All “neutral” type equals to 0.
Strength labels “high”, “medium”, and “low” are
given levels of 3, 2, and 1 respectively while type
labels “change” and “sustain” indicate the positive
and negative directions. For example, “change-
high” is mapped to +3 while “sustain-low” is -1.

Figure 4 illustrates the distribution of the next-
turn therapist behaviour codes given the current
clients’ motivational level. We count all the possi-
ble codes in one utterance. Since the “other” be-
haviour consists mostly of facilitating languages
(e.g., Mm-hmm, Uh-uh, Yeah) and greetings, we
only compute the percentages for “Question”, “Re-
flection”, and “Input”. Observably, “reflection”
is employed frequently throughout the sessions,
nearly 50% of the times when the clients show re-
sistance (i.e. levels of -3, -2, and -1). More “input”
and “question” behaviours are displayed when the
clients are more ready to change.

Balancing Objectives in Therapies: In psy-
chotherapy, the therapists need to balance two con-
flicting goals: building therapeutic rapport with
the clients and pushing them towards task comple-
tion. Zhang and Danescu-Niculescu-Mizil (2020)
argue that each therapist utterance aims to move
backward from or forwards towards the goal. Our
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hypothesis is that the MI behaviour codes can also
be classified into rapport-building (i.e., reflections,
focusing questions) and goal-pursuing strategies
(i.e., evoking questions, inputs). Reflections are
restatements of the clients’ thoughts and feelings,
expressing the therapists’ understandings of their
inner worlds. Inputs include a wide range of sub-
behaviours such as providing information, giving
advice, offering options, and setting goals. Focus-
ing questions explore their perspectives, goals, and
values while evoking questions aim to elicit their
motivation to change. Though no distinction be-
tween focusing and evoking questions is made in
AnnoMI, our belief is that this distinction would be
beneficial to the MI agents.

Framework of the MI Agents: With insights
from the literature and the data, we would like
to propose a computational framework of the MI
agents. In an attempt to investigate who might ben-
efit from MI and who not, Forman et al. (2022)
measure the differences in clients’ language early
in the session and discover that those whose lan-
guage reflects ambivalence (i.e. low motivated),
benefit more from MI. In contrast, MI appears to
be counterproductive for those who already show
a readiness to change, suggesting that MI strate-
gies should be adapted appropriately to the clients’
presenting levels of motivation.

The transtheoretical model of stages of health
behaviour change (Prochaska and Velicer, 1997)
hypothesises the first 3 stages are precontempla-
tion (“not ready”, or resistance), contemplation
(“getting ready”, or ambivalence) and preparation
(“ready”, or motivation). We hypothesise that after
several interactions, if the detected motivational
levels are mainly -3 and -2, the client is in pre-
contemplation stage. If they are -1 or +1, it is
contemplation. And if the levels are +2 or +3, the
stage is preparation.

Once in the preparation stage, the MI agents
should employ mainly goal-pursuing behaviours
or switch to another more goal-oriented technique
such as CBT (Westra and Norouzian, 2018), while
occasionally utilising reflections and focusing ques-
tions when the users display low motivation to
maintain the therapeutic alliance. Besides rapport-
building behaviours, the agents can be programmed
to emphasising the users’ autonomy, coded as “in-
put” in the AnnoMI, when the users display signs of
the precontemplation stage. For example, “that is
your choice. I can’t make those choices for you, it

is something that you decide to do.” and “you’re
the boss. It’s up to you what you want to do with
you about your own health.”. The stage should
help inform the agents’ strategies if the detected
level is 0. Our belief is that this information can
be leveraged to design the instructions to train the
agents to exhibit more MI-adherence interactions.

Clinical Implications and Potential Applica-
tions: Training using therapy data only might be
insufficient to create psychotherapy agents as re-
vealed by Das et al. (2022): their agent shows a
lack of therapeutic behaviours and merely gives
general advice. We believe that by monitoring the
clients’ motivational levels, the agents can act in
a more proactive manner following the MI spirit.
For example, giving advice and setting goals when
the clients are ready enough and supporting them
when resistance arises. As MI is a well-regarded,
evidence-based, and widely used approach for be-
haviour change, the MI-aware agents can reduce
the system burden and facilitate treatment delivery
with lower costs to reach a wider range of users.

8 Conclusion and Future Works

Works in psychology suggest that monitoring client
motivational language is an essential skill to deliver
successful therapies. Our belief is that a motivation-
aware system would have implications for the de-
velopment of personalised healthcare agents. Our
experiments employ LLMs, and compare ICL with
IFT on varying training data sizes. Our findings
indicate that both can perform in few-shot settings
and be sensitive to the instructions. Still, we ob-
serve that with ICL, the predictions can change
when adding something totally unrelated to the task
itself (i.e., requesting a certain format of the out-
put). IFT is more stable; however, it suffers from
generating ill-formed outputs when trained with a
small number of samples. With the obtained la-
bels, we devise a computational framework for MI
agents based on the users’ motivation at stage and
utterance levels. Insights from AnnoMI data and
MI literature suggest that the agents should exhibit
mainly rapport-building behaviours when facing re-
sistance and ambivalence. Once the users indicate a
strong willingness to change, goal-pursuing strate-
gies are preferred. Rapport-building behaviours
are employed occasionally, when appropriate. In
future works, we would like to investigate how
to incorporate such information into the design of
instructions to generate therapeutic interactions.
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9 Limitations

MI practice: Our paper is inspired by the MI ap-
proach to behaviour change. We try to give general
readers a brief overview of the MI spirit, enough
to understand the rationales behind the proposed
framework. A comprehensive review of MI and/or
CBT and their validity is, however, out of scope
of the paper. We acknowledge that there exist dif-
ferent applications for MI and thus, the language
should be contextualised for different clinical sit-
uations. Nevertheless, the paper aims to show
whether and how the motivational language can
be utilised in general to direct the behaviours of
the agents theoretically and experimentally without
focusing on a particular clinical situation.

Dataset: As the conversations in the AnnoMI
dataset (Wu et al., 2023) are role-play MI videos
used for educational purposes, they might not re-
flect the real therapies in which the clients can
behave in a more unexpected manner, especially
the way they show their resistance. The language
in use is English, and thus, might be unsuitable for
other languages. Furthermore, in practice, the ther-
apists might use a mixture of different approaches,
not just MI. All these limitations can effect gener-
alisation to real-world applications. However, real
MI therapies are scarce. The AnnoMI demonstra-
tions have been judged by MI experts to reflect
real MI sessions. As our main purpose is to create
an MI agent, we would argue that high-quality MI
demonstrations should help create agents faithful
to MI practice more than real therapies with mixed
approaches.

Annotation labels: The MISC guidelines sug-
gest a fine-grained annotation based on sentences
or phrases. However, the labels are assigned to
turns, not sentences. A turn can consist of multiple
sentences but can also be unfinished sentences or
words (e.g., “-forms.”). Therefore, these samples
contain no information to help the models make
predictions. Even though classifying turns might
be desirable for speech systems, it might poten-
tially teach the models inappropriate features for
classification tasks.

Additionally, we observe many samples con-
sisting of multiple sentences whose direction and
strength of motivation can move from one end to
another as the clients speak. This explains partly
the low inter-annotator agreement on AnnoMI. Simi-
larly, in the strength task, many utterances consist
of multiple sentences whose certainty levels can go

from one extreme to the other. This poses as a huge
challenge for the annotation process.

Choice of models and prompts: As for the
model choice, we experimented with several mod-
els before settling on Flan-T5. Despite not being
the SOTA model in all tasks, the Flan-T5 family
is suitable for classification tasks. Similarly, other
Parameter-efficient fine-tuning techniques are in-
vestigated but due to their poor performance, we
did not include all the results except for LoRA.
As for the prompt formats, we could have tested
and compared different prompts. However, since
the focus is to demonstrate how the detected mo-
tivation can be utilised to automate the MI agents’
behaviours, we simply took the insights from Yin
et al. (2023) in designing the optimal prompts.

Multimodal systems: We only utilise textual
features to make predictions. Prior works suggest
incorporating visual features (i.e., facial expres-
sions) for the type task (Nakano et al., 2022) as
the client might hint their resistance by keeping
silent and/or looking away. As for the strength
task, experiments in linguistics show that acoustic
features (e.g., pitch accents) convey speaker’s com-
mitment (Michelas et al., 2016). When annotating
the test set, we do observe that whether the speaker
is fluent or hesitates about their actions can be a
signal for their certainty level.

10 Ethical Concerns

MI is a therapy originally developed to help peo-
ple change their harmful behaviours such as alco-
holism (Miller and Rollnick, 2023). Due to its
effectiveness, MI practitioners have applied it to
other fields, including those involving unethical
practices such as sales or marketing9. We acknowl-
edge that an MI-aware agent can be misused to
target low-motivated users for motivation tricks
for behaviour change that benefits the providers in-
stead of the clients (i.e., buy more products, ask for
donation against their will), just as how an MI ex-
pert can misuse the technique. Our belief is that an
MI-aware agent can, however, have positive impli-
cations for the development of intelligent systems
in the healthcare domain. Mental health is always
a big issue in modern society. Additionally, an
MI-aware agent can motivate people for positive
behaviour change such as being more physically
active (Olafsson et al., 2020a).

9https://motivationalinterviewing.org/
non-ethical-practice-mi
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A Annotation Details for the strength
Task

The annotation is conducted by the first author of
this paper, who has both bachelor and master de-
grees in Computational Linguistics. We employ the
strength rating approach similar to that of Gaume
et al. (2016). Each client utterance is first assigned
a strength value of “medium”. If the utterance con-
tains a booster word, its strength value changes
to “high”. On the contrary, if it has one or more
hedge words, it receives “low” value. The “neu-
tral” type is originally not assigned a strength value
but in our experiments, we decide to annotate it
similarly to the other two types for the sake of
completeness. Since textual information alone is
insufficient, we watch corresponding videos from
AnnoMI dataset and use speech signals and body
languages to assist with the annotation process. To
generate explanations, we use GPT-3.5 with the
following prompt “How confident and certain the
speaker is when saying $UTTERANCE$. Elabo-
rate the response.”. When the explanations are in
conflict with the annotator’s assigned values, we
further make use of explanations from ChatGPT
(accessed from November 3 to 11) with the same
prompt. Despite having the same base model as
GPT-3.5, ChatGPT’s responses are more elaborate
and able to extract and explain parts of the utter-
ances. An example is shown below:

Utterance: “I don’t know. It’s just like– My dad
was really strict on me when I was little, and I don’t
want to be like that.”

Strength value: low
GPT-3.5: “Based on the given statement, the

speaker seems fairly confident and certain about
not wanting to be like their strict father. The use
of phrases like I don’t know and It’s just like sug-
gests that the speaker is reflecting on their past
experiences and drawing a clear connection to their
current mindset. However, without further con-
text, it is difficult to determine the exact level of
confidence and certainty.”

ChatGPT: “The sentence “I don’t know. It’s
just like– My dad was really strict on me when I
was little, and I don’t want to be like that” suggests
a low to moderate level of confidence and certainty.
The speaker is expressing uncertainty or hesitation
about a topic, and is explaining that they do not
want to emulate their father’s strict parenting style.
The use of the phrase “I don’t know” conveys a
clear understanding of the speaker’s lack of cer-

tainty or clarity, and suggests a level of confusion
or indecision in their perspective. The use of the
filler words “just like” introduces a degree of hesi-
tancy or uncertainty, suggesting that the speaker is
not completely sure of their position or is cautious
about making a definitive statement. The statement

“My dad was really strict on me when I was little,
and I don’t want to be like that” conveys a clear
understanding of the speaker’s past experiences
and their desire to avoid a similar parenting style,
and suggests a level of conviction in their perspec-
tive. Overall, the speaker appears to have a low
to moderate level of confidence and certainty in
their understanding of the topic, and is expressing
a high level of hesitancy and uncertainty in their
expression.”

Researchers have suggested GPT models can
serve as excellent data annotators, potentially re-
placing crowdsourced workers (He et al., 2023;
Ding et al., 2023; Huang et al., 2023; Gilardi et al.,
2023). Similar to Huang et al. (2023) whose find-
ings show that lay people’s decisions are affected
by ChatGPT’s explanations, we notice that they are
extremely convincing. Therefore, annotators who
employ them as assistants should be experts in the
domain and understand the task clearly. For exam-
ple, the following utterance “To be frank, Mark, I
honestly don’t know. I mean, I honestly don’t know
what causes it because I’ve never had any rea-
son. It came upon me from the GP and it took me
back.” has a strength value of high: The speaker
is highly certain about his uncertainty about the
cause of the illness. ChatGPT, however, fails to
detect this subtle difference.

ChatGPT: “The speaker appears to be uncer-
tain and not confident when discussing the cause of
their condition. The use of phrases like “I honestly
don’t know” and “I’ve never had any reason” indi-
cates a lack of knowledge or understanding about
the cause of their condition. The phrase “It took me
back” suggests that the speaker was surprised or
taken aback by the diagnosis, which further implies
a lack of awareness or understanding about the con-
dition prior to the diagnosis. Overall, the speaker
seems to be expressing a sense of confusion and
uncertainty about the cause of their condition.”

B Label Distribution

Table 4 and Table 5 show the label distribution for
type and strength tasks respectively.

Table 6 shows the number of labels. In the mixed
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training (full) validation test

change 854 79 169
neutral 2372 179 355
sustain 391 42 76

Table 4: Label distribution for type task.

training validation test

high 50 20 122
medium 35 15 357
low 43 15 121

Table 5: Label distribution for strength task.

training validation test

change high 24 10 36
change medium 18 8 82
change low 24 8 51

neutral high 0 0 58
neutral medium 0 0 237
neutral low 0 0 60

sustain high 26 10 28
sustain medium 17 7 38
sustain low 19 7 10

Table 6: Label distribution for multitask learning.

datasets, we add the data with type and strength
labels but the amount of multitask data remains
unchanged.

C Training Details

GPU usage: We use Quadro RTX 8000 (48 GB
in memory) and GeForce RTX 2080 (11 GB in
memory) to fine-tune Flan-T5 and RoBERTa re-
spectively. As Flan-T5-XXL version is 45 GB, we
load it in 8 bit for both training and inference so it
can be fitted in one RTX 8000 GPU.

Flan-T5 parameters: Our hyperparameter
search for the learning rate, weight decay, and the
batch size is performed using Weights and Bias10.
The learning rate is randomly sampled from the
range of 5e-3 to 5e-5 in 30 trials on the Flan-T5-XL
version (3B parameters) instead of Flan-T5-XXL
(11B) to reduce computational costs. We settle on
3e-4 for all models. The weight decay is set to 1e-6.
The batch size is 8. We fine-tune the Flan-T5 for

10https://wandb.ai/

30 epochs using adafactor (Shazeer and Stern,
2018) as the optimiser. For other values, we use the
default from huggingface (version 4.33.1) (Wolf
et al., 2020) implementation. We use a fixed seed
for reproducibility purposes.

LoRa parameters: There is no service to search
for LoRa parameters. Therefore, we opt to use the
recommended values from huggingface commu-
nity: The LoRa rank, the alpha, and the dropout
rate is set to 16, 32 and 0.1 respectively.

Training and Inference Time: Training time
varies depending on data size. Using the full dataset
of type task (i.e., 3k6 samples), the fine-tuning
takes roughly 6 hours using early stopping. With
data size ranging from 50 to 300, it takes from 30
minutes to 3 hours for 30 epochs without early
stopping. Inference time on the test set using
Flan-T5-XXL takes roughly 2.5 hours. After merg-
ing the LoRa adapters with the original weights,
latency on the instruction-tuned models is almost
the same as the original models.

Number of parameters: We use LoRa imple-
mented in peft library11 and train on all layers.
The trained parameters for Flan-T5-XXL is around
71 millions, accounting for roughly 0.6% of the to-
tal 11 billion parameters. As for RoBERTa-large,
we fine-tune all its 354 million parameter.

D Additional Evaluation Metrics

11https://huggingface.co/docs/peft/index
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50 100 200 300 3600

Prec. Recall Prec. Recall Prec. Recall Prec. Recall Prec. Recall

gpt-1s-icl 0.56 0.59 0.57 0.62 0.58 0.63 0.58 0.63 0.59 0.65
flant5-1s-icl 0.60 0.66 0.59 0.66 0.60 0.66 0.60 0.66 0.61 0.67
flant5-ift 0.63 0.58 0.64 0.60 0.60 0.62 0.63 0.60 0.75 0.73
roberta-ft 0.40 0.37 0.48 0.47 0.53 0.53 0.55 0.54 0.68 0.58

Table 7: Precision and Recall scores of the type task on the test set with different training samples after processing
2 hallucinated outputs.

Accuracy Precision Recall F1

gpt 0-shot 0.46 0.53 0.40 0.39
gpt 1-shot 0.40 0.36 0.33 0.34

flant5 0-shot 0.41 0.49 0.48 0.39
flant5 1-shot 0.47 0.53 0.49 0.45

flant5 ift 0.72 0.70 0.66 0.68
roberta ft 0.59 0.59 0.56 0.53

Table 8: Accuracy, Precision, Recall, and F1 scores for the strength task.

type strength
Acc. Prec. Recall F1 Acc. Prec. Recall F1

gpt 0-shot 0.53 0.58 0.52 0.49 0.41 0.40 0.42 0.38
gpt 1-shot 0.50 0.49 0.45 0.43 0.50 0.50 0.47 0.48
flant5 1-shot 0.43 0.36 0.35 0.34 0.40 0.45 0.45 0.39
flant5 ift 0.32 0.32 0.51 0.29 0.67 0.66 0.67 0.66

Table 9: Results on multitask learning.
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