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Abstract
In psychology and neuroscience, dreams are ex-
tensively studied both as a model to understand
the neural bases of consciousness and for their
relationship with psycho-physical well-being.
The study of dream content typically relies on
the analysis of verbal reports provided upon
awakening. This task is classically performed
through manual scoring provided by trained an-
notators, at a great time expense. While a con-
sistent body of work suggests that natural lan-
guage processing (NLP) tools can support the
automatic analysis of dream reports, proposed
methods lacked the ability to reason over a re-
port’s full context and required extensive data
pre-processing. Furthermore, in most cases,
these methods were not validated against stan-
dard manual scoring approaches. In this work,
we address these limitations by adopting large
language models (LLMs) to study and replicate
the manual annotation of dream reports, with a
focus on reports’ emotions. Our results show
that a text classification method based on BERT
can achieve high performance, is resistant to
biases, and shows promising results on data
from a clinical population. Overall, results in-
dicate that LLMs and NLP could find multiple
successful applications in the analysis of large
dream datasets and may favour reproducibility
and comparability of results across research.

1 Introduction

Dreams have fascinated humans since the dawn of
time, and their scientific study in the last decades
even increased attention and interest towards this
peculiar phenomenon. Indeed, available evidence
suggests that dreams may be related to psychophys-
ical well-being, and may be involved in or repre-

sent a window on sleep-dependent processes af-
fecting the consolidation and integration of new
memories (Wamsley and Stickgold, 2011; Wams-
ley, 2014; Zadra and Stickgold, 2021). Moreover,
given their nature of internally generated conscious
experiences, dreams are regarded as a fundamental
model to study and understand human conscious-
ness (Nir and Tononi, 2010; Siclari et al., 2017).
In spite of this, the mechanisms that lead to dream
generation and development, and the possible func-
tions of dreams still remain poorly understood to
this day. Among the factors that limit and slow
down research on dreams is the fact that the con-
tent of dreams is difficult to assess quantitatively
and in a reproducible way (Elce et al., 2021).

Automating and standardising the scoring of
dream reports’ emotional dimensions is paramount
for health and psychophysiological well-being as it
can uncover valuable insights into an individual’s
mental states during sleep. As stated by the estab-
lished continuity-hypothesis (Hall, 1953), elements
in dream scenarios mirror someone’s waking states
and concerns (Brown and Donderi, 1986; Pesant
and Zadra, 2006; Gilchrist et al., 2007; Blagrove
et al., 2004). Nightmares have a particular potential
to disrupt everyday life as they are linked to high
levels of psychological distress, self-harm, and sui-
cidal tendencies (Andrews and Hanna, 2020). Their
frequency may serve as a promising early indica-
tor of psychiatric and sleep disorders (Thompson
et al., 2015; Kobayashi et al., 2008). In line with
this, dream content was reported to change in sev-
eral pathological conditions, including for instance
eating disorders and depression (Skancke et al.,
2014). Typically, the assessment of dream content

92



— including the presence of specific emotions — is
performed manually, by trained annotators, by ap-
plying particular scales or scoring systems. While
multiple scoring approaches exist to annotate and
analyse dream reports, such as the scale by Hauri
and colleagues (Hauri, 1975) or the rating system
developed by Schredl (Schredl, 2010), the Hall and
Van de Castle (HVDC) coding system (Hall and
Van De Castle, 1966) remains the most popular
and widely adopted (McNamara et al., 2019; Fogli
et al., 2020).

A growing body of evidence has shown that
NLP methods can support the automatic analysis of
dream reports. So far, efforts have mainly focused
on investigating different implicit structures, such
as speech or syntactic graphs (Mota et al., 2014;
Martin et al., 2020), and/or analysing the semantic
content of dream experiences (Sanz et al., 2018;
Fogli et al., 2020; Zheng and Schweickert, 2021)
(see Elce et al. (2021) for an extensive review).
Of more relevance for this work are those studies
that focused on dream reports’ semantic content
using dictionary-based linguistic analysis (Bulke-
ley and Graves, 2018; Mallett et al., 2021; Zheng
and Schweickert, 2021) and distributional seman-
tic models (Razavi et al., 2013; Altszyler et al.,
2017; Sanz et al., 2018). While notably different,
both approaches cannot fully and coherently ma-
nipulate a report’s full content and context. This
shared limitation is of great relevance, as the cor-
rect identification of an emotional state may rely on
complex constructions and more implicit informa-
tion, as well as a combination of the two. In recent
years, these and similar issues were largely over-
come by pre-trained large language models (LLMs)
based on transformer architectures (Vaswani et al.,
2017). Over the last years, LLMs pre-trained on
self-supervised tasks like masked language models
have shown strong performance on down-stream
tasks like sentiment analysis (Raffel et al., 2020),
text summarisation (Kedia et al., 2021), question
answering (Lan et al., 2020), and machine transla-
tion (Conneau et al., 2020).

Given their success, in this work, we propose
to address the issues identified with existing ap-
proaches to automatically analyse dream reports
analysis by leveraging pre-trained LLMs. Specifi-
cally, we investigate whether and how LLMs can
support the detection and analysis of emotions ex-
pressed in dream reports, as defined in accordance
with the HVDC coding framework. More specifi-

cally, we study the ability of a bespoke multi-label
text classifier, based on a pre-trained LLM tuned
using dream reports previously scored by expert
annotators, and propose a set of experiments and
analyses to test the robustness of this solution to
different potential biases in the dataset and out-of-
distribution applications.

To the best of our knowledge, our work repre-
sents the first attempt to analyse and reproduce
gold-standard HVDC annotations of dream reports
with LLMs, and makes two main contributions.
First, we show how, despite the limited amount of
training data, a fully-supervised approach based
on multi-label text classification yields good and
stable performance. Two, we provide follow-up
experiments and analysis showing how the strate-
gies learned by the model are robust with respect
to out-of-distribution data, as well as biases and
spurious correlations present in the dataset.

2 Related Work

As summarised by Elce et al. (2021), a growing
body of research is adopting NLP methods to auto-
matically analyse dream reports. Yet, while emo-
tions represent a fundamental component of oneiric
experiences, only a fraction of published studies
based on NLP methods have explicitly focused on
the emotional aspects of dream reports (Nadeau
et al., 2006; Amini et al., 2011; Razavi et al., 2013;
Frantova and Bergler, 2009; McNamara et al.,
2019; Fogli et al., 2020; Yu, 2022). Moreover,
most of these investigations did not include a direct
nor transparent comparison with widely adopted re-
port annotation approaches such as the HVDC cod-
ing system. In terms of implementation, adopted
NLP methods include three main solutions: graph-
based approaches (Mota et al., 2014; Martin et al.,
2020; Fogli et al., 2020), dictionary-based linguis-
tic analysis (Bulkeley and Graves, 2018; Mallett
et al., 2021; Zheng and Schweickert, 2021), and
distributional semantic models (Razavi et al., 2013;
Altszyler et al., 2017; Sanz et al., 2018).

Dictionary-based methods analyse data word by
word, comparing each item to a dictionary file that
is structured as a collection of words defining differ-
ent semantic categories. An example could be the
‘positive emotion’ category, containing words such
as “joy”, “happiness”, and “smiling”. Approaches
based on these methods (Bulkeley, 2014; Bulke-
ley and Graves, 2018; Mallett et al., 2021; Zheng
and Schweickert, 2021; Yu, 2022) are mainly used
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to determine the relative frequency of references
to specific content words, and can hence be in-
herently misleading, as they generally cannot inter-
pret contextual information and syntactic structures.
Syntax-like structures are used by graph-based ap-
proaches, which cannot access semantics but have
successfully been adopted to classify populations
of participants (e.g., healthy and psychotic sub-
jects)(Mota et al., 2014; Martin et al., 2020; Fogli
et al., 2020). An exception is the work by Fogli
et al. (2020), which proposed a solution based on a
combination of dictionary and graph models, able
to extract information about the content of dream
reports, including their emotions. However, the
evaluation was reframed in binary (“positive”, vs

“negative”) terms.

Solutions based on distributional semantics
(Nadeau et al., 2006; Razavi et al., 2013; Alt-
szyler et al., 2017; Sanz et al., 2018; McNamara
et al., 2019) were largely based on word-level rep-
resentation obtained using models like word2vec
(Mikolov et al., 2013) or GloVe (Pennington et al.,
2014). In such cases, encodings of full reports
were generated by adding or averaging word em-
beddings, losing access to syntactic structure and
more contextual understanding (Klafka and Et-
tinger, 2020).

A niche of previous work applied NLP and ma-
chine learning methods specifically to assess emo-
tional aspects of dream reports (Amini et al., 2011;
Razavi et al., 2013; McNamara et al., 2019; Yu,
2022). Amini et al. (2011) added word associations
to improve the performance of a machine learn-
ing model that was trained to automatically score
dream reports’ emotional tone based on human
judgements, resulting in increased machine-human
agreement. Yet, relying on predefined word associ-
ations may oversimplify the nuances of emotional
content unique to dreamers. Razavi et al. (2013)
combined ad-hoc classifiers with a distributional ap-
proach to detect potential shifts in sentiment within
each report. Evaluated reports were extracted from
DreamBank, a large public database, and were (re-
)scored by the authors using a four-level emotional
rating system (“very-negative” to “very-positive”).
Despite relying on a mixture of local (word-to-
word) and general (sentence-to-sentence) occur-
rences, the adopted approach strongly relies on
extensive data pre-processing, as well as composi-
tion by averaging, hence losing access to structural
and deeper semantic information. McNamara et al.

(2019) used a pre-trained agent to detect recurrent
themes in a series of reports and found a partial
match in the retrieved themes with aspects of the
HVDC system, as well as significant differences
in how themes occurred in male vs. female dream-
ers. The distribution of these themes was then used
to assess the “mood” of each report. Yu (2022)
combined a dictionary-based method with support
vector machines (Cortes and Vapnik, 1995) to asses
the general sentiment of dream reports in multiple
languages.

Overall, the described studies present two main
differences from our work. First, the models lacked
access to the global context of each report. In our
work, we use pre-trained large language models
(LLMs) to encode dream reports and thus allow a
model to have full access to the context. Second,
the annotations and evaluations of emotional states
were not directly compared against widely used
coding systems such as the HVDC. That is, when-
ever human annotations were considered for the
evaluation of a system, scores or labels were largely
(and generally non-transparently) re-framed to be
comparable with the output produced by the system
of choice. In this work, we propose a solution to
adapt a model to produce interpretable labels, that
can be directly compared against human-produced
HVDC annotations. Furthermore, evaluations will
take into account the fact that labels could be asso-
ciated with different characters, thus further high-
lighting the possible value of our approach as fully
automatic and reliable support for manual annota-
tions in dream research.

3 Dataset

For our experiments, we use a subset of re-
ports extracted from the DreamBank database1

(Domhoff and Schneider, 2008), pre-annotated
according to the Hall and Van De Castle (HVDC)
coding system (Hall and Van De Castle, 1966).
DreamBank.net consists of a collection of over
20K dream reports gathered from different sources
and organised in series, either provided by single
individuals or groups of people, such as college
students, teenagers, and blind adults. While
DreamBank.net can be freely explored, the re-
ports and the HVDC scores adopted in the current
work are made available upon direct request to the
researchers who maintain the DreamBank website.
Among the approximately 1.8K labelled dream

1https://www.dreambank.net
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reports, all in the English language, 922 contained
at least one emotion associated with either the
dreamer or another character. Considering that no
guidelines or metadata are available to demonstrate
that the absence of emotion labels reflects the
actual absence of emotions in a report, we focus
our experiments on those reports containing at
least one emotion (n=922). The dataset is further
divided into six series: Bea 1: a high
school student (n=171/99; total number of
reports/reports including at least one emotion), Ed:
dreams of his late wife (n=143/108),
Emma: 48 years of dreams (n=300/81),
Hall/VdC Norms: Female (n=491/280),
Hall/VdC Norms: Male (n=500/203),
Barb Sanders: baseline (n=250/151).

The HVDC coding system examines ten cate-
gories of elements appearing in dream reports (char-
acters, interactions, emotions, activities, striving,
(mis)fortunes, settings and objects, descriptive ele-
ments, food and eating, and elements from the past).
Within this study, we focused only on the annota-
tion of the emotions feature. In the HVDC coding
system, emotions are divided into 5 classes, that
are anger (AN), sadness (SD), apprehension (AP),
confusion (CO), and happiness (HA). Emotions
might be assigned either to the dreamer or to other
dream characters. We analyse both the emotions
scored as experienced by the dreamer (Dreamer
Emotions) and the overall occurrence of emotions
in the dreams regardless of the dream characters
they are associated with (General Emotions).

4 Multi-Label Text Classification

A set of preliminary experiments (see Appendix
B) showed that an off-the-shelf sentiment analy-
sis LLM cannot coherently solve the task when
framed, similarly to previous work, as a binary
POSITIVE - NEGATIVE classification. Hence,
we investigate whether the human annotation of
dream reports can be reproduced with supervision,
via a bespoke text classification model, trained on
gold-standard HVDC labelled data. Contrary to all
previous work, that reframed HVDC labels to fit
binary classification and classifiers, we perform a
fine-grained classification aimed at determining the
presence (1) or absence (0) of each HVDC emo-
tion (i.e., anger (AN), sadness (SD), apprehension
(AP), confusion (CO), happiness (HA)), regardless
of the number of times they appear in a given re-
port. Moreover, we experiment with both the sets

of emotions described in Section 2: Dreamer Emo-
tions and General Emotions.

4.1 Experimental Setup
Formally, we define the task as a multi-label classi-
fication, where a model is trained to simultaneously
and independently predict if each of the emotions
that were identified by expert annotators appear
in each report. To solve the task, we designed a
bespoke solution, where the LLM of choice is in-
tegrated into a three-component architecture, sum-
marised in Figure 1. The first component is a pre-
trained BERT-large-cased encoder2, used to
obtain the encoding of each report by extracting
the final layer’s [CLS] vector. Encodings are then
fed to a dropout layer (with p = .3) and a linear
layer, reducing the number of the dimensions to
the number of desired classes, corresponding to the
five HVDC emotions. The described architecture
is then fully fine-tuned end-to-end with a binary
cross-entropy loss, with the addition of a sigmoid
function between the loss and the linear layer, and
adopting a K-fold cross-validation procedure (with
K=5). At each fold, the dataset is randomly split,
80% for training and 20% for testing, and the archi-
tecture is trained for 10 epochs, using dream reports
as input and the presence of HVDC emotions as
the output to predict. While the previous work
evaluated a model on the HVDC annotation indi-
rectly (e.g, by arbitrarily devising the five HVDC
emotions into 2 classes) we evaluate the model
directly on the HVDC’s gold-standard annotation
framework, by training and testing the model to
simultaneously and independently guess if each of
the five HVDC emotions was defined as present by
the expert annotators (see Figure 1). Similarly to
previous work investigating the presence of emo-
tions in dream reports, we adopted precision, recall,
and F1 as evaluation metrics (Fogli et al., 2020).
The code is available here3.

4.2 Results
Table 1 summarises the scores, averaged across the
folds (± standard deviations) obtained by the archi-
tecture for Dreamer and General emotions. The
overall F1 scores show a strong and generally sta-
ble performance. The minimal difference between

2To optimise the computational performance, we set the
maximum length of the encoder to 512, losing full access to
only 6 reports, accounting for less than the 0.005% of the
whole dataset. See Appendix C.1 for more details.

3https://github.com/lorenzoscottb/
Dream_Reports_Annotation
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BERT Encoder

“I first dreamed that I
was in Florence,
because that is where
my parents were getting
married. Either I was
really sick […]”

Dream Report Dropout Linear Emotion Presence

HACOSAAPAN
01110
HACOSAAPAN
01110
HACOSDAPAN
10111

Input Architecture Output

Figure 1: Schematic view of the adopted architecture and training procedure for the bespoke multi-label classification
experiments. Given a set of dream reports from DreamBank as input, the architecture is trained end-to-end to predict
which of the five emotions recognised by the Hall and Van de Castle (HVDC) system — anger (AN), apprehension
(AP), sadness (SD), confusion (CO), and happiness (HA) — is present (1) or absent (0) in each report. The adopted
architecture is constructed out of three components: a pre-trained LLM (in our case, a BERT-large-cased
model), a dropout layer, and a linear layer.

Precision Recall F1
Dreamer General Dreamer General Dreamer General

Anger (AN) 86 ± 9 85 ± 7 89 ± 3 89 ± 4 87 ± 4 87 ± 5
Apprehension (AP) 86 ± 4 88 ± 7 88 ± 5 92 ± 3 87 ± 3 89 ± 3
Sadness (SD) 84 ± 10 84 ± 4 72 ± 15 77 ± 12 77 ± 11 80 ± 7
Confusion (CO) 90 ± 5 92 ± 2 76 ± 6 85 ± 5 82 ± 5 88 ± 3
Happiness (HA) 93 ± 5 86 ± 4 85 ± 6 88 ± 3 89 ± 5 87 ± 2
macro avg 88 ± 3 87 ± 3 82 ± 5 86 ± 2 85 ± 3 86 ± 2
micro avg 87 ± 3 87 ± 3 84 ± 4 87 ± 2 85 ± 3 87 ± 2
samples avg 88 ± 2 89 ± 2 87 ± 3 90 ± 2 86 ± 3 88 ± 2
weighted avg 88 ± 2 87 ± 4 84 ± 4 87 ± 2 85 ± 3 87 ± 2

Table 1: Bespoke muli-label classification results. Average scores (± standard deviation) of the 5-fold cross-
validation text classification experiment. Dreamer and General columns refer to the Emotions used for training and
testing. While under the General Emotions setting we made use of all emotions found by expert annotators in each
report, the Dreamer Emotions refers to the subset of the General Emotions associated by the expert annotators solely
to the dreamer.

macro and weighted F1 scores further suggests
that the difference in support instances only has a
marginal impact. Concerning single Emotion sets,
performance tends to be higher and more stable for
General than for Dreamer emotions. When trained
and tested on General emotions, the models show
a notable balance between precision and recall, de-
spite a relatively higher variance across precision
measures. On the other hand, models trained solely
with Dreamer emotions present an overall higher
precision than recall, with the latter being notably
less stable. These patterns are likely explained by
the low number of emotions-per-report associated
with the Dreamer set, while the emotion distribu-

tion is more balanced in the General set. Models
trained solely with the Dreamer set are hence less
prone to produce False-Positive errors but produce
a higher amount of False-Negative errors. Since
the General emotion set is overall more balanced,
the models’ performance is higher and more stable
across precision and recall.

Concerning single emotions, it is more difficult
to identify a shared pattern, with the notable ex-
ception of sadness (SD). Under both sets, models
appear to struggle at classifying such an emotion,
which in both cases produces the highest variance,
an observation that might be partially explained by
sadness being the least frequent emotion.
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Our results indicate that the model can success-
fully learn to simultaneously classify a dream re-
port with respect to references to the different emo-
tions of the HVDC coding system. However, the
achieved performance level might be mediated, at
least in part, by specific series of DreamBank. It
is in fact possible that different emotions are dis-
tributed in a particular and unique way in each
series. If so, the model could learn series-specific
distributions, and, after implicitly recognising a
specific series in a given report, simply reproduce
these distributions at test time. For example, if
a series like Ed contained a large number of re-
ports labelled both with sadness and apprehension,
the model could implicitly learn to identify Ed’s
reports from such series via recurrent cues to un-
related information (such as characters or places)
and, at test time, use these cues to automatically
annotate those reports with sadness and apprehen-
sion.

4.2.1 Ablation
To understand whether the performance of the
trained model is affected by this heuristic behaviour
— that is, learning series-specific emotion distri-
butions — we conduct a follow-up ablation ex-
periment. Using the same architecture, hyper-
parameters, and training setup, instead of randomly
splitting five times the whole dataset into an 80-
20% train-test split, we here use one whole series
of the dataset as the test set and the remaining se-
ries as the training set. With this approach, test
series are never seen by the model during training,
making it impossible for the model to rely on series-
specific associations for solving the task. For this
experiment, we focus solely on the General Emo-
tions set, found to be the best-performing and more
stable set. Moreover, we focus the analysis on the
F1 scores as the performance metric of choice.

Figure 2 summarises the results of the ablation
experiment. The x-axis shows the F1 weighted av-
erage scores obtained for each series (y-axis) when
such a series is held out from training and used as
the test set. In order to facilitate comparison with
the previous experiment’s results, the dashed grey
line indicates the F1 weighted average obtained in
the K-fold experiment (i.e., 87 ± 2, see Table 1).
The results indicate that when all the instances of a
series are removed from the training data, the test
performance of the model remains relatively high
and stable. Moreover, as shown in Figure 3 this
remains true for all of the HVDC scored emotions.

0 20 40 60 80
F1 Weighted average

Bea 1: a high school student

Ed: dreams of his late wife

Emma: 48 years of dreams

Hall/VdC Norms: Female

Hall/VdC Norms: Male

Barb Sanders: baseline

Se
rie

s

Figure 2: Ablation experiment results. F1 Weighted
average scores obtained by the model when each Dream
Bank’s Series is held out of training and used as a test
set. The dashed vertical line reports the average F1
Weighted average obtained in the main experiment (see
Table 1).
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F1 Score

Bea 1: a high school student

Ed: dreams of his late wife

Emma: 48 years of dreams

Hall/VdC Norms: Female

Hall/VdC Norms: Male

Barb Sanders: baseline
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Emotions
AN AP SD CO HA

Figure 3: Ablation experiment, emotion by Series anal-
ysis. The diagram further breaks down the results of
Figure 2 by single emotion for each Series held out from
training. Once again, the vertical dotted line refers to
average scores in the main experiment (see Table 1).

The Bea 1 series, appears to represent the only
notable exception to the above observations. In-
deed, this series shows the greatest deviation from
the original results, with an F1 weighted average of
77, compared to the previously obtained average of
87 (± 2). As shown in Figure 3, which breaks down
the results of the ablation experiment presented in
Figure 2 by single emotions, this was largely due to
a problematic classification of happiness (HA) in
this particular series. However, with the exception
of a slightly lower sadness, emotions don’t seem to
significantly deviate from the K-fold experiment
results, as summarised by Figure 4.

These results support two main conclusions.
First, the proposed architecture, based on a pre-
trained LLM, can learn efficient classification
strategies for dream reports’ emotional content (as
defined based on the HVDC coding system). Sec-
ond, the learned model does not rely on simple
heuristics based on series-dependent cues and dis-
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Figure 4: Ablation experiment, single emotion analysis.
Overall results (in F1 scores) for every single emotion
obtained in the different Series for the ablation exper-
iment (see Figure 3). Bars report standard deviation,
while Red horizontal lines refer to average scores in the
main experiment (see Table 1).

tributions. That said, ablation’s results could have
been influenced by yet another confound: the num-
bers of reports and emotion distributions. In other
words, the performance of each combination of
series-emotion (e.g., Bea 1-happiness) could be
explained by the number of items provided at test
time. To assess this possibility we perform a set
of series-independent Spearman’s correlations be-
tween the number of test items for each emotion
and their respective results (i.e., the F1 scores). The
results, summarised in Appendix C.3 found no con-
nections between F1 scores and the number of test
items.

4.2.2 Out of distribution PTSD data
So far, results suggest that our solution could pro-
vide a valuable resource to annotate data even from
out-of-distribution participants. However, anno-
tated data contain reports solely from healthy in-
dividuals. Since dream reports can provide useful
information on the mental state of an individual, it
would be important to assess the robustness of the
model to data from participants of different clinical
populations. To test this, we adopt a series, not
contained in the annotated version of the dataset,
containing reports from a Vietnam war veteran with
a diagnosed post-traumatic stress disorder (PTSD),
who had frequent negative dreams and nightmares.
While we do not have an actual emotion distribu-
tion for such a series, we can assume an expected
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Figure 5: Number of predicted emotions per report.
Distribution of the number of emotions-per-report pre-
dicted by the model for the Veteran series.

one, with a strong predominance of negatively con-
notated emotions. We fine-tuned a model using
the same data, architecture, hyper-parameters, and
procedure thus far adopted, with the only addition
of an early-stop mechanism and no K-fold.

Out of the 98 dreams contained in the Veteran
series, the model found at least one emotion in ap-
proximately 84% of them. As summarised by Fig-
ure 5, most of these reports were associated by the
model with a single emotion, and approximately
20% of them were labelled with two emotions. As
expected, the vast majority of these reports contain
negatively connotated emotions, as seen in Figure
6. Apprehension is by far the most observed neg-
ative emotion, appearing in more than half of the
reports. Moreover, Figure 6 strongly suggests that
the emotion distribution proposed by the model for
the Veteran series is not simply a transposition
of the one observed by the model during training.
This further suggests that the model has success-
fully learned reliable and generalised classification
strategies, and it does not simply reproduce an ob-
served distribution from the training data.

The model also annotated a minority of reports –
circa 19% – with happiness. A manual inspection
did identify some errors but also found multiple
instances where the model’s annotation (i.e., in-
cluding happiness as an emotion expressed within
the report) seemed justified. For example, in one
of these reports, after describing a very violent war
scenario, the Veteran adds that he felt “a feeling of
complete freedom. In very high spirits Jim L. and
I go to a supermarket and buy food. I am aware
that I don’t wear my steel helmet.”. In another case,
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Figure 6: Veteran and DreamBank emotion distri-
butions. Comparison of the emotion distribution pre-
dicted by the model for the (unlabelled) Veteran se-
ries, and the general emotion distribution in the Dream-
Bank dataset, used to train the model.

a dream resembling a nightmare (two dolls have
come to life) is narrated in a normal and friendly
manner, as clear from the passages “I speak to the
male doll and the female doll and feel happy. I
have made two friends.”. In other cases, the nega-
tive context of the dream is notably less dominant,
and the report simply describes a series of social en-
counters and interactions. We also found scenarios
clearly triggered by strong cue words and context.
For instance, in one report the Veteran is in a rehab
clinic, surrounded by other veterans, and children’s
paintings, and adds that they are “[...] colourful,
lively, happy. There is no sense of war”; in another,
he describes a romantic encounter –“We are happy
and young. She puts her arm around my shoulder.
" I like you, " she says. " I really like you."”.

5 Discussion

In the field of dream research, the assessment of
a report’s emotional content is typically based on
time-consuming, annotator-dependent procedures.
Throughout the years, only a few studies employed
automated approaches based on NLP techniques,
including dictionary-based and distributional se-
mantics methods. However, these approaches have
very limited access to the syntax and semantics of a
report’s content, and may thus fail to correctly and
fully capture emotions described in dream reports.
In this work, we tested whether a transformer-based
large language model (LLM) could be used to over-
come such limitations and reproduce human-based
scoring. Specifically, we trained a model end-to-

end, using pre-annotated data to predict if and
which emotions were present or absent in a given
dream report. The obtained results showed that
the model was able to learn reliable and stable
classification rules. Follow-up experiments further
confirmed two important aspects of our solution.
First, via an ablation experiment, we showed that
the ability of the model to solve the task is only
marginally affected by differences between distinct
subsets of the training data. Second, such gener-
alisation holds also for instances that significantly
deviate from the training data, as shown by the
experiment with reports from a PTSD patient.

Our findings suggest that what is more likely to
impact the model performance is the vocabulary
used to describe specific emotions across different
series. Indeed, variability in the used vocabulary
may be explained by the fact that the series in-
cluded in the present work were collected from
different individuals or groups of individuals, with
relevant differences in demographic, psychological,
and behavioural characteristics. Should this be the
case, it would be yet another reason to support the
use of tools that are able to reason over the full
content of a report, and have access to a large and
dynamic vocabulary, already have significant infor-
mation about a large set of lexemes, and can be
easily adaptable to new words and languages. Cur-
rent pre-trained transformer-based LLMs satisfy all
these requirements. Given the current state of NLP
resources, our proposed architecture can be easily
adapted to be used with LLMs pre-trained on differ-
ent languages or tasks. Moreover, trained models
like ours are fully open-source and can be easily
adopted by researchers and practitioners in their
pipeline, making these results and the framework
extremely replicable and widely standardised.

6 Conclusion

In this work, we tested the feasibility of using
transformer-based large language models (LLM)
to annotate dream reports with respect to emotions
expressed in a given report. Our results show that
our LLM-based solution using multi-label classi-
fication yields a strong performance, which was
found to be robust to correlational biases and out-of-
distribution data. Such approaches have the poten-
tial to significantly accelerate research investigating
the origin, meaning, and functions of dreams, and
might present a valuable and efficient support or
alternative to human-based procedures involving
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the analysis of large datasets, ensuring at the same
time reproducibility of the obtained results through
the sharing of adopted models.

7 Limitations

This study presents three main limitations. First,
while DreamBank does contain reports in multiple
languages, the HVDC annotations were available
only for reports in English. Thus, the generaliz-
ability of our model and observations to other lan-
guages remains to be determined. Second, while
the dataset under consideration was relatively large
with respect to studies in the field of dream and
sleep research, it is instead relatively small for a
machine-learning investigation, especially for the
use of supervised methods. Third, the success of
the model can be interpreted only to the emotion
feature of the HVDC framework. While we pro-
vide extensive experiments and evidence support-
ing the generalisation ability of our model, these
are limited specifically to emotion-based annota-
tions. Future work will have to assess the feasibility
of our solution to other aspects and features of the
HVDC framework, which might require a differ-
ent approach rather than text classification systems,
such as text-to-text generation models.

8 Ethical and Broader Impact
Considerations

It is important to acknowledge that, while we have
stressed the link between dream reports and mental
health, our study and proposed model should only
be considered from a basic research perspective.
Our procedure and trained model have no diagnos-
tic valence, and should only be considered as a tool
to support the annotation of a (large) set of dream
reports only from an experimental and hypothesis-
building perspective, always keeping in mind the
inevitable limitations that come from adopting a
machine in the annotation process.
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A DreamBank’s Distributions

The section presents more details and analyses of
DreamBank’s statistics. Figure 7 shows the dis-
tribution of the HVDC emotions in DreamBank,
divided between the different series of DreamBank.
Figure 8 summarises how single DreamBank re-
ports distribute with respect to the number of (Gen-
eral) emotions per report. As shown, the majority
(circa 65%) of the 922 reports containing at least
one emotion in fact contain only one emotion. Ap-
proximately 25% contains two emotions, while the
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Figure 7: General emotion distribution across Dream
Bank’s Series.
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Figure 8: Number of emotion per report. Visualisation
of how reports distribute with respect to the number of
(General) emotions they have been labelled with.

rest can reach up to 9 emotions per report. When
considering only Dreamer emotions, the percentage
of reports with only one emotion reaches almost
75%, and the number of reports with more than two
emotions drops to approximately 5% of the total
(see Figure 9).

B Off-the-Shelf Sentiment Analysis

We here discuss the results of a two-level pre-
liminary experiment, where we investigated if an
off-the-shelf model tuned to perform sentiment
analysis (SA) could have been used to assess
the emotional content of dream reports. Specif-
ically, we proposed to test a 2-way POSITIVE
vs. NEGATIVE classification, similar to previous
work (McNamara et al., 2019; Yu, 2022). The ex-
periment was run using the default SA setting of
Hugging Face’s (Wolf et al., 2020) pipeline,
and had two levels. First, we investigated whether
the general predictions of the model (i.e., the pre-
dicted labels and their scores) correlated with the
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Figure 9: Number of Dreamer-only emotion per report.
Visualisation of how reports distribute with respect to
the number of (Dreamer-only) emotions they have been
labelled with.

sentiment of individual dream reports. We defined
the overall sentiment of each report as the sum of
all references to emotions identified according to
the HVDC coding system. A schematic summary
of our approach is presented in Figure 10.

The second experiment focused on those re-
ports containing a single emotion, and studied
whether the predicted label (i.e., POSITIVE or
NEGATIVE) matched the emotion found by the
annotators.

B.1 Annotator Score
While 90% of the gathered dream reports do not
present more than two emotions, some reports can
contain a large variety of emotions — up to 9 in
some rare cases (see Appendix A for more details).
Hence, the main aim of the sentiment analysis in-
vestigation was to assess whether the model’s pre-
dictions do reflect the overall sentiment of a report,
defined according to the number of times specific
positive or negative emotions appear in a report
(regardless of the character who experienced them).
Formally, given a dream report containing a list
of Emotions E, such as the one in the example of
Figure 10, and a scoring table S, mapping each
HVDC emotion to a set having positive (E+), neg-
ative (E−), or neutral (E0) valence, we computed
the sentiment of a report (i.e., the Annotator Score
(AN)) through the equation in 1

AN(E) = P (E+)− P (E−) (1)

with

P (E+) =
|E+|
|E| (2)

and

P (E−) =
|E−|
|E| (3)

For this experiment, our scoring table S assigned
anger, apprehension, sadness to the negative va-
lence set (E−), happiness to the positive valence
(E+) set, and confusion to the neutral set (E0)
(see Figure 10 for an example). Similarly, the
Model Score of a report was defined as the dif-
ference between the probability associated with the
POSITIVE and NEGATIVE labels. For instance,
if the model predicts the probability distribution of
the POSITIVE (P (+)) and NEGATIVE (P (−))
labels to be .4 and .6, respectively, then the Model
Score for such a report would be –.2 (see Figure 10
for an example).

The model’s performance was assessed by com-
paring the Model Score with the Annotator Score
via Spearman’s correlation coefficient (ρ).

B.1.1 Results

Figure 11 presents the results of the correlation
analysis between scores produced by human anno-
tators and the selected model, for the Dreamer and
General Emotion sets. While the correlation with
the General Emotions is marginally better, results
are overall poor. Moreover, under both Dreamer
and General Emotions, the performance was heav-
ily influenced by different DreamBanks’ series, as
demonstrated by Figure 12. Interestingly, under
both the Dreamer and the General Emotions, Ed
and Emma seem to present the strongest correlation
between human and model scores.

Figure 13 suggests that these results were likely
due to the slightly different distributions produced
by human annotators and the sentiment analy-
sis model. Indeed, the predictions of the model
(i.e., the Model Scores, x-axis) were strongly po-
larised. In other words, the model was consistently
very confident in its decisions on which sentiment
(POSITIVE or NEGATIVE)) was appearing in a
given report. On the other hand, the Annotator
Scores (y-axis) presented a cluster of instances
around the value of 0. Interestingly, a considerable
part of these reports contained two or three emo-
tions (see Appendix B.3 for more details). Given
the adopted method to compute Annotator Scores
(see Eq. 1), such cluster presents a high number
of instances annotated with a single positive emo-
tion and a single negative emotion, or those two
plus confusion. The fact that such a cluster of
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Figure 11: Report sentiment results. Correlations coeffi-
cients (in Spearman’s ρ) between the model predictions
and dream report’s sentiment.

zero-valued Annotator Scores containing conflict-
ing emotions did not have a clear match in the
Model Scores distribution, suggests that the model
might be picking on either the positive or nega-
tive emotion. Therefore, the scores of the model
may not efficiently reflect the more general senti-
ment of the reports, but only encode the presence
of a specific emotion type (positive or negative).
The following experiment investigated this possi-
bility, focusing on those reports only containing
one emotion, and approaching the problem from a
categorical perspective.

B.2 Single-Emotion

The first experiment showed how the selected
model failed to correctly capture the distribution
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Spearman 
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Emma: 48 years of dreams
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Figure 12: Report sentiment, collection analysis. Cor-
relations coefficients (in Spearman’s ρ) between the
model predictions and each report’s sentiment, divided
by Dream Bank’s Series.

of human annotators’ scores, mainly due to very
polarised predictions and might have simply re-
flected what type of emotion (positive or nega-
tive) is mainly present in a given report. Since
the HVDC system also allows assigning a strictly
positive or negative connotation to each emotion,
we studied such a possibility by focusing solely
on those reports that experts have annotated with
one — and only one — of the five HVDC emo-
tions: anger, apprehension, confusion, sadness and
happiness. The goal was thus to understand if re-
ports classified as POSITIVE or NEGATIVE by
the model do contain an emotion that the HVDC
scoring system also defined as positive or negative.
Here, results are interpreted in terms of precision,
recall and F1, with respect to the two prediction
classes (POSITIVE and NEGATIVE).
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Precision Recall F1
Dreamer General Dreamer General Dreamer General

NEGATIVE 92 91 83 82 87 86
POSITIVE 44 45 64 65 52 53
macro avg 68 68 73 73 70 70
weighted avg 83 82 79 78 81 80

Table 2: Single-emotion results. Per-class and average scores obtained when comparing model-predicted and human-
generated labels for dream reports containing a single emotion. Here, the five HVDC emotions were collapsed into
positive (i.e., happiness) and negative (i.e., anger, apprehension, sadness and confusion), and compared against the
label predicted by the sentiment analysis model (i.e., POSITIVE or NEGATIVE).
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Figure 13: Annotator Score, predictions’ analysis. Com-
parison of the Predicted Sentiment scores (x-axis) and
Report Sentiment distribution (y-axis) for the General
Emotion set. As seen, while the model’s predicted
scores are strongly polarised, annotators’ scores, com-
puted via Eq. 1, are more smoothly and evenly dis-
tributed.

B.2.1 Results

Table 2 summarises the results and clearly shows
that, with respect to reports containing a single
emotion, the predictions of the model matched
the human-produced annotations only with respect
to negative emotions, while showing poor results
with respect to the POSITIVE class ––– which
only contains happiness. The model was however
largely unstable with respect to the type of error it
makes, as shown by the notable difference between
precision and recall scores.

Figure 14 presents the same results of Table 2, di-
vided by single HVDC emotion (x-axis) and series
(diagrams), and shows how the model remained

notably impacted by the different DreamBank’s se-
ries. Of note, Ed and Emma, the two series that
produced the best performance in the previous ex-
periment, here showed the most balanced results
across different HVDC emotions. Overall, these
results strongly suggest that the selected model had
fewer problems when classifying reports contain-
ing negative emotions than at detecting the pres-
ence of positive emotions.

B.3 Annotator vs. Model Scores Analysis
The section presents a more detailed analysis of the
distributions of Model and Annotator Scores, with
respect to the number (#) of emotions. As shown in
Figure 15, the two peaks of the Model Scores
distributions mainly contained reports classified by
annotators as presenting a single emotion. How-
ever, the proportion of reports containing two emo-
tions is notably higher in those reports classified by
the model as being strongly NEGATIVE. Interest-
ingly, with respect to the Annotator Scores,
the proportion of reports with two emotions is
concentrated in those reports with Annotator
Scores of –2 (see Figure 16)

C Multi-Label Text Classification

C.1 Token distribution
Figure 17 summarises the distribution of tokens
produced by the tokeniser of the selected pre-
trained LLM (i.e., BERT-large-cased), di-
vided by DreamBank’s series. As seen, only 6
reports, accounting for approximately 0.003% of
the whole dataset, present more than 510 content
tokens.

C.2 Supervised Learning Hyper-Parameters
Table 3 collects the hyper-parameters used to tune
the bespoke classifiers from Section 4. The same
parameters were used throughout the whole work.
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Figure 14: Single-emotion: Series and emotions analysis. Results (in terms of reference-class F1 scores) obtained by
the model for each HVDC emotion (x-axis), DreamBank’s series (diagrams), and Emotions (Dreamer vs. General,
hue). For happiness, the F1 scores reference class is POSITVE, while all other HVDC emotions share NEGATIVE
as their reference class for the reported F1 scores.
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Figure 15: Model scores distribution. In-detail
visualisation of the Model scores distribution, di-
vided by the number of emotions per report, presented
in Figure 11 from Section B.1.

Parameter Value
BERT-input max-len 512
epochs 10
learning rate 0.00001
batch size 8
input truncation True
truncation-to max-length

Table 3: Hyper-parameters used for training the archi-
tectures in Section 4.
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Figure 16: Annotator scores distribution. In de-
tail visualisation of the Annotator scores distri-
bution, divided by the number of emotions per report
presented in Figure 11 from Section B.1.

C.3 Support-Score Correlation Analysis
Table 4 and Figure 18 summarise the results of
the correlation analysis from Section 4.2.1. Over-
all, this analysis indicated no clear relationship
between the number of test instances containing a
specific emotion and the models’ final performance
in the ablation experiment.
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Figure 17: BERT-token distribution. Number of tokens
per dream report according to the BERT tokenizer, di-
vided by DreamBank Series. The vertical dotted line
signals the indicative number of 510 tokens, after wich
only 6 reports can be found.

Series Spearman’s ρ p
Bea 1: a high school student 0.3000 0.6238
Ed: dreams of his late wife -0.7182 0.1718
Emma: 48 years of dreams 0.7000 0.1881
Hall/VdC Norms: Female 0.7906 0.1114
Hall/VdC Norms: Male 0.7379 0.1546
Barb Sanders: baseline 0.8208 0.0886

Table 4: Correlation analysis between F1 score and
support (# items) per single emotion in the ablation
experiment. Each row of the table presents the results
of the correlations between the number of instances
containing a given emotion, and the obtained F1 scores
(see Figures 3 and 18 for further visual breakdowns).
Columns describe the single Series under investigation,
the ρ coefficient and the p value of each correlation.
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Figure 18: Ablation’s experiment, score vs support cor-
relation analysis. Visualisation of the correlation anal-
ysis, presented in Table 4, between the number of test
items (x-axis) and F1 scores (y-axis), for each combina-
tion of Series and emotion.
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