
Proceedings of the 9th Workshop on Computational Linguistics and Clinical Psychology (CLPsych 2024), pages 108–126
March 21, 2024 c©2024 Association for Computational Linguistics

Explainable Depression Detection Using Large Language Models on Social
Media Data

Yuxi Wang, Diana Inkpen, Prasadith Buddhitha
School of Electrical Engineering and Computer Science

University of Ottawa
{ywan1225, diana.inkpen, pkiri056}@uottawa.ca

Abstract

Due to the rapid growth of user interaction on
different social media platforms, publicly avail-
able social media data has increased substan-
tially. The sheer amount of data and level of
personal information being shared on such plat-
forms has made analyzing textual information
to predict mental disorders such as depression a
reliable preliminary step when it comes to psy-
chometrics. In this study, we first proposed a
system to search for texts that are related to de-
pression symptoms from the Beck’s Depression
Inventory (BDI) questionnaire, and provide a
ranking for further investigation in a second
step. Then, in this second step, we address
the even more challenging task of automatic
depression level detection, using writings and
voluntary answers provided by users on Reddit.
Several Large Language Models (LLMs) were
applied in experiments. Our proposed system
based on LLMs can generate both predictions
and explanations for each question. By com-
bining two LLMs for different questions, we
achieved better performance on three of four
metrics compared to the state-of-the-art and re-
mained competitive on the one remaining met-
ric. In addition, our system is explainable on
two levels: first, knowing the answers to the
BDI questions provides clues about the possi-
ble symptoms that could lead to a clinical di-
agnosis of depression; second, our system can
explain the predicted answer for each question.

1 Introduction

Being one of the leading global public health issues,
depression is common, costly, debilitating, and as-
sociated with an increased risk of suicide (Mar-
waha et al., 2023). Since depression has become
a prevalent mental health issue, early detection of
symptoms could greatly improve the chances of
proper treatment. Traditional methods of detection,
usually human-led, are expensive to conduct and
might be individually biased. In this study, we pro-
pose a method to analyze and select social media

writings to help identify potential symptoms of de-
pression. Then, we propose an explainable method
that uses the selected writings to automatically fill
in the Beck’s Depression Inventory (BDI) ques-
tionnaire (Beck et al., 1961) for the social media
user (see Figure A1 for the full questionnaire). The
questionnaire then provides the level of depression
of the user based on all the answers.

The main contributions of this paper are:

1. Extended the applicability of using Large
Language Models (LLMs) to predict mental
health status for social media users.

2. Improved the performance on the task of au-
tomatically filling in the BDI questionnaire
using social media data through manually de-
signed prompts and without further training.

3. Explored the use of LLMs for generating both
the predictions and explanations for the pre-
dictions.

2 Related Work

To develop computational methods for depres-
sion detection using textual information, analyz-
ing word usage became a natural starting point.
Through statistical investigation, researchers found
that negative emotion, cause, sensory, and the first
person singular words were more commonly used
when describing activities such as breakup (Boals
and Klein, 2005). Linguistic Inquiry and Word
Count (LIWC), a computerized text analysis tool,
was developed to assess word usage in psycholog-
ically meaningful categories (Tausczik and Pen-
nebaker, 2010). The tool was built by creating dic-
tionaries from domain knowledge, with the words
categorized into different groups.

In addition to social and semantic features, lin-
guistic n-gram features extracted from social media
data were used by Tsugawa et al. (2015) for estimat-
ing the degree of depression. Mowery et al. (2016)
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further considered using demographic data such as
age and gender as features, for classifying depres-
sive symptoms based on social media (Twitter data)
on a population level. Term frequency–inverse
document frequency (tf–idf), which is a classic
method for weighting words, was used to prepare
features for predicting mental illness from social
media (Thorstad and Wolff, 2019).

Deep learning methods also attracted researchers
working on the subject. Yates et al. (2017) pro-
posed a method using a neural network model to
identify the risk of self-harm or depression, using
data from social media Twitter and Reddit. Re-
searchers participated in CLEF eRisk 2017 (Losada
et al., 2017) focused on classifying users into bi-
nary targets: at risk or non-risk of depression. Hus-
seini Orabi et al. (2018) explored the effectiveness
of Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs), on detecting
signs of depression using unstructured text data ex-
tracted from Twitter, released for the shared task
on Computational Linguistics and Clinical Psychol-
ogy (CLPsych) 2015 (Coppersmith et al., 2015).

As part of CLEF eRisk 2019, there was a pro-
posed task about using the BDI questionnaire to
automatically predict the depression level of social
media users based on their social media writings,
and the task continued in 2020 and 2021 (Parapar
et al., 2021). Importantly, data was provided for
the tasks. This led to somewhat explainable depres-
sion predictors, by indicating possible symptoms
(such as lack of sleep, loss of appetite, and reduced
physical activity). See Figure A1 for the full set
of questions from the BDI questionnaire and their
possible answers. In general, the performance of
the systems that participated in this shared task
was poor. Deep learning was used by a few of
the participants in the task. For example, while
participating in the shared task Task 3 at CLEF
eRisk 2021 (Parapar et al., 2021), Inkpen et al.
(2021) conducted experiments with Transformer-
based models, a Deep Averaging Network (DAN)
model, as well as a Hierarchical Attention Network
(HAN) for text classification tasks inspired by Yang
et al. (2016). On the same task, Maupomé et al.
(2021) proposed a system that applied topic model-
ing using Embedded Topic Model (ETM) (Dieng
et al., 2020) which was trained on a depression
detection dataset issued from Reddit, and a regres-
sion approach with nearest-neighbors on the values
of the answers. This system achieved the highest
score on one metric and also performed well on

Quantity
Number of TREC files 3,107
Number of subjects 3,107
Number of sentences 4,264,693

Table 1: Statistics of the dataset for depression symptom
search

the other three metrics from the shared task. In
2022, Skaik and Inkpen (2022) continued working
on the task and proposed a method that combined
multiple deep learning models to answer different
questions. Through all these efforts, a better per-
formance was achieved on some of the metrics. In
this paper, we propose new methods to solve the
task, with improved performance and with added
explainability for the predicted answers.

3 Datasets

3.1 Dataset for Depression Symptoms Search

This dataset was shared for Task 1 of the eRisk
2023 (Search for symptoms of depression) (Para-
par et al., 2023). The participants in the shared task
were given files in the TREC format containing
documents (sentences) of each user. Each docu-
ment has a document ID as well as the text of the
document. The corpus provided to the participants
was a sentence-tagged dataset based on eRisk’s
past data.

The dataset contains only the derived sentences
from social media, with no labels included. Lan-
guages other than English were not filtered out.
The aim of the task was to extract the top-1000
relevant documents for each of the 21 symptoms
in the BDI questionnaire and provide rankings for
the extracted documents. Some statistics of this
dataset are shown in Table 1.

3.2 Dataset for Depression Estimation

This dataset was shared at eRisk 2021 Task 3 (Mea-
suring the severity of the signs of depression) and
was built upon data shared at eRisk 2020 and eRisk
2019 for the same task. The dataset contains a
training dataset and a test dataset.

The training dataset contains 90 examples,
which consist of 43,514 writings written by 90
users from the 2020 and 2019 tasks, as well as their
answers to the 21 questions of the BDI Question-
naire. The test dataset consists of 19,803 posts and
comments written by 80 users, and their answers to
the questionnaire. The labels for questions 16 and
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minimal depression depression levels 0-9
mild depression depression levels 10-18
moderate depression depression levels 19-29
severe depression depression levels 30-63

Figure 1: Depression categories associated with depres-
sion levels

Category # of Subjects1

minimal depression 14 (15%)
mild depression 27 (30%)
moderate depression 22 (24%)
severe depression 27 (30%)

Table 2: Statistics of depression category in the training
data

18, which have different answer sets, are revised
so that the answers with letters are merged into a
single answer (for example, 1a and 1b are merged
into 1). Each of the remaining questions has four
answers: 0, 1, 2, and 3.

Statistics for the user answers (labels) are shown
in Table A2. Through investigations, it can be
seen that most of the symptoms users have are
minor, as about 68% of users answered 0 or 1 (with
about 35% answered 0 and about 32% answered
1); a few users reported severe symptoms. Specific
questions may have a different distribution, such as
question 16. As label frequency distributes among
multiple labels, and varies by question, we can see
that simply choosing a label as the default value is
not practical.

To calculate an overall level of depression for a
user, depression categories introduced in Figure 1
(Losada et al., 2019) were considered. The calcu-
lated levels of depression are shown in Table 2. We
could conclude that users are distributed in all four
categories, with most users having mild (30%) or
severe (30%) depression. It is worth noting that
this finding does not fully comply with the findings
we had while investigating the label distribution.

4 Methodology

4.1 Search for Depression-related Writings

A writing (sentence in this context) is considered
relevant to a symptom if it provides information,
ideally explicit, about the user’s status of that par-
ticular symptom.

The task was considered as an information re-
1Percentage numbers were rounded.

trieval task, where user-written sentences are stored
as documents. We first transformed the 21 ques-
tions from the BDI questionnaire into 21 queries.
We then used contextual text embedding methods
for transfer learning. To accelerate the calculation
of contextual representations, many keywords were
selected from the questions in the BDI question-
naire, in order to filter out unrelated documents.
The queries and keywords are shown in Table A1.
To calculate the relevance of a document to a BDI
question, we used cosine similarity between two
vector representations. Our developed system can
extract the most relevant sentences and provide a
ranking of them for each of the 21 symptoms in the
BDI questionnaire.

4.1.1 Data Normalization and Text Processing
When obtaining the vector representations, we
filtered out the documents (sentences) that did
not contain symptom-related keywords. Then we
used a transfer learning strategy, by employing the
knowledge from the language models directly to
build the semantic representations. Traditional pre-
processing methods were not applied, but the spe-
cific tokenization used by each contextual embed-
ding model was used. The processing steps were
applied to both the documents and the queries.

4.1.2 Universal Sentence Encoder with Cosine
Similarity

The Universal Sentence Encoder (USE) is a text en-
coder that directly encodes sentences into vectors.
It is specifically designed for transfer learning of
various types of tasks. The encoder based on the
transformer architecture was trained in the follow-
ing way: the word representations acquired through
the transformer were converted to a fixed-length
encoding vector by summing the element-wise rep-
resentations at each word position, and then the
vector was divided by the square root of the length
of the sentence to reduce sentence length effects.
The inputs to the encoder are lowercased strings
that are tokenized using the Penn Treebank Tok-
enizer (PTB), and the outputs are 512-dimensional
vector representations. Since the model was de-
signed to be of general purpose, multi-task learning
was conducted (Cer et al., 2018).

We used the USE to obtain embeddings of
queries and sentences, and calculated the distance
between them to obtain rankings using the cosine
similarity. As a result, this system named "US-
ESim" achieved a precision of 0.60 for the top-10
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documents retrieved and an average precision of
0.16 for the top-1000. We experimented with other
sentence representations, such as RoBERTa (Liu
et al., 2019), but the results for the retrieval task
were lower.

4.1.3 Adapting USESim for Writing Selection

The dataset for depression estimation contains a
large number of user writings. It is good to have
a lot of information, but too many texts for a user
could introduce noise, and it is difficult and costly
for models to process all of them. This is why we
need to filter out the less relevant writings.

We use our above-mentioned document retrieval
system "USESim" for pre-processing the dataset
for depression estimation to generate a smaller and
more relevant dataset, by keeping only relevant
writings.

4.2 Estimate Level of Depression

As mentioned, the final goal is to automatically
fill in a standard depression questionnaire, the BDI
questionnaire, by using LLMs to do multi-class
predictions of answers to questions in the ques-
tionnaire. The questionnaire has 21 questions in
total, which can be used to evaluate conditions of
feelings about sadness, sleeping, etc. Each ques-
tion has 4 answers, except 2 questions (question 16
about sleep patterns and question 18 about appetite)
have more than 4 answers of which answers were
transformed into 4 classes.

4.2.1 Data Preparation

As discussed in Section 3.2, the dataset contains
a training dataset and a test dataset. The training
dataset 90 users’ 43,514 Reddit writings, and their
answers to the BDI questionnaire. The test dataset
consists of 80 users’s 19,803 posts and comments
as well as their responses to the questionnaire. The
writing-selection system USESim is adopted for
cleaning the dataset, by selecting only symptom-
relevant user writings and forming a more useful
dataset. Based on our settings, two types of datasets
were generated using USESim:

1. The Top-5 Dataset
Collected by applying the USESim to collect
the top-5 relevant writings for each symptom
in the BDI questionnaire. The statistics for
the text length of this dataset are shown in
Table A3.

2. The Top-1 Dataset
Formed by applying the USESim to collect
the top-1 relevant writings (the most relevant
post or comment) for each of the 21 symptoms.
The statistics for the text length of this dataset
are shown in Table A4.

Top-5 and top-1 relevant writings were selected
with the consideration of the maximum length: as
many LLMs have a short context length which
refers to the maximum number of tokens that the
model can process, shorter input texts are desired.
For example, the Llama 2 models have a context
length of 4096 tokens.

4.2.2 Classification Using Large Language
Models

Prompt learning is a new paradigm that is show-
ing promising results. Large language models are
essentially language models that are trained to es-
timate the probability P (x; θ) for text x. Prompt
learning techniques utilize the probability P , to
predict the output y. As an example, the output y
can be the label in a classification task, and it can
be extracted or transformed from the text generated
by the LLM.

Selection of the LLM
A wide variety of pre-trained language models are
available. In this study, the following open LLMs
were applied in experiments:

• Llama-2-13b-chat
Meta’s Llama 2 models (Touvron et al., 2023)
are LLMs that are well-supported and power-
ful. As auto-regressive language models, they
are particularly useful for Natural Language
Generation (NLG) tasks, which means that
not only the output label for our classification
task could be generated, but also the LLMs’
explanations for predictions.
Llama-2-13b-chat2, which is optimized for
dialogue use cases was applied in this study.

• SUS-Chat-34B
Released by the Southern University of
Science and Technology (SUSTech) and
IDEA-CCNL, SUS-Chat-34B3 is a bilingual
(Chinese-English) dialogue model. It has sig-
nificant improvements on many benchmarks
of evaluation; it achieved high scores among

2https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
3https://huggingface.co/SUSTech/SUS-Chat-34B
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open source models of similar size (34 billion
parameters), and is one of the best models
with a size below 70B.
The model which was based on Yi-34B4 was
trained with 1.4 billion tokens of complex in-
struction data, including multi-turn dialogues,
mathematics, reasoning, and others, thus the
model is capable of focusing on long-text di-
alogue and of imitating human thought pro-
cesses.

• Neural-chat-7b-v3
Based on Mistral-7B-v0.15, the Intel neural-
chat-7b-v3-16 is a LLM that was fine-tuned
on the SlimOrca7 dataset and with the Direct
Preference Optimization (DPO) algorithm to
align with human preferences. The DPO de-
rives the probability of human preference data
for an optimal policy to replace the reward
model used by the Reinforcement Learning
from Human Feedback (RLHF) (Lv et al.,
2023).
The model performed exceptionally well
among 7-billion-parameter models.

Design of Prompts
In this step, as discussed in (Liu et al., 2021),
a prompting function fprompt is designed, which
could then be applied to transform the input text x
into the prompt x′ = fprompt(x).

Prompt engineering is the process of design-
ing the most effective prompting function fprompt.
With the knowledge we learned that most of the
symptoms users have are minor, we added "suppose
you are a psychiatrist who prefer to give minor di-
agnoses rather than serious ones" in the instruction
to alleviate the models’ tendency of exaggeration.
Instead of giving exact meanings of each question’s
answers, such as "0. I do not feel sad." and "3. I
am so sad or unhappy that I can’t stand it." for
the symptom sadness, we give only the labels to
the model. In this way, the labels 0, 1, 2, and
3 are considered levels of intensity or the magni-
tude of the change, rather than solely markers of
classes. The first consideration is the length of the
prompt: it is inefficient to reserve a diverse space
for this information, and models may not have a
large enough context window. Another considera-
tion is that some label meanings might confuse the

4https://huggingface.co/01-ai/Yi-34B
5https://huggingface.co/mistralai/Mistral-7B-v0.1
6https://huggingface.co/Intel/neural-chat-7b-v3-1
7https://huggingface.co/datasets/Open-Orca/SlimOrca

model. Examples of options that could be confus-
ing are shown in Figure 2.

9. Suicidal Thoughts or Wishes
0. I don’t have any thoughts of killing myself.
1. I have thoughts of killing myself, but I would
not carry them out.
2. I would like to kill myself.
3. I would kill myself if I had the chance.

10. Crying
0. I don’t cry anymore than I used to.
1. I cry more than I used to.
2. I cry over every little thing.
3. I feel like crying, but I can’t.

Figure 2: Some options that might be confusing to mod-
els

To clarify the symptom that the model should
work on, we rephrased the 21 questions in the BDI
questionnaire into 21 sentences. All the rephrased
sentences talk about the levels of the symptom, to
help the model’s understanding. The rephrased
symptoms are summarized in Table A5.

Our designed prompt template is shown in
Figure 3. During experiments, "[rephrased
symptom]" will be filled in using rephrased symp-
toms, and "[input text]" will be substituted with
the concatenated user writings from the cleaned
dataset: texts for each symptom when using top-5
or all texts when using top-1.

### Instruction: The following paragraph was
concatenated from a user’s posts on social me-
dia. Suppose you are a psychiatrist who prefer
to give minor diagnoses rather than serious
ones, read the posts as a whole, determine
the level of "[rephrased symptom]" and
give a number in 0, 1, 2 or 3, then explain why.

### User’s posts: [input text]

### Level (0, 1, 2 or 3):

Figure 3: Designed prompt template for symptom esti-
mation

Using LLMs
The same configurations are applied to all the ex-
perimented LLMs.

The tokenizers for each model were used to en-
code prompts and decode outputs. The maximum
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length for the models was set to 4,096, and only
the first sentence of a pair would be truncated if
longer.

To reduce the costs of utilizing LLMs, QLoRA
(Dettmers et al., 2023) was used: models are run
in 4-bit precision, using the NF4 (Normal Float 4)
data type, double quantization, and the computa-
tional type of torch.bfloat16.

While generating texts, the models are set to use
multinomial sampling, keeping the top-10 highest
probability vocabulary tokens and the smallest set
of most probable tokens with probabilities that add
up to 0.7 or higher. The maximum length is 4,096,
and the temperature (the value used to modulate
probabilities of tokens) was set to be 0.1.

We experimented with a single LLM, as well as
combining two LLMs, working on separate ques-
tions based on the results from experiments using
training data. The experiments were conducted us-
ing the top-1 and top-5 datasets. The outputs gener-
ated by the LLMs contain labels for the predicted
answers, and explanations for the predictions. We
extracted the labels using regular expression (regex)
and recorded them as the automated responses to
the BDI questionnaire for each user in the test set.

5 Evaluation

The same evaluation metrics were applied for the
task in eRisk 2019, 2020,and 2021 (Losada et al.,
2019). The four metrics used for evaluation are:

• Average Hit Rate (AHR)
The AHR is the hit rate averaged over all the
users. The hit rate measures the number of
answers systems automatically fill in that are
exactly the same as the actual answers pro-
vided by the users.

• Average Closeness Rate (ACR)
The ACR is the Closeness Rate averaged over
all the users. It takes into account that the
answers represent an ordinal scale, rather than
merely separate options. To get the closeness
rate, first compute the absolute difference be-
tween the automatically filled answer and the
actual answer, then transform the calculated
absolute difference into an effectiveness score
as follows:

CR =
maxad− ad

maxad
(1)

where maxad stands for the maximum abso-

lute difference, and ad is the absolute differ-
ence.

• Average DODL (ADODL)
The ADODL is the difference between the
system’s and actual overall depression levels
averaged over all users. The Difference be-
tween Overall Depression Levels (DODL) is
obtained by first calculating the overall de-
pression levels for the system-filled and actual
questionnaire, then computing the absolute
difference between the two overall scores.
The DODL is normalized as follows:

DODL =
63− ad

63
(2)

where ad is the absolute difference between
the automated and actual overall score.

• Depression Category Hit Rate (DCHR)
The DCHR measures the closeness of the de-
pression estimation achieved over all users
according to the established depression cate-
gories introduced in Figure 1. It calculates the
fraction of cases where the automated ques-
tionnaire led to a category that is identical to
the user’s actual depression category.

6 Results and Discussion

The experimental results of our systems using
LLMs are shown in Table 3.

We can learn that the usage of USESim for user
writing selection is helpful, and it is generally bet-
ter to have more writings kept so that the model
could have more information about the user, and
the writings would be more focused on the specific
question. In our experiments, the usage of top-5
dataset leads to a better performance than using the
top-1 dataset.

When using the top-5 dataset, the model neural-
chat-7b-v3-1 performed better than SUS-Chat-
34B on the metrics AHR, ADODL, and DCHR.
This is surprising since the neural-chat-7b-v3-1
is much smaller than SUS-Chat-34B in terms of
size/number of parameters. The reason could be
the language focus and the application of the DPO
algorithm. The Llama-2-13b-chat model did not
perform well on any of the metrics.

Through experimenting on the training data, the
neural-chat-7b-v3-1’s answers on questions 4, 8, 9,
11, 12, 16, 18, 19, 20 and 21 are combined with
SUS-Chat-34B’s answers on questions 1, 2, 3, 5, 6,
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Run AHR ACR ADODL DCHR
Llama-2-13b-chat_top1 21.90 63.29 72.22 42.5
Llama-2-13b-chat_top5 22.32 63.51 72.16 42.5
neural-chat-7b-v3-1_top1 31.96 71.82 84.12 48.75
neural-chat-7b-v3-1_top5 33.63 70.83 85.87 52.5
SUS-Chat_top1 32.61 72.02 84.64 50.0
SUS-Chat_top5 33.51 72.57 83.53 52.5
neural-chat+SUS-Chat_top1 34.70 72.91 85.41 48.75
neural-chat+SUS-Chat_top5 37.32 73.25 85.63 50.0

Table 3: Results of LLM-based systems

7, 10, 13, 14, 15 and 17 as the combined system.
The combined runs performed well on the AHR,
ACR and ADODL metrics.

Although the performance on some metrics is
still not outstanding, our systems scored over 85%
on ADODL, which is an improvement considering
that ADODL is the most critical metric for mea-
suring depression at the population level (Skaik
and Inkpen, 2022). Many runs scored over 50 on
DCHR, meaning that they predicted correctly for
more than half of the test subjects on predicting
their depression category.

Our experiments proved that LLMs have learned
knowledge about various depression-related symp-
toms, and they can make better inferences than
supervised deep learning techniques, with zero-
shot learning (no training) and properly designed
prompts.

6.1 Local Explanations of LLMs

Through prompts, the LLMs were asked to provide
explanations for their predictions. Even though
these explanations are not necessarily factual, they
provide insights about the important information in
the given user writings. In Figure 4, an example of
user writings is given, which is answered by LLMs
for Q18 as a change in appetite.

Figure 5 shows the prediction and explanation
from Llama-2-13b-chat for text from Figure 4. In
the explanation, the model mentioned several phys-
ical and mental issues described in the user’s writ-
ings, such as inflammation and mental health issues.
The model predicted 2 as the answer.

In Figure 6, the classification and explanation
for the given example generated by neural-chat-
7b-v3-1 are shown. The model mentioned that the
user needed to set alarms to eat, having stomach
flu and fluctuating weights, which could affect the
user’s appetite. An answer label of 2 is given by

the model.
SUS-Chat-34B’s prediction and explanation are

shown in Figure 7. The model presumed that the
user had a higher level of change in appetite since
the user had to set alarms to eat at some points, but
the model also mentioned that no significant weight
changes were presented. The model generated 2 as
the answer to the question.

6.1.1 Evaluation of Explanations
In (Rajagopal et al., 2021), several criteria were
introduced for evaluating the explanations, includ-
ing sufficiency (via BERT-score), plausibility, and
trustability. Due to limitations on the amount of
time available for conducting evaluations, we only
evaluated explanations for the best-performing sys-
tem on one metric: sufficiency – to automatically
evaluate how well the explanations reflect the sys-
tem’s predictions. Manual evaluation with experts
to calculate the other measures is left as future
work.

Rajagopal et al. (2021) used the "Faithfulness-
by-construction" (FRESH) pipeline (Jain et al.,
2020) to evaluate sufficiency: a BERT (Devlin
et al., 2019) based classifier is trained to perform a
task using only the extracted explanations. A high
accuracy would indicate a high sufficiency of the
explanations, which means that the explanations
are indicative of the predicted labels. Based on
this method, we implemented a BERT classifier,
trained it with the generated explanations for the
training dataset as the training data, and evaluated
the classifier with the explanations for the test data.

The sufficiency score for the explanations gen-
erated by our best system was 80.77%. This indi-
cates the effectiveness of generated explanations
of the system. The configurations are as follows: a
fast Rust-based pretrained tokenizer of "bert-base-
cased", with default settings on the rest; the pre-
trained "bert-base-cased" model for the classifica-
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### User’s posts: I would say coriander. Grab a package and eat it. Great snacks. I mean the
psychosis is still untreated I’m thinking about what to do next. My weight fluctuates because, in
addition to severe inflammation, I also have some mental health issues that cause loss of memory. I
actually have to set alerts to eat for certain times. I had a huge success that day and was approved to
work from home. Now I got stomach flu. I don’t feel accomplished enough. I’m vomiting for days
and my mental state is getting worse and I hear constant noise from the church. Oh my goodness,
my back pain, my constant digestive issues, plus my mental illness, have all gotten worse. I think
all I really need is a happy message. Usually good news upsets me, but I really need it today.

Figure 4: An example of concatenated writings. Some words were highlighted for readability. In fact, we rephrased
the sentences in the example, because the data sharing agreement that we signed when we obtained the dataset does
not allow us to use the real example directly.

Metric Our system Our best Best system State-of-
the-art

AHR neural-chat+SUS-Chat_top5 37.32 BDI_Multi_Model 41.25
ACR neural-chat+SUS-Chat_top5 73.25 UPV-Symanto

4_symanto_upv_lingfeat_cors
73.17

ADODL neural-chat-7b-v3-1_top5 85.87 BDI_Multi_Model 83.79
DCHR neural-chat-7b-v3-1_top5 52.5 BDI_Multi_Model 48.75

Table 4: Our results compared to the state-of-the-art

### Level (0, 1, 2 or 3): 2

### Explanation:

The user’s posts suggest that they have experi-
enced significant changes in appetite, as they
mention "weight fluctuations" and setting alerts
to eat. They also mention "severe inflammation"
and "mental health issues" which could be con-
tributing to their appetite changes. Additionally,
they mention "stomach flu" and "constant diges-
tive issues" which could also be affecting their
appetite. Based on this information, I would rate
the user’s experience of changes in appetite as a
level 2.

Figure 5: Classification and explanation by Llama-2-
13b-chat

tion into the 4 classes/labels; and with default val-
ues for the hyperparameters except for the total
number of training epochs performed that was set
to 8.

6.2 Comparison to Related Work

Skaik and Inkpen (2022) proposed a method for
this task that first applies topic-based filtering to
clean the irrelevant posts, then conducts multiple
iterations to select and assign different models to
different question sets. The final model named

### Level (0, 1, 2 or 3): 2

The user experienced changes in appetite at a
level of 2. This is because they mentioned having
mental health issues that cause loss of memory,
which can affect appetite. They also mentioned
setting alerts to eat for certain times, indicating
that they have to be more mindful of their eat-
ing habits. Additionally, they mentioned having
stomach flu, which can also affect appetite. The
user’s fluctuating weight and other health issues,
such as back pain, digestive issues, and mental
illness, further contribute to the complexity of
their situation.

Figure 6: Classification and explanation by neural-chat-
7b-v3-1

"BDI_Multi_Model" was formed using 5 HANs,
3 Long Short-Term Memory (LSTM) models, and
2 transformers. Their proposed system sets new
records for several metrics. The comparison be-
tween our best systems and the state-of-the-art is
concluded in Table 4.

Through comparisons, we can see that our sys-
tems achieved the best scores on three out of four
metrics: ACR, ADODL, and DCHR. It is worth
noting that the run neural-chat+SUS-Chat_top5
achieved 85.63 on ADODL and 50.0 on DCHR,
which indicates that the system neural-chat+SUS-
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### Level (0, 1, 2 or 3): 2

Explanation: The user mentions having to set
alerts to eat for certain times, which indicates
that they have experienced changes in appetite.
However, they do not mention any significant
weight loss or gain, which would indicate a
higher level of change in appetite. Therefore,
a level of 2 is appropriate.

Figure 7: Classification and explanation by SUS-Chat-
34B

Chat_top5 performed better on 3 metrics (that were
achieved by different systems in previous work).

In addition to answering questions without fur-
ther training, our LLM-based systems could gen-
erate local explanations for all their answers, and
these explanations are more readable and straight-
forward compared with the features-based model
explanations. More importantly, no examples with
labels are needed while using these LLMs, which
means that the methods could fit the tasks that lack
labeled data, and could be adapted into other tasks
and domains. We believe that with the development
of computing power, if more user writings (not just
selected ones) are included in the prompts and a
larger model could be used, higher scores could be
achieved using this method.

7 Conclusion and Future Work

In the study, we designed a system that searches for
relevant sentences in numerous user writings, and
applied it to provide cleaner data for a depression
estimation system based on LLMs that automati-
cally answers the questions from the BDI question-
naire. The resulting depression detection system
has good performance on several metrics, and could
sufficiently explain its answers to every question on
the questionnaire for every user, without training
on labeled data.

However, due to the randomness of cyberspace,
users’ speeches on social media platforms cannot
fully, objectively, accurately, and consistently de-
scribe their status of various depression-related
symptoms. In the future, it would be good to col-
lect larger high-quality datasets, so that we can
run more experiments to calibrate our system and
verify its effectiveness.

Also, with more computing resources and more
powerful LLMs, much more user writings could be
given to the model rather than filtered out, and it is

expected that this would improve the performance.
Since our system does not need a large amount
of training data, only a small set of labeled exam-
ples to design prompts, this is a promising avenue
for automatically answering other types of men-
tal health questionnaires, such as PHQ-9, anxiety
questionnaires, etc.

Ethics Statement

This study complies with the ACL Ethics Policy8.
Since the datasets are collected from Reddit and
are anonymized, privacy is respected, and no bias is
introduced. The filled questionnaires are meant to
be for initial information and used as references by
professionals, not for self-diagnosis. Dictionaries
and Grammarly were used when writing this paper,
but no AI assistance was involved in the writing or
in the programming.

Limitations

The proposed system on user writing selection
would result in datasets mostly in English; thus, the
system is limited to English-written texts. The texts
in foreign languages were filtered out; therefore,
more investigation will be needed in multilingual
settings.

We set many restrictions on context length, sam-
pling and model size due to the high requirements
of computing resources. These restrictions could
affect the performance but can be removed if more
resources are available.

In addition, all evaluations are conducted with-
out human health practitioners. It is better to have
mental health practitioners review system predic-
tions and explanations and test the system in clini-
cal settings.
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A Appendix

Question Keywords Query
Q1 sadness, sad, unhappy Sadness. I feel sad unhappy cannot stand it.
Q2 pessimism, discouraged,

hopeless
Pessimism. I feel discouraged about my future is hopeless
and will get worse.

Q3 failure, fail Past Failure. I have failed.
Q4 pleasure, enjoy Loss of Pleasure. I don’t enjoy things.
Q5 guilty Guilty Feelings. I feel guilty.
Q6 punishment, punish Punishment Feelings. I am being punished.
Q7 confidence, disappointed Self-Dislike. I have lost confidence. I am disappointed in

myself.
Q8 criticalness, critical, criti-

cize, blame, fault
Self-Criticalness. I criticize myself blame myself for my
faults.

Q9 suicidal, suicide, kill Suicidal Thoughts or Wishes. I kill myself.
Q10 crying, cry Crying. I cry.
Q11 agitation, agitate, restless Agitation. I am restless or agitated keep moving.
Q12 interest, interested Loss of Interest. It’s hard to get interested.
Q13 indecisiveness, decision,

decide
Indecisiveness. I find it difficult to make decisions.

Q14 worthlessness, worthless,
worthwhile, useful

Worthlessness. I feel worthless not useful.

Q15 energy, energetic Loss of Energy. I don’t have enough energy.
Q16 sleep, sleeping Changes in Sleeping Pattern. I sleep more or less than

usual.
Q17 irritability, irritable, angry Irritability. I am irritable.
Q18 appetite, food, eat Changes in Appetite. My appetite is greater or less.
Q19 concentration, concentrate Concentration Difficulty. It’s hard to keep my mind. I

can’t concentrate.
Q20 tiredness, fatigue, tired Tiredness or Fatigue. I am tired or fatigued.
Q21 sex Loss of Interest in Sex. I am less interested in sex.

Table A1: Queries and keywords for each question
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Answer 0 Answer 1 Answer 2 Answer 3
Q1 27 (30%) 47 (52%) 11 (12%) 5 (5%)
Q2 22 (24%) 34 (37%) 20 (22%) 14 (15%)
Q3 22 (24%) 35 (38%) 18 (20%) 15 (16%)
Q4 28 (31%) 33 (36%) 23 (25%) 6 (6%)
Q5 34 (37%) 32 (35%) 12 (13%) 12 (13%)
Q6 60 (66%) 13 (14%) 11 (12%) 6 (6%)
Q7 28 (31%) 17 (18%) 23 (25%) 22 (24%)
Q8 28 (31%) 27 (30%) 23 (25%) 12 (13%)
Q9 41 (45%) 37 (41%) 7 (7%) 5 (5%)
Q10 42 (46%) 23 (25%) 8 (8%) 17 (18%)
Q11 37 (41%) 31 (34%) 14 (15%) 8 (8%)
Q12 28 (31%) 32 (35%) 8 (8%) 22 (24%)
Q13 38 (42%) 21 (23%) 16 (17%) 15 (16%)
Q14 38 (42%) 21 (23%) 20 (22%) 11 (12%)
Q15 17 (18%) 32 (35%) 28 (31%) 13 (14%)
Q16 17 (18%) 36 (40%) 24 (26%) 13 (14%)
Q17 38 (42%) 31 (34%) 16 (17%) 5 (5%)
Q18 32 (35%) 30 (33%) 15 (16%) 13 (14%)
Q19 29 (32%) 25 (27%) 25 (27%) 11 (12%)
Q20 21 (23%) 34 (37%) 21 (23%) 14 (15%)
Q21 51 (56%) 18 (20%) 11 (12%) 10 (11%)
Total 678 (35%) 609 (32%) 354 (19%) 249 (13%)

Table A2: Statistics of labels in the training data for depression estimating
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Instructions:

This questionnaire consists of 21 groups of statements. Please read each group of state-
ments carefully, and then pick out the one statement in each group that best describes the way you
feel.
If several statements in the group seem to apply equally well, choose the highest number for that
group.

1. Sadness
0. I do not feel sad.
1. I feel sad much of the time.
2. I am sad all the time.
3. I am so sad or unhappy that I can’t stand it.

2. Pessimism
0. I am not discouraged about my future.
1. I feel more discouraged about my future than I used to be.
2. I do not expect things to work out for me.
3. I feel my future is hopeless and will only get worse.

3. Past Failure
0. I do not feel like a failure.
1. I have failed more than I should have.
2. As I look back, I see a lot of failures.
3. I feel I am a total failure as a person.

4. Loss of Pleasure
0. I get as much pleasure as I ever did from the things I enjoy.
1. I don’t enjoy things as much as I used to.
2. I get very little pleasure from the things I used to enjoy.
3. I can’t get any pleasure from the things I used to enjoy.

5. Guilty Feelings
0. I don’t feel particularly guilty.
1. I feel guilty over many things I have done or should have done.
2. I feel quite guilty most of the time.
3. I feel guilty all of the time.

6. Punishment Feelings
0. I don’t feel I am being punished.
1. I feel I may be punished.
2. I expect to be punished.
3. I feel I am being punished.

7. Self-Dislike
0. I feel the same about myself as ever.
1. I have lost confidence in myself.
2. I am disappointed in myself.
3. I dislike myself.

Figure A1: Beck’s Depression Inventory (part 1)
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8. Self-Criticalness
0. I don’t criticize or blame myself more than usual.
1. I am more critical of myself than I used to be.
2. I criticize myself for all of my faults.
3. I blame myself for everything bad that happens.

9. Suicidal Thoughts or Wishes
0. I don’t have any thoughts of killing myself.
1. I have thoughts of killing myself, but I would not carry them out.
2. I would like to kill myself.
3. I would kill myself if I had the chance.

10. Crying
0. I don’t cry anymore than I used to.
1. I cry more than I used to.
2. I cry over every little thing.
3. I feel like crying, but I can’t.

11. Agitation
0. I am no more restless or wound up than usual.
1. I feel more restless or wound up than usual.
2. I am so restless or agitated that it’s hard to stay still.
3. I am so restless or agitated that I have to keep moving or doing something.

12. Loss of Interest
0. I have not lost interest in other people or activities.
1. I am less interested in other people or things than before.
2. I have lost most of my interest in other people or things.
3. It’s hard to get interested in anything.

13. Indecisiveness
0. I make decisions about as well as ever.
1. I find it more difficult to make decisions than usual.
2. I have much greater difficulty in making decisions than I used to.
3. I have trouble making any decisions.

14. Worthlessness
0. I do not feel I am worthless.
1. I don’t consider myself as worthwhile and useful as I used to.
2. I feel more worthless as compared to other people.
3. I feel utterly worthless.

15. Loss of Energy
0. I have as much energy as ever.
1. I have less energy than I used to have.
2. I don’t have enough energy to do very much.
3. I don’t have enough energy to do anything.

Figure A1: Beck’s Depression Inventory (part 2)
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16. Changes in Sleeping Pattern
0. I have not experienced any change in my sleeping pattern.
la. I sleep somewhat more than usual.
lb. I sleep somewhat less than usual.
2a. I sleep a lot more than usual.
2b. I sleep a lot less than usual.
3a. I sleep most of the day.
3b. I wake up 1-2 hours early and can’t get back to sleep.

17. Irritability
0. I am no more irritable than usual.
1. I am more irritable than usual.
2. I am much more irritable than usual.
3. I am irritable all the time.

18. Changes in Appetite
0. I have not experienced any change in my appetite.
la. My appetite is somewhat less than usual.
lb. My appetite is somewhat greater than usual.
2a. My appetite is much less than before.
2b. My appetite is much greater than usual.
3a. I have no appetite at all.
3b. I crave food all the time.

19. Concentration Difficulty
0. I can concentrate as well as ever.
1. I can’t concentrate as well as usual.
2. It’s hard to keep my mind on anything for very long.
3. I find I can’t concentrate on anything.

20. Tiredness or Fatigue
0. I am no more tired or fatigued than usual.
1. I get more tired or fatigued more easily than usual.
2. I am too tired or fatigued to do a lot of the things I used to do.
3. I am too tired or fatigued to do most of the things I used to do.

21. Loss of Interest in Sex
0. I have not noticed any recent change in my interest in sex.
1. I am less interested in sex than I used to be.
2. I am much less interested in sex now.
3. I have lost interest in sex completely.

Figure A1: Beck’s Depression Inventory (part 3)
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Mean Min Max
Training-Q1 183.78 31.00 890.00
Training-Q2 276.74 37.00 958.00
Training-Q3 177.38 32.00 743.00
Training-Q4 206.89 39.00 1505.00
Training-Q5 171.72 32.00 994.00
Training-Q6 177.67 27.00 1171.00
Training-Q7 197.49 41.00 923.00
Training-Q8 161.58 44.00 783.00
Training-Q9 245.66 27.00 962.00
Training-Q10 112.19 27.00 445.00
Training-Q11 268.56 33.00 1502.00
Training-Q12 159.20 43.00 567.00
Training-Q13 211.44 25.00 851.00
Training-Q14 201.67 39.00 759.00
Training-Q15 248.41 35.00 716.00
Training-Q16 207.50 50.00 744.00
Training-Q17 217.79 31.00 1406.00
Training-Q18 177.93 32.00 630.00
Training-Q19 223.30 45.00 866.00
Training-Q20 228.73 49.00 960.00
Training-Q21 276.11 61.00 811.00
Training-All 2122.86 287.00 11039.00
Test-Q1 304.71 36.00 1020.00
Test-Q2 413.99 43.00 2312.00
Test-Q3 237.18 29.00 1261.00
Test-Q4 274.61 33.00 945.00
Test-Q5 246.57 28.00 955.00
Test-Q6 250.69 26.00 1154.00
Test-Q7 314.34 42.00 1091.00
Test-Q8 232.59 33.00 693.00
Test-Q9 329.64 26.00 1703.00
Test-Q10 206.88 21.00 978.00
Test-Q11 382.46 37.00 1579.00
Test-Q12 225.05 28.00 960.00
Test-Q13 295.59 22.00 1571.00
Test-Q14 283.14 30.00 1083.00
Test-Q15 357.49 34.00 1115.00
Test-Q16 253.56 42.00 768.00
Test-Q17 322.65 25.00 1080.00
Test-Q18 230.90 40.00 857.00
Test-Q19 321.32 38.00 1022.00
Test-Q20 345.68 41.00 1665.00
Test-Q21 367.70 52.00 1467.00
Test-All 2561.28 202.00 11424.00

Table A3: Statistics of text length of the cleaned data (top-5)
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Mean Min Max
Training-Q1 29.69 5.00 181.00
Training-Q2 51.88 5.00 234.00
Training-Q3 26.08 4.00 245.00
Training-Q4 36.30 4.00 255.00
Training-Q5 28.13 4.00 266.00
Training-Q6 31.40 4.00 693.00
Training-Q7 31.10 5.00 314.00
Training-Q8 31.19 4.00 331.00
Training-Q9 43.63 5.00 305.00
Training-Q10 25.19 4.00 213.00
Training-Q11 50.84 6.00 260.00
Training-Q12 27.90 5.00 146.00
Training-Q13 34.90 4.00 159.00
Training-Q14 35.27 5.00 255.00
Training-Q15 47.36 5.00 260.00
Training-Q16 44.61 5.00 260.00
Training-Q17 37.88 4.00 304.00
Training-Q18 35.23 4.00 260.00
Training-Q19 40.43 5.00 245.00
Training-Q20 59.67 4.00 382.00
Training-Q21 47.08 4.00 204.00
Training-All 524.31 77.00 2261.00
Test-Q1 56.11 4.00 438.00
Test-Q2 84.61 6.00 438.00
Test-Q3 37.94 4.00 321.00
Test-Q4 44.86 5.00 438.00
Test-Q5 40.58 4.00 405.00
Test-Q6 42.67 5.00 532.00
Test-Q7 60.31 4.00 438.00
Test-Q8 46.88 4.00 509.00
Test-Q9 76.28 4.00 438.00
Test-Q10 38.52 4.00 326.00
Test-Q11 77.05 6.00 887.00
Test-Q12 43.34 4.00 429.00
Test-Q13 59.45 5.00 752.00
Test-Q14 57.23 6.00 438.00
Test-Q15 78.53 6.00 438.00
Test-Q16 59.17 6.00 398.00
Test-Q17 76.19 4.00 446.00
Test-Q18 38.81 4.00 242.00
Test-Q19 65.39 7.00 367.00
Test-Q20 63.86 5.00 398.00
Test-Q21 90.78 6.00 445.00
Test-All 742.86 61.00 2777.00

Table A4: Statistics of text length of the cleaned data (top-1)
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Question Rephrased symptom
Q1 how sad the user feels
Q2 how discouraged the user is about future
Q3 how much the user feels like a failure
Q4 how much the user loses pleasure from things
Q5 how often the user feels guilty
Q6 how much the user feels punished
Q7 how much the user feels disappointed about him/herself
Q8 how often the user criticizes or blames him/herself
Q9 how much the user thinks about killing him/herself
Q10 how often the user cries
Q11 how much the user feels restless or agitated
Q12 how much the user loses interest in things
Q13 how difficult the user to make decisions
Q14 how much the user feels worthless
Q15 how much the user loses energy
Q16 how much the user experienced changes in sleeping
Q17 how much the user feels irritable
Q18 how much the user experienced changes in appetite
Q19 how difficult the user to concentrate
Q20 how much the user feels tired or fatigued
Q21 how much the user loses interest in sex

Table A5: Rephrased symptoms on the BDI questionnaire
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