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Abstract

There is growing interest in utilizing large lan-
guage models (LLMs) in the field of mental
health, and this goes as far as suggesting auto-
mated LLM-based therapists. Evaluating such
generative models in therapy sessions is essen-
tial, yet remains an ongoing and complex chal-
lenge. We suggest a novel approach: an LLM-
based digital patient platform which generates
digital patients that can engage in a text-based
conversation with either automated or human
therapists. Moreover, we show that LLMs can
be used to rate the quality of such sessions by
completing questionnaires originally designed
for human patients. We demonstrate that the
ratings are both statistically reliable and valid,
indicating that they are consistent and capable
of distinguishing among three levels of thera-
pist expertise. In the present study, we focus
on motivational interviewing, but we suggest
that this platform can be adapted to facilitate
other types of therapies. We plan to publish the
digital patient platform and make it available to
the research community, with the hope of con-
tributing to the standardization of evaluating
automated therapists.

1 Introduction

The rapid advancements in large language mod-
els (LLMs) have created unprecedented opportu-
nities for their application in clinical psychology.
Our study focuses on utilizing these models in the
context of motivational interviewing to develop
LLM-based patients with varied and intricate pa-
tient characteristic profiles, aiming to emulate the
dynamics of real-world therapeutic interactions.

Motivational Interviewing (MI) is a psycho-
therapeutic technique designed to aid individu-
als in addressing their ambivalence toward behav-
ioral change, employing a collaborative and client-
centered approach (Miller and Rollnick, 1993).
This study seeks to replicate the complex inter-
play between patient and therapist using LLMs,

thereby offering a new perspective on therapeutic
communication, as well as a practical method for
evaluating attempts at automating psychological
counselors.

Traditionally, MI sessions are assessed by
mental-health professionals using specific coding
and evaluation frameworks, like the Motivational
Interviewing Skills Code (MISC)1 and the Moti-
vational Interviewing Treatment Integrity (MITI).2

These coding frameworks are designed to cap-
ture the nature of responses given by the ther-
apist during their conversation with the patient.
Using these coding frameworks for evaluation is
labor-intensive, as it requires professionals to read
through the conversations and assign codes to each
utterance. Furthermore, randomized control trials
intended to evaluate clinical protocols are exceed-
ingly costly and time-consuming due to the human
burden. Given this context, LLM-based evaluation
appears timely.

To find an automated method for evaluating a
therapist’s performance, one approach could be
to use similarity metrics. These would compare
the automatic therapist’s responses with those of
professionals in similar therapist-patient scenarios.
This approach faces two major challenges: first,
creating a comprehensive set of “gold-standard”
conversations is difficult due to the extensive vari-
ability in potential scenarios; additionally, current
text-similarity metrics are primarily tailored for
comparing semantic similarity, rather than assess-
ing how a response influences the overall objectives
of the therapy.

To address these challenges we take a different
approach. We created digital patients using LLMs
and explored their potential in evaluating the ef-
fectiveness of therapeutic sessions. In our exper-
iments, we have created 96 patient characteristic

1https://casaa.unm.edu/tools/misc.html
2https://motivationalinterviewing.org/sites/

default/files/miti4_2.pdf
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profiles, each defined by specific characteristics
such as targeted behavioral change, gender, initial
level of motivation and so forth. The feasibility of
using LLM-based patients was assessed via three
types of therapists, each represented by an LLM.
These therapists were configured with varying lev-
els of therapeutic skills: poor, average and expert.
Here we evaluate whether the LLM-based patient
could assess the three types of LLM-based thera-
pists accordingly, in a controlled environment, and
we aspire to extend this evaluation to real-life set-
tings involving human therapists in future research.

Using the conversations conducted between the
LLMs representing patients and therapists, we de-
sign a new evaluation metric, based on pre-existing
self-report questionnaires intended for humans, to
ensure a comprehensive assessment of the conver-
sation’s quality. For every conversation, a third
LLM-based agent was utilized for the question-
naire response. This agent is provided with the
conversation between the therapist and the patient,
as well as the questionnaire itself. Through statis-
tical analysis, including methods frequently used
in self-report questionnaire analysis to test their
reliability (e.g., Cronbach’s alpha) and validity, our
study aims to shed light on the efficacy of LLMs in
mimicking patient-like therapeutic communication.

In the following sections, we will first provide
some background and discuss related work. Then,
we will describe our methodology in detail. Fi-
nally, we will summarize the results obtained from
conducting several experiments.

2 Related Work

2.1 The use of LLMs in Mental Health

There is an increasing interest in applying LLMs
in the field of psychology. In a recent perspective,
Demszky et al. (2023) provide an overview of how
LLMs can be beneficial in the field of psychology,
particularly for improving measurement, diagnosis,
and treatment methods. The authors address sev-
eral challenges associated with the use of LLMs in
this context and emphasize the necessity for further
research to fully realize their potential in psycho-
logical applications.

A significant challenge discussed is the eval-
uation of LLMs. Traditional evaluation tech-
niques, which focus on text generation tasks us-
ing similarity functions, are deemed insufficient for
psychology-related applications. Demszky et al.
(2023) thus propose two alternative methods for

a more effective evaluation: 1) Expert evaluation,
which involves mental-health professionals assess-
ing the model’s output, considering their expertise
and professional judgment; and 2) Impact evalua-
tion, a method to evaluate the model’s output based
on its effect within the context of a specific psy-
chological task, focusing on the practical impact of
the language model’s contributions. Ji et al. (2023)
drew similar conclusions, particularly focusing on
the application of LLMs in mental health. They
stressed the importance of a judicious and consider-
ate approach when utilizing LLMs in this domain.
Their perspective is that LLMs should be seen as
tools that compliment, rather than seek to replace,
human expertise in mental health.

2.2 LLMs as Human Participants

Recent studies have begun exploring the possibil-
ity of LLMs as substitutes for human participants
in psychological settings, mainly for training and
evaluation purposes. Dillion et al. (2023) explore
the potential and caveats of replacing human par-
ticipants by LLMs, and provide an example case
study indicating that LLMs are highly correlated
with humans in moral judgement. They discuss the
need to simulate multiple “personalities”, which
we address below. Aher et al. (2022) demonstrate
a range of such studies, in which LLMs replace
human participants such as ultimatum game, lin-
guistics, replicating Milgram’s obedience studies,
and “wisdom of the crowds”. Similarly to our ap-
proach, the input to the model is demographics
and task, and the model is expected to carry out
the task using a relatively simple zero-shot prompt.
We suggest that this line of research, investigating
the viability and effectiveness of LLMs in roles
traditionally filled by humans, can be extended to
areas such as therapeutic interactions, diagnostic
processes, or other mental health text-based tasks.

2.3 Dialogue Evaluation Techniques

Evaluating the performance of LLMs in dialogue
generation raises some unique challenges. Unlike
tasks with clear-cut answers, dialogues inherently
involve subjectivity, nuance, and a need for con-
textual understanding. The complexity of dialogue
evaluation is compounded by the necessity to as-
sess not just factual accuracy, but also the rele-
vance, coherence, and emotional intelligence of
the responses. While there are established metrics
for evaluating various aspects of language mod-
els, their applicability to dialogue generation, es-
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pecially in therapeutic contexts like our study on
LLM-generated motivational conversations, is lim-
ited.

BERTScore (Zhang et al., 2019) leverages the
BERT language model to calculate a similarity
score between the generated text and a reference
text. It does this by comparing the contextual em-
beddings of words in both texts and computing their
cosine similarity. This metric is effective for tasks
where reference texts are available for comparison.
However, in our case of generating therapeutic con-
versations from scratch, we lack these reference
points. Similarly, MAUVE (Pillutla et al., 2021)
analyzes the quality of generated text by compar-
ing the distribution of latent representations of the
generated text with a set of reference texts. It uses
statistical techniques to measure how closely the
generated text aligns with the style and content
of the references. While insightful for tasks with
ample reference material, MAUVE’s effectiveness
diminishes in our scenario. Given the unique and
individualized nature of each therapeutic conversa-
tion, assembling thousands of accurate reference
examples is impractical.

Giorgi et al. (2023) suggest metrics based on
established psychology of human communication
and relationships. They demonstrate that their
suggested metrics are uncorrelated with “classical”
NLP metrics (such as BERTScore or BLEURT),
thus indicating that they capture complimentary
information.

Liu et al. (2023) developed “ChatCounselor”, an
LLM designed to offer support in various mental
health scenarios. To evaluate the performance of
ChatCounselor, the authors employed OpenAI’s
GPT-4. They compiled a set of specific questions to
test the capabilities of ChatCounselor, using GPT-
4’s responses as a benchmark for evaluation.

3 Method

In this section, we describe the methodology used
to generate the conversations between the thera-
pists and the patients, using LLMs. Our approach
involves creating distinct patient characteristic pro-
files through prompt engineering for an LLM. For
all the experiments reported in this paper we use
OpenAI’s GPT-3.5-turbo-1106. All together, we
constructed 96 unique patient characteristic pro-
files, varying across multiple parameters such as
gender, age, targeted behavioral change (such as
smoking or obesity), the duration of the habit, pre-

vious attempts at managing it, and the level of co-
operation in motivational sessions.

To test the validity of our approach, the patients
engaged with three types of therapists, each repre-
senting a different level of therapeutic skill: poor,
average, and expert.

The conversations between a therapist and a pa-
tient were crafted carefully, with each interaction
generated utterance by utterance.3 This approach
ensures that every utterance not only logically fol-
lowed the previous one but also stays true to the
distinct patient characteristic profiles of the partici-
pants. Importantly, the LLMs used for the therapist
and patient in each interaction were different and
independent, allowing for authentic responses in
line with their predefined role in the conversation,
i.e., patient and therapist, and characteristic traits.
Therefore, substituting the LLM-based therapist
with a human therapist who interacts through a
chat console represents the logical progression and
something we aim to explore in future work.

In the prompts for both patient and therapist, we
incorporated instructions on how to end the conver-
sation. After a conversation ended, we recorded it
and submitted it for evaluation. This evaluation was
conducted within a fresh LLM session which was
tasked with answering two questionnaires regard-
ing satisfaction with the session and the alliance
between patient and therapist, essentially filling
in questionnaires that are typically expected from
human patients.

In the following sections we provide details
about the prompt we used for each agent.

3.1 Patients
The patients in our study are designed with a set of
key parameters, each contributing to the distinctive-
ness of the patient’s characteristic profile. These
parameters include:

1. Gender: male or female.

2. Age: old or young.

3. Problem the patient is dealing with: smoking
or obesity.

4. Duration of the problem: a few months or
many years.

5. Efforts to solve the problem: never at-
tempted or attempted many times.

3In this context, an utterance refers to one speech turn in
the conversation.
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6. Cooperation level: low, high and, starts low
and gradually increases during the conversa-
tion.

There are 96 combinations of parameter settings,
with each one representing a unique patient char-
acteristic profile, characterized by a distinct set of
challenges and attitudes towards counseling.

The system prompt is implemented with a tem-
plate such that the options above are filled in; Fig-
ure 1 is an example of a system prompt for a patient
with a specific characteristic profile.

3.2 Therapists
In order to evaluate the validity of our digital pa-
tients we created simple therapist agents. These are
not intended to be fully functional or state of the
art automatic/LLM-based professional therapists;
rather, they are intended to serve as place hold-
ers for more sophisticated automated counseling
systems.

Our approach involves creating three types of
motivational therapists—poor, average and expert—
each customized to exhibit varying levels of empa-
thy, understanding, and professional conduct based
on the definition of therapist expertise outlined in
(Miller and Rollnick, 1993). These are typically
evaluated by professionals using the coding frame-
works we mentioned above. Here are the therapist
categories we established for this study:

1. Poor Therapist: programmed to exhibit poor
understanding of patient needs and issues,
lacks empathy, and displays judgmental at-
titudes.

2. Average Therapist: represents an average
level of therapeutic skill, balancing between
understanding and occasional lapses in empa-
thy.

3. Expert Therapist: exemplifies ideal thera-
peutic conduct, characterized by deep em-
pathy, excellent understanding, and non-
judgmental support.

Each therapist characteristic profile is created
using detailed prompt engineering, ensuring con-
sistent and distinct behavior aligned with their des-
ignated skill level. The prompt is designed to facil-
itate dynamic interactions, allowing the therapist
to respond to a wide range of patient characteristic
profiles and scenarios. An example of the system
prompt given to the LLM to create a poor therapist
appears in Appendix B.

You are speaking with a motivational
interviewing counselor therapist, and
you are the patient in this
conversation. Your name is James,
and you are a 24 year old male. In
the beginning of the session, you
are less cooperative, but as the
session progresses, you become more
cooperative and more motivated to
change. You have been smoking for
a few months, and it has become a
daily habit. You are increasingly
concerned about the impact of smoking
on your health. You tried many times
to quit smoking before, but you had
difficulty maintaining abstinence.
You have experienced withdrawal
symptoms like irritability, anxiety,
and cravings. You always end up
relapsing. In your answer, please
avoid repetitions and unnecessary
loops in the conversation. In
your answer, please avoid repeating
expressions of gratitude or similar
sentiments multiple times if you’ve
already expressed them during the
conversation. You should only end
the session when at least one of
the following conditions is met.
If you need to end the session,
write "SESSION ENDED" followed by the
condition number: 1. If you notice
that the therapist is wrapping up the
session. 2. If you are satisfied
and believe that you gained enough
knowledge during this session.

Figure 1: The system prompt we provide to the LLM
to define a young male who has been smoking for a
few months and desires to quit. He has made several
unsuccessful attempts to quit in the past. His initial level
of cooperation is set as low, but it gradually increases
throughout the course of the conversation.

3.3 Conversation Generation

The conversation is generated step-by-step, where
each step produces one utterance. The process be-
gins with providing the therapist’s system prompt
to the LLM, which then generates the first utterance.
After the first utterance is produced, we provide the
patient’s system prompt to the LLM, but this time it

4



is concatenated with the therapist’s initial utterance.
Importantly, each step involves a fresh instance of
the LLM without any memory from the previous
step. The complete context needed for each step
is contained within that step’s specific prompt. In
the third step, we use the therapist’s system prompt
again, now adding it to the entire conversation gen-
erated so far. We continue this process step by step,
alternating between the system prompts of the ther-
apist and the patient, each time appending the full
ongoing conversation. The generation process is
over when either the therapist or the patient indi-
cates the end of the session, as per the guidelines
set out in the prompt.

3.4 Evaluation
Once a conversation is concluded, we pass it on
to a fresh LLM session, prompted to respond to
two questionnaires aimed at evaluating the qual-
ity of the treatment provided by the therapist. For
each questionnaire, all the questions are combined
into a single, comprehensive prompt. This prompt
includes a detailed description of each question
and some general instructions for the model, which
are concatenated with the content of the therapy
conversation. The LLM is directed to provide its
responses on a scale ranging from 1 to 5. These re-
sponses are then extracted from the LLM’s output
and systematically organized into a questionnaire
results sheet, enabling a structured assessment of
the therapy session’s quality. The first question-
naire contains five questions regarding the overall
satisfaction of the session, inspired by Fitzpatrick
et al. (2017). The second questionnaire assesses
the working alliance between patient and therapist
and it contains 17 questions taken from Hatcher
and Gillaspy (2006).

The full set of questions is provided in Appendix
A. Figure 2 provides an example of the prompt
used for evaluation.

3.5 Experimental Settings
In order to demonstrate the performance of our
digital patients, we conducted an experiment where
these patients were involved in MI sessions with
three different LLM-based therapists.

In our study, every possible combination of the
six patient characteristics is utilized, culminating
in 96 distinct patient prompts. For each unique set
of patient characteristics, we conduct three sepa-
rate dialogues, corresponding to each category of
therapist quality: poor, average, and expert. In to-

You are a professional therapist,
the conversation below is between a
patient, [PATIENT] and a therapist
[THERAPIST]. You need to evaluate the
conversation by rating each question
with a single number on a scale of 1-5
with 1 being the worst and 5 being the
best. Near each question there is an
explanation of what the question aims
for and providing examples of good
and bad therapist responses in the
conversation.
1. The therapist gave me a sense
of who he was. This question
seeks to understand if the therapist
provided a sense of identity or
persona. Good response example:
The therapist maintains a consistent
vocabulary, style of writing, or
approach that allows patients to
understand its characteristics or
personality. Bad response example:
The therapist’s responses vary widely
in vocabulary, writing or approach,
making it difficult for patients to
form a consistent understanding of
the therapist’s ’persona’.
2. <...>
Conversation:
<...>
Evaluation:

Figure 2: The system prompt we provide to the LLM
for evaluating the quality of the treatment provided by
the therapist.

tal, this approach leads to the generation of 288
conversations, calculated as 96× 3 = 288.

To assess reliability, we report Cronbach’s alpha,
which is computed based on the responses given by
the LLM to the questions in the two questionnaires.
This statistical measure is typically used to assess
the reliability of a questionnaire. In our study, we
use it to provide insights into the internal consis-
tency of the LLM’s responses. Additionally, we
test the model with two reversed questions, which
are often introduced into questionnaires to test for
acquiescence bias as well as participant attention.

For validity, we first test whether the model can
distinguish between the three levels of therapist
skills. In other words, we examined whether the an-

5



swers given to the questions for conversations with
poor, average and expert therapists reflect these
quality differences, and if so, are the differences
among the levels significant. Additionally, a clin-
ical psychologist with expertise in MI reviewed a
randomly selected subset of 30 conversations and
responded to the same questions from the two ques-
tionnaires, on behalf of the (digital) patients. The
expert was not aware of the category of the thera-
pist in each conversation. We then compared the
expert’s responses to those provided by the LLM,
employing basic correlation metrics to understand
the alignment between the human expert and the
LLM’s assessments. This comparison helps in de-
termining the extent to which the LLM’s responses
are valid and aligned with professional judgments
in the context of MI.

4 Results

4.1 Session Length

As described, we let the models—mostly the
therapist—decide when to stop the session; oth-
erwise we forced the session to terminate after 50
turns (100 utterances), which only happened on 2
out of 288 occasions.

Tables 1 and 2 provide the average utterance and
word count over the 288 generated conversations.
Analysis indicates an extension in session duration
concurrent with therapist improvement. A one-way
ANOVA yielded a statistically significant variance
in utterance counts across the three proficiency cat-
egories (F = 81.6, p < 0.001). Subsequent post-
hoc comparisons using Tukey’s HSD test revealed
that each category pair (poor vs. average, and aver-
age vs. expert) demonstrated significant differences
(p = 0.0001 and p = 0.003, respectively).

Comparable trends were noted in the analysis
of word count, albeit exclusively attributed to the
therapists. The one-way ANOVA indicated a sta-
tistically significant difference in word counts be-
tween therapist categories (F = 94.3, p < 0.001).
Furthermore, post-hoc comparisons employing
Tukey’s HSD test revealed significant differences
between all pairs of therapist categories (p < 0.001
for each comparison). The ANOVA results re-
veal significant variations in patient word count
across different therapist categories (F = 26.0,
p < 0.001). Post-hoc analyses indicate a signifi-
cant discrepancy in patient responses to the ’poor’
therapist compared to the ’average’ and ’expert’
therapists (p < 0.001). However, the comparison

between the ’expert’ and ’average’ therapists did
not yield a statistically significant difference in pa-
tient word count (p = 0.4).

Mean Std
Poor 12.92 2.69
Average 17.80 4.85
Expert 19.81 3.63

Table 1: Count of utterances in a conversation, catego-
rized by the therapist level.

Therapist Patient
Mean Std Mean Std

Poor 374.58 94.75 329.44 98.13
Average 507.78 131.0 430.16 135.57
Expert 619.1 138.35 439.62 113.23

Table 2: Word count in a conversation broken down by
therapist level.

4.2 Reliability

In order to assess the reliability of the model’s rat-
ings we computed Cronbach’s alpha; this is a com-
mon practice to assess the reliability of a question-
naire in social science, and it measures the internal
consistency in rating similar questions. Reliability
analysis of the two questionnaires demonstrated
exceptionally high Cronbach’s alpha coefficients,
indicating strong internal consistency. Specifically,
Cronbach’s alpha was 0.97 for Questionnaire 1 and
0.98 for Questionnaire 2. This confirms that the rat-
ing model is consistent in filling on questionnaires
regarding the generated conversations.

We also conducted an ancillary experiment using
Amazon Mechanical Turk (MTurk) to further eval-
uate the motivational sessions; however, a small
pilot study revealed problems. We presented the
Turkers with the working alliance questionnaire
(17 items), which included two key modifications
designed to test their attentiveness. First, we added
two reversed questions, essentially the inverses of
two existing questions in the questionnaire. This
modification was implemented to detect whether
the Turkers were paying careful attention to the
content of each question, or if they were merely
filling in responses based on a pattern or assump-
tion. We also incorporated two extra questions into
the questionnaire. We inserted a specific instruc-
tion in the middle of the task, asking the Turkers
to mark these questions with the value ’1’. This
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instruction was intended as a direct test to ascertain
whether the participants were thoroughly reading
the conversation and following the provided guide-
lines. The results of this experiment were revealing.
Unfortunately, 19 out of 20 Turkers failed identify-
ing the reversed questions and 20 out of 20 failed in
following the specific instruction for the additional
questions. As a result of this failure, we did not
proceed with the plans to use Mechanical Turk for
evaluation; this serves as a reminder of the chal-
lenges in human studies with non-expert coders for
dialogue evaluation, and the need for automated
tools.

4.3 Validity
The LLMs were asked to fill in two questionnaires
per conversation. Both questionnaires used in our
study are structured such that the response scale
is consistent in its meaning across all questions: a
response of 1 always indicates an aspect of the treat-
ment that was not effective or satisfactory, while a
response of 5 indicates an aspect of the treatment
went very well. This uniformity in the response
scale ensures clarity and ease of interpretation, al-
lowing for straightforward assessment of the thera-
pist’s performance.

Figures 3-4 display the mean and standard error
across all responses to Questionnaires 1 (session
satisfaction) and 2 (therapist-patient alliance), re-
spectively.

The distinctions between therapist categories
were found to be highly significant, as established
by a one-way ANOVA and subsequent Tukey post-
hoc tests. Specifically, for Questionnaire 1, the
ANOVA yielded F = 67.6 (p < 0.001), and post-
hoc analysis also indicated p-values less than 0.001.
Similarly, for Questionnaire 2, the ANOVA showed
F = 169.3 (p < 0.001), and the post-hoc tests mir-
rored these results with p-values less than 0.001.
These findings demonstrate the potential of LLMs
as reliable indicators for evaluating therapist qual-
ity.

4.4 Human Evaluation
A trained clinical psychologist (M.Z.) reviewed
30 randomly selected sessions and completed the
questionnaires on behalf of the digital patient, in
a manner similar to that of the LLM. The expert,
who is a co-author of this paper, conducted the
coding “blindly,” meaning they were unaware of
the category of the therapist associated with each
session.

Figure 3: Mean response values of patient models to
Questionnaire 1 (session satisfaction), categorized by
the therapist skill level. Error bars designate mean stan-
dard error.

Figure 4: Mean response values of patient models to
Questionnaire 2 (therapist-patient alliance), categorized
by the therapist skill level. Error bars designate mean
standard error.

The sample sessions exhibited high internal con-
sistency, as evidenced by Cronbach’s alpha values:
0.97 and 0.96 for the expert, and 0.95 and 0.97 for
the LLM, for Questionnaires 1 and 2, respectively.
Given this high level of internal consistency, the
responses from both questionnaires were averaged
into a single variable for each. The correlation
analysis revealed a moderate positive correlation
between the expert and the LLM in Questionnaire
1, addressing session satisfaction, with a coefficient
of 0.65 (p < 0.001) as depicted in Figure 5. A
stronger positive correlation of 0.84 (p < 0.001)
was observed in Questionnaire 2, focusing on the
working alliance, as shown in Figure 6.

In our subsequent analysis, we amalgamated the
22 questions from both questionnaires, despite their
disparate origins. The resulting Cronbach’s alpha
values indicate a very high internal consistency for
both the human expert and the Language Learning
Model (LLM), at 0.97 and 0.98 respectively. This
high level of consistency implies that the two ques-
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tionnaires may be assessing the same underlying
psychological construct. Consequently, their inte-
gration into a single metric appears justified, which
we propose to interpret as an indicator of therapist
quality.

Figure 5: Correlation between human expert and model
for a subset of 30 sessions; Questionnaire 1 (session
satisfaction).

Figure 6: Correlation between human expert and model
for a subset of 30 sessions; Questionnaire 2 (working
alliance).

Along with the quantitative analysis, a qualita-
tive examination was preformed by the clinical ex-
pert, revealing noteworthy themes pertaining to the
sessions. Notably, the LLM-based patient demon-
strated a consistent tendency to respond courte-
ously even in situations where the LLM-based ther-
apist exhibited dismissive or offensive behavior.
Furthermore, the advice proffered by the LLM-
based therapist exhibited a repetitiveness in all ses-
sions characterized by a limited scope; for exam-
ple, primarily focusing on breathing techniques
and exercise as means of alleviating anxiety with-

out elaborating alternative options. This lack of
tailored recommendations was evident across di-
verse patient profiles, indicating a uniformity in the
therapeutic guidance provided by the LLM. Both
of these identified themes align with expectations
associated with LLMs.

5 Discussion

There is growing interest in applying LLMs as au-
tomated therapists (e.g., Lai et al. 2023; Stade et al.
2023), as well as attempts at commercial products.
However, caution is required, especially as LLMs
are not fully understood and can be unpredictable;
it is crucial to develop robust, reliable and valid
methods for measuring their quality.

Provided that existing similarity based metrics
are probably not sufficient, we suggest using digital
patients as an evaluation platform. In this study, we
propose measuring the quality of a chat-based ther-
apist, automated as per our research but applicable
to human therapists as well, by engaging them in
motivational interviews with our digital patients.
We show that a digital patient, implemented using
an LLM, can fill in questionnaires related to such
sessions, and that the ratings are both reliable and
valid. In this study, we demonstrate that the model
can distinguish among three levels of therapist ex-
pertise; future work will have to determine if the
measurement can be further refined. The validity of
the digital patients is enhanced by a human expert
analysis; future work will need to involve more
systematic blind evaluation by multiple experts.

We note that the variance in the rating by the
LLM is very low. This is reflected in very high
Cronbach’s alpha values, close to 1, whereas hu-
man studies rarely yield values over 0.9. Thus,
while we provide a wide range of digital charac-
teristic profiles, we do not claim that our platform
replaces a complete human population. Increas-
ing variance in the model responses, to obtain a
better approximation of a human population can
be achieved by simple statistical methods such as
adding noise or model temperature. However, our
goal in this study is not to replace human partic-
ipants for psychological studies (as discussed by
Dillion et al. (2023)); rather, our main goal is to
allow for a standard, reliable and valid method for
evaluating digital therapists. To that end, we intend
to make the digital-patient platform available, and
hope it can be further extended, explored, and uti-
lized by the community to ensure responsible use
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of AI in mental health and clinical psychology.

5.1 Ethical Considerations

All data utilized in this study were generated
through artificial intelligence. This approach en-
sures the complete anonymization and privacy of
individuals, as the conversations between the digi-
tal therapist and the digital patient, along with their
distinct characteristic profiles, were entirely syn-
thetic and not based on real human interactions.
By employing prompt engineering to construct var-
ied therapist and patient characteristic profiles, we
avoided the ethical complexities and privacy con-
cerns associated with the use of personal, sensitive,
or identifiable data often encountered in clinical
research. Furthermore, our methodology sidesteps
the potential risks of inadvertently revealing per-
sonal health information, ensuring compliance with
privacy regulations and ethical research standards.

NLP research in mental health raises major ethi-
cal concerns, especially with regards to the privacy
of patients. As a result there is a scarcity of real-life
datasets, which in turn constrains the development
of generative models and evaluation methods. Us-
ing synthetic patients can be an important step in
overcoming these challenges, if indeed it can be
shown that they replace human patients, at least in
specific aspects. Of course, caution is necessary
when utilizing LLMs for mental health, as they
are often unpredictable and not fully understood or
fully controlled.

6 Limitations

A notable limitation of this study is its constrained
scope of human evaluation, as the assessment of the
sample sessions was conducted by only one expert.
We hope to extend this evaluation with multiple
human experts, which will facilitate systematically
comparing human-human agreement vs human-AI
agreement.

Additionally, our method provides an evaluation
on a single dimension: session quality. While we
consider this the most critical measurement and use
two different questionnaires for it, it might be bene-
ficial to broaden the method to encompass multiple
evaluation dimensions and employ a more diverse
range of questionnaires. Furthermore, our quality
measurement of the therapist is based on only three
levels of quality, poor, average, and expert; a more
refined scale may be desired.

As mentioned in Section 4.4, the digital patients

exhibit a relatively narrow scope of advice. In a
similar vein, the numeric ratings assigned to the
sessions demonstrate limited variance, a point elab-
orated upon in the discussion section.

Finally, we are aware of the possibility of gener-
ating text which may be considered as problematic,
particularly in sensitive domains such as mental
health. Although our experiments did not observe
this issue, it is crucial to acknowledge that GPT-3.5,
despite its implemented safeguards, may still spo-
radically generate inappropriate responses. This
remains an area for continuous vigilance and im-
provement. These limitations are typical of current
LLMs. The extent of their impact and the need
for additional research will vary depending on the
specific use case.
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A Appendix: Questionnaires

The two questionnaires automatically rated by the
LLM appear in Table 3.

B Appendix: Therapist Prompt

Figure 7 provides the prompt used for a poor thera-
pist, as an example.

You are a very poor motivational
interviewing counselor named David.
You have difficulty understanding the
patient’s problems. You are not
empathetic towards them, and you
tell the patient what you think
they should do. You are judgmental
and critical of the patients’
shortcomings. In your answer, please
avoid repetitions and unnecessary
loops in the conversation. In
your answer, please avoid repeating
expressions of gratitude or similar
sentiments multiple times if you’ve
already expressed them during the
conversation. You should only end
the session when at least one of
the following conditions is met.
If you need to end the session,
write "SESSION ENDED" followed by
the condition number: 1. If you
believe that you have provided the
appropriate treatment to the patient
and have nothing else to advise in
the current session. 2. When time is
up.

Figure 7: The system prompt we provide to the LLM to
define a poor therapist.
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Questionnaire 1 (session satisfaction)
Q1 Your overall satisfaction with the chat?
Q2 Your overall satisfaction with the content of the chat?
Q3 To which extent do you feel the chat facilitated motivation?
Q4 Did you learn anything?
Q5 To what extent was this learning relevant to your everyday life?

Questionnaire 2 (working alliance)
Q1 The therapist gave me a sense of who it was.
Q2 The therapist revealed what it was thinking.
Q3 The therapist shared its feelings with me.
Q4 The therapist seemed to know how I was feeling.
Q5 The therapist seemed to understand me.
Q6 The therapist put itself in my shoes.
Q7 The therapist seemed to be comfortable talking with me.
Q8 The therapist seemed relaxed and secure when talking with me.
Q9 The therapist took charge of the conversation.
Q10 The therapist let me know when it was happy or sad.
Q11 The therapist didn’t have difficulty finding words to express itself.
Q12 The therapist was able to express itself verbally.
Q13 I would describe the therapist as a “warm” communication partner.
Q14 The therapist did not judge me.
Q15 The therapist communicated with me as though we were equals.
Q16 The therapist made me feel like it cared about me.
Q17 The therapist made me feel close to it.

Table 3: The questions posed to the LLM for evaluating the performance of the therapist.
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Abstract

Depression is a global concern suffered by mil-
lions of people, significantly impacting their
thoughts and behavior. Over the years, height-
ened awareness, spurred by health campaigns
and other initiatives, has driven the study of
this disorder using data collected from social
media platforms. In our research, we aim to
gauge the severity of symptoms related to de-
pression among social media users. The ulti-
mate goal is to estimate the user’s responses
to a well-known standardized psychological
questionnaire, the Beck Depression Inventory-
II (BDI). This is a 21-question multiple-choice
self-report inventory that covers multiple topics
about how the subject has been feeling. Mining
users’ social media interactions and understand-
ing psychological states represents a challeng-
ing goal. To that end, we present here an ap-
proach based on search and summarization that
extracts multiple BDI-biased summaries from
the thread of users’ publications. We also lever-
age a robust large language model to estimate
the potential answer for each BDI item. Our
method involves several steps. First, we employ
a search strategy based on sentence similarity to
obtain pertinent extracts related to each topic in
the BDI questionnaire. Next, we compile sum-
maries of the content of these groups of extracts.
Last, we exploit chatGPT to respond to the 21
BDI questions, using the summaries as contex-
tual information in the prompt. Our model has
undergone rigorous evaluation across various
depression datasets, yielding encouraging re-
sults. The experimental report includes a com-
parison against an assessment done by expert
humans and competes favorably with state-of-
the-art methods.

1 Introduction

Nowadays, numerous individuals in the world suf-
fer from diverse mental conditions that disrupt their
cognition and conduct and, ultimately, represent
a detriment to their quality of life (Kessler et al.,

2017). As an illustration, depression stands out
as one of the most prevalent mental disorders, po-
sitioning itself as a primary catalyst for suicidal
tendencies (Mathers and Loncar, 2006). A major
depressive disorder is a significant medical condi-
tion that has adverse effects on emotions, thoughts,
and behaviors. Depression induces feelings of sad-
ness and a diminished interest in previously enjoy-
able activities. This condition can result in various
emotional and physical challenges, impacting one’s
ability to perform effectively both in the workplace
and at home (APA, 2020). Currently, only approx-
imately 20% of those afflicted receive necessary
early intervention, with a significant proportion of
mental health expenditures allocated to the main-
tenance of psychiatric institutions as opposed to
activities encompassing detection, prevention, and
recovery (Renteria-Rodriguez, 2018). Given these
circumstances, there exists an urgent need to de-
sign effective approaches for the early detection
of depression, aiming to avoid harm to individuals
suffering from this condition.

The ubiquity of social media data has paved the
way for data-driven research in the field of men-
tal health analysis (Ríssola et al., 2021; Skaik and
Inkpen, 2020). A significant portion of individ-
uals conduct the bulk of their social interactions
within the digital realm crafted by social media
platforms such as Facebook, Twitter, Reddit, and
Instagram. Nowadays, researchers have access to
extensive corpora of online dialogues on diverse
topics. This wealth of data holds particular signif-
icance in medicine, where progress in our under-
standing of mental health could directly contribute
to life-saving quality-of-life measures and improve-
ments.

Exploiting public interactions offers a valuable
avenue for comprehending depression, thereby am-
plifying the potential to identify individuals dis-
playing depressive indicators and facilitating pro-
fessional intervention (Ríssola et al., 2021; Crestani

12



et al., 2022a). Diverse techniques rooted in Natural
Language Processing (NLP), Text Classification
(TC), and Information Retrieval (IR) have been
employed to discern signs of depression, with a
particular focus on linguistic and sentiment analy-
sis (Crestani et al., 2022b). However, most of the
existing studies have been confined to distinguish-
ing between a depression group and a control group
(two-class classification) and provide no further ex-
planation or explicit standardized signs that health
professionals can analyze. Furthermore, conven-
tional strategies have demonstrated their effective-
ness in detecting depressive individuals based on
their textual interactions (Velupillai et al., 2019),
but they heavily rely on the intricate process of fea-
ture engineering (e.g., by extracting optimal user
attributes that reflect the subject’s feelings and psy-
chological state). However, the NLP landscape has
radically evolved in recent years, with the ascent
of Large Language Models (LLMs). New models,
such as chatGPT, have gained immense popular-
ity due to their capacity to deliver zero-shot and
few-shot predictions across diverse tasks1. This
ability stems from the LLMs’ augmented scale,
with a huge number of parameters that inherently
empower them to encapsulate the subtleties inher-
ent in massive amounts of textual data. This be-
comes particularly pivotal when confronting lin-
guistic data, given the inherent variance in word
significance dependent on the context. To prop-
erly exploit current LLMs to support BDI-based
screening, the parametric knowledge of the LLM,
which provides a sophisticated understanding of
human language, needs to be enriched with user-
specific interactions related to standardized depres-
sion symptoms. This is precisely the main goal of
our research. More specifically, this study designs
effective search strategies to mine BDI-biased sum-
maries from the users’ posting history and proposes
the utilization of LLMs for quantifying levels of
depression.

Our approach can be regarded as a retrieval-
then-read method (Zhu et al., 2021) that augments
the LLM knowledge with personalized BDI-biased
summaries built for each category of the BDI-II
questionnaire. BDI (Beck et al., 1961) is a recog-
nized psychological instrument designed to assess
the manifestation of 21 depressive symptoms, such
as sadness, pessimism, or loss of energy. We can
summarize our contributions as follows:

1OpenAI. (2023). chatGPT. https://chat.openai.com/chat

1. We extract relevant sentences related to differ-
ent topics of depression to measure the sever-
ity of signs of depression among social media
users.

2. We explore the use of summaries for each
group of sentences to provide an estimated
answer to each question in the BDI question-
naire.

3. We empirically evaluate the proposed model
and provide quantitative and qualitative evi-
dence of its robustness for the evaluation of
depression levels. This includes a comparison
against a human expert (trained psychologist),
who was also presented with the BDI-biased
summaries.

2 Related Work

The examination of public mental health via so-
cial media has experienced significant growth in
recent years (Ríssola et al., 2021; Skaik and Inkpen,
2020; Guntuku et al., 2017). Recent research has
focused on depressive symptom detection to en-
hance mental health models, highlighting their po-
tential to enhance performance, general applica-
bility, and interpretability (Crestani et al., 2022a;
Parapar et al., 2023). For instance, in Nguyen et al.
(2022), the authors introduced methods for iden-
tifying depression that incorporate various levels
of constraints based on the symptoms outlined in
the PHQ9 questionnaire, a tool used by clinicians
for screening depression. Their experiments, con-
ducted across three social media datasets, revealed
that their model can adapt to unfamiliar data, sur-
passing a conventional BERT-based approach. An-
other study (Pérez et al., 2022a) presented an ap-
proach for automatically gauging the severity of
depression in social media users. This research
team tackled the task of quantifying the intensity of
depression indicators and explored using neural lan-
guage models to capture different facets of a user’s
writings. They presented two alternative method-
ologies to assess the sensitivity of symptoms in
terms of the user’s willingness to openly discuss
them. The first method relies on global language
patterns from the user’s posts, while the second
method seeks direct mentions of symptom-related
concerns. Both techniques led to automatic esti-
mates of the overall BDI-II score. Furthermore, in
Pérez et al. (2022b), an efficient semantic pipeline
was introduced for evaluating depression severity
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in individuals based on their social media content.
The authors selected a sample of user sentences to
create semantic rankings. The approach was sup-
ported by a reference index of training sentences
that correspond to depressive symptoms and sever-
ity levels. Subsequently, they employed the sen-
tences derived from these rankings as evidence for
predicting the severity of symptoms in users.

In a different direction, Zhang et al. (2022) intro-
duced a method for screening risky posts guided by
psychiatric scales. This method identified posts that
exhibit risk factors associated with the dimensions
outlined in clinical depression scales, providing a
basis for a comprehensible diagnosis. To enhance
the transparency of predictions, this team proposed
a Hierarchical Attentional Network integrated with
BERT, known as HAN-BERT.

In recent years, with the proliferation of Large
Language Models (LLMs), there has been a re-
sponse to the limitations observed in psychologi-
cal knowledge by developing specialized language
models that offer improved accuracy in providing
psychological advice (Li et al., 2023). Such en-
deavors have sparked our interest in exploring the
potential of LLMs to respond to questionnaires re-
lated to depression symptoms and compare them
with the assessment done by an expert psychologist.
Our approach can be seen as a novel application
of retrieve-then-read methods for LLMs (Nishida
et al., 2018; Izacard and Grave, 2021), where the
parametric LLM model is conditioned by personal-
ized summaries for each user.

3 Proposed Approach

The objective of this research consists of estimating
the level of depression from a thread of users’ posts
(Losada et al., 2019). Additionally, we contrast our
estimates with the answers provided by an expert
psychologist, who is also presented with user-level
evidence mined from social media. To that end,
we summarize the post history of each user, and
our model estimates the response to each BDI item
based on the evidence found in BDI-specific sum-
maries. The approach consists of three main steps:

1. Extraction of relevant sentences for each of
the 21 topics of the BDI questionnaire.

2. Generation of a BDI-biased summary from
each group of sentences.

3. Estimation of the response to each BDI ques-
tion using a large language model.

Figure 1: Beck’s Depression Inventory. This question-
naire consists of 21 items related to various symptoms
of depression. The figure shows three examples.

The BDI (Beck et al., 1961) consists of a series
of multiple-choice questions or statements about
various symptoms and attitudes related to depres-
sion (see Figure 1). Respondents are asked to se-
lect the statement that best describes their feelings.
Each item in the BDI is assigned a score, ranging
from 0 to 3, with higher scores indicating more
severe symptoms2. An overall depression score
is obtained by summing the scores for all items.
The higher the total score, the more severe the de-
pression is considered to be. This psychometric
assessment has been widely employed as a depend-
able method for gathering high-quality data from
various sources, including online sources (Choud-
hury et al., 2013; Guntuku et al., 2017).

3.1 Extraction of relevant sentences for each
BDI item

The first step involves the extraction of relevant
sentences for each topic in the BDI questionnaire.
First, we convert each question of the BDI to
an embedding representation using sentenceBERT
(Reimers and Gurevych, 2019), a modification
of the pre-trained BERT that yields semantically
meaningful sentence embeddings. For each topic,
we take the possible responses and the title of the
BDI item to create embedding representations. The
objective is to create a dictionary of embeddings
that represents the BDI questionnaire.

For each social media user, we segment his
thread of publications and measure the similarity
between the user’s sentences and the embeddings

2https://www.ismanet.org/doctoryourspirit/pdfs/Beck-
Depression-Inventory-BDI.pdf
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Figure 2: Searching for relevant sentences in the user’s history. The sentences are grouped by BDI topic and the
resulting set of sentences might contain sentences with different polarity.

in the dictionary by applying cosine similarity be-
tween each pair of vectors.

Finally, to select candidate sentences for each
BDI topic, we empirically establish a threshold of
0.4 and choose the sentences whose similarity is
higher than this threshold. A user’s sentence is
selected for the BDI item as long as it is similar to
at least one of the embeddings in the BDI item’s
group. Figure 2 illustrates this selection process.
We can see how the method seeks sentences that
are on-topic concerning each BDI item. Note that
it can select on-topic sentences with a negative or
positive valence. For example, the sentence "Hik-
ing all day in the mountains was worth it, but my
legs are officially jelly now" is relevant to tiredness
but, in this case, describes a pleasing activity done
outdoors.

3.2 Generating summaries of the extracted
sentences

The next step is to create a summary for each group
of selected sentences. The idea is to present the
LLM with condensed information for each BDI
item. LLMs typically have a token input limit and,
thus, we cannot feed them with an arbitrarily large
sequence of sentences. Restricting the analysis to
succinct summaries is also beneficial for reducing
the effort required from the human psychologist in
her assessment.

For summarization, we used BART, a denois-
ing autoencoder for sequence-to-sequence models
(Lewis et al., 2020). It uses a standard Transformer-
based architecture, which can be seen as a gener-
alization of both BERT (due to the bidirectional

encoder) and GPT (with the left-to-right decoder).
More specifically, we employed the model that was
obtained by fine-tuning BART on the SAMSum
dataset3. The SAMSum dataset contains about 16k
messenger-like conversations and summaries. The
conversations were created and written down by
linguists fluent in English. The style and register
are diversified, and conversations could be infor-
mal, semi-formal, or formal, and they may contain
slang words, emoticons, and typos. This represents
a language style that is similar to the one in Reddit
publications. With the trained model, for each topic
of the BDI, we fed the group of relevant posts to
BART and generated a summary.

3.3 Estimating the responses of the BDI
questionnaire

The last step consists of answering the BDI ques-
tionnaire for each user using the generated sum-
maries. To that end, we prompted chatGPT (for
these experiments we used the GPT, versions 3.5-
turbo-0613 and 4) with the summary and proper
instructions. For each user, the prompted questions
were processed within a continuous chat. The an-
swer to each BDI question was obtained by parsing
the LLM’s output. In Figure 3, we can see two ex-
amples of these prompts. chatGPT is instructed to
select the option that best describes the user’s text
(the corresponding summary). The options are the
answers to each topic within the BDI, ranging from
0 to 3. For illustrative purposes, we added to the
figure the answer the user selected for that question
(marked with a blue arrow). At the bottom, we can

3https://huggingface.co/datasets/samsum
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Figure 3: Prompt questions examples. The text repre-
sents the summary of the posts and the blue arrow is the
answer selected by the user.

also see the answer predicted by chatGPT and a
description of why the model chose that answer.
We can see that the model can generally approx-
imate the answers by having the right context in
the summary. If the model provided an answer that
was not in the range of the possible responses then
the output was taken as 0, which represents the ab-
sence of negative signs for the corresponding BDI
item.

Additionally, to contrast the automatic estimates
and performance of the large language model, we
also gave the summaries to an expert in the field
and asked her to provide her estimated responses
to the questionnaires.

4 Experimental Settings

4.1 Data collections

For evaluation, we employed the data sets from the
eRisk 2019-2021 evaluation tasks (Losada et al.,
2019, 2020; Parapar et al., 2021) on measuring
the severity of the signs of depression. The task
consists of estimating the level of the 21 standard-
ized depression symptoms based on a thread of
user posts. The collection contains a self-report
BDI inventory filled by each user in the collection
and the users’ publications on Reddit. The 2019
dataset consists of 20 users, while 2020 and 2021
have 70 and 80 users respectively. This dataset
contains an average number of posts per user of
518 and an average number of words for each post

of 40. To select the sample, the creators of these
datasets asked online users (particularly within cer-
tain mental health subreddits) to fill out the BDI
questionnaire and to give consent to analyze their
public interactions. These BDI questionnaires act
as the ground truth to contrast the questionnaires
filled by the system or by the health expert.

Pre-processing: We performed a simple pre-
processing on the user-generated texts by lowercas-
ing all words and removing special characters like
URLs, emoticons, and hashtags.

4.2 Metrics
Given the set of test users, their real BDI question-
naires and the automatic BDI questionnaires, the
following effectiveness measures were calculated:

Average Hit Rate (AHR): Hit Rate (HR) is a
rigorous metric that calculates the proportion of the
21 instances in which the automated questionnaire
provides identical answers to those in the actual
questionnaire. For instance, if an automated ques-
tionnaire yields 5 matches, the HR would be 5/21.

Average Closeness Rate (ACR): The Closeness
Rate (CR) comes into play because the BDI re-
sponses represent an ordinal scale. If the actual
user’s response was "0" and a system responds
with "3" then it should incur a more significant
penalty compared to a system that responds with
"1". For each question, the CR calculates the ab-
solute difference (ad) between the actual and auto-
mated responses (e.g., ad = 3 for S1 and ad = 1
for S2), subsequently transforming this absolute
difference into an effectiveness score using the for-
mula: CR = (mad − ad)/mad. Here, mad rep-
resents the maximum absolute difference, the total
count of potential answers minus one.

Average Difference in Overall Depression Lev-
els (ADODL): While the preceding metrics evalu-
ate the systems’ capability to respond to each ques-
tion in the BDI survey, the difference in overall de-
pression level (DODL) takes a different approach.
It does not focus on question-specific matches or
disparities. Instead, it calculates the cumulative
depression level (sum of all responses) for both
the authentic and automated questionnaires. Next,
it determines the absolute difference (ad_overall)
between the two depression scores. The overall
depression score is between 0 and 63 and, thus,
DODL is obtained as a normalized score in [0,1]
as follows: DODL = (63− ad_overall)/63.

Depression Category Hit Rate (DCHR): In
Psychology, it is standard practice to organize the
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overall depression scores into the following cat-
egories: Minimal Depression (depression levels
0-9), Mild Depression (depression levels 10-18),
Moderate Depression (depression levels 19-29),
and Severe Depression (depression levels 30-63).
The final metric of effectiveness involves calcu-
lating the proportion of test users where the auto-
mated questionnaire assigned a depression category
that matched the category determined by the actual
questionnaire. These four metrics were the official
metrics in the eRisk task described above and, thus,
we adopted them to validate our summarization-
based solution.

4.3 Alternative estimates

As alternative estimates of the level of severity of
each depression symptom, we adopted the follow-
ing strategies (all variants, including the human
expert, received each BDI summary and the target
question as input):

Human Expert: As argued above, we compare
the model’s predictions with an expert’s predic-
tion that reads the same sequence of BDI-biased
summaries. The expert is a psychologist who was
presented with the summaries and was asked to
fill in the response to each BDI item. This alterna-
tive estimation helps to measure how similar the
answers of the system and the human (e.g., using
Cohen’s kappa score).

T5: It is a well-known model that incorporates
an encoder and a decoder, and it was pre-trained on
a diverse set of data, including both unsupervised
and supervised tasks (Raffel et al., 2020). Each
task was transformed into a text-to-text format to
fit with the model’s structure. This model was also
fine-tuned on QASC for question answering (via
sentence composition) downstream tasks.

BERT-SQuAD: BERT large model4 that was
fine-tuned on the SQuAD dataset (Rajpurkar et al.,
2016) for question answering.

5 Evaluation

Table 1 shows the results of our approach and all
baseline methods over the three datasets. It in-
cludes two variants of chatGPT (versions 3.5 & 4),
the alternative automatic methods (BERT-SQuAD
and T5), and the expert’s evaluation. All variants
used the same summaries to respond to the BDI

4https://huggingface.co/bert-large-uncased-whole-word-
masking-finetuned-squad

questions. Note that all metrics range in [0, 1] and
the higher the better.

One noteworthy observation is that both variants
of ChatGPT obtained better results than the other
automatic models when it came to fine-grained
metrics that compute the effectiveness over individ-
ual questions (AHR, ACR). These results highlight
how close the answers given by these two mod-
els are to the answers provided by the users. The
chatGPT models tend to yield high values in the
ACR metric. This is an important outcome since
ACR focuses on the closeness between the real and
automated responses, and a system with high ACR
might have some potential to understand the feel-
ings of the individual about the BDI symptom and
develop psychological screening tools accordingly.
On the other hand, BERT-SQuAD excelled in terms
of global metrics (ADODL, DCHR) that focus on
the divergence between the overall estimates of
depression. It’s noteworthy that ChatGPT version
3.5 consistently excels in producing responses that
closely align with user input, while, version 4 tends
to perform better when evaluated using broader
global metrics, possibly owing to its enhanced ca-
pacity for generalizing information.

Still, there is much room for improvement in ac-
curately predicting human responses. This is partly
due to limited data availability, as there are many
BDI topics that are not discussed or disclosed on
social media. In any case, it is important to note
that some automatic systems were on par with (or
superior to) the assessment is done by human ex-
perts. In fact, the best automatic systems yielded
equivalent performance to the expert psychologist
in the fine-grained metrics (AHR and ACR) and
better performance in the overall depression esti-
mates (ADODL and DCHR).

In any case, the overall predictions (as reflected
by DHCR) do not match those of the real surveys
and this suggests that some BDI symptoms are
difficult to grasp.

Regarding the time required, the expert took ap-
proximately 30 to 42 hours for each dataset (ap-
proximately 35 minutes per user). Instead, the
LLMs took around 2-3 minutes to answer each
user’s questions. This signifies a substantial re-
duction in time, showcasing a pivotal advantage of
automated methods that can facilitate the screen-
ing processes. By optimizing the extraction and
analysis through computational tools, health profes-
sionals have the opportunity to allocate their saved
time to the most confusing cases or just to review
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Models AHR ACR ADODL DCHR
eRisk 2019

T5 0.2619 0.6198 0.7643 0.1000
BERT-SQuAD 0.2714 0.5963 0.7740 0.2833
chatGPT-3.5 0.3857 0.6675 0.7278 0.2000
chatGPT-4 0.3404 0.6556 0.7635 0.2000
expert 0.3833 0.6603 0.7270 0.2000
participants (mean) 0.3345 0.6416 0.7454 0.2611
participants (best) 0.4143 0.7127 0.8103 0.4500

eRisk 2020
T5 0.3211 0.6578 0.7857 0.2143
BERT-SQuAD 0.3210 0.6325 0.7947 0.2714
chatGPT-3.5 0.3748 0.6766 0.7315 0.1857
chatGPT-4 0.3571 0.6728 0.7934 0.2143
expert 0.3694 0.6667 0.7082 0.1571
participants (mean) 0.3432 0.6688 0.7963 0.2807
participants (best) 0.3830 0.6941 0.8315 0.3571

eRisk 2021
T5 0.2369 0.6008 0.7377 0.2125
BERT-SQuAD 0.2155 0.5605 0.7351 0.2000
chatGPT-3.5 0.2714 0.6137 0.6704 0.1375
chatGPT-4 0.2649 0.6014 0.7117 0.1125
expert 0.2500 0.5851 0.6161 0.075
participants (mean) 0.3107 0.6555 0.7586 0.2196
participants (best) 0.3536 0.7317 0.8359 0.4125

Table 1: Effectiveness results for the three datasets and comparison with the participants in the eRisk shared-task.
We bold the best result of our models and participants of each year for an easier comparison.

the output of the LLMs.

Last, we have done an additional comparison
between the predictions generated by the chatGPT
3.5 model and those of the domain expert. This
comparison allows us to understand the degree of
similarity between the respective responses. To
that end, we employed Cohen’s kappa score. The
purpose is to provide insights into the model’s per-
formance by examining its alignment with human
expertise across the entire range of users. These
scores consistently hover around 0.28 for the 2019
and 2020 datasets and 0.0648 for 2021. This value,
although modest, signifies a fair level of agreement
between our model’s predictions and those of the
expert. In the 2021 dataset, we observe a low level
of agreement; however, it is noteworthy that even in
this collection the automated systems consistently
outperformed the experts in predicting symptoms.
These agreement levels underscore the model’s ca-
pability to generate responses that align with expert
judgments, demonstrating its reliability and effec-
tiveness in providing valuable insights. While the

agreement is not high, the model’s performance
is promising, considering the inherent complexity
of the task at hand. These findings reinforce the
model’s potential to assist decision-making in the
mental health domain.

Comparison against eRisk participants: To
put these results in perspective, Table 1 also
presents a comprehensive comparison between the
models and the participants in the shared tasks of
severity estimation in the eRisk editions of 2019,
2020, and 2021. Overall, our model demonstrates a
good level of performance, outperforming the aver-
age results obtained in 2 out of 3 datasets. However,
the top-performing participants achieved higher
scores. This indicates that there is potential for
enhancing our models’ capabilities further. It is
essential to mention that the participants performed
extensive feature engineering and worked from the
entire thread of user publications. In our study, this
luxury was not extended to the LLMs or the human.
In fact, it would be infeasible to ask the expert psy-
chologist to read the entire history of posts, which
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Figure 4: The X-axis represents the 21 BDI topics. The red bars show the average severity [0,3] of the corresponding
symptom (as reflected in the ground truth) while the blue bars show the proportion of users [0,1] that had a non-empty
summary for the symptom.

consists of thousands of publications. This human
limitation motivates our work to employ advanced
mining tools and implement search techniques that
target adequate samples or key representative ex-
tracts, thus, summarizing the main themes within
the users’ history.

Nonetheless, this also opens up opportunities for
refining our model’s architecture and incorporating
additional techniques to bridge the gap between its
current performance and that of the most effective
eRisk systems.

6 Analysis and Discussion

It is important to assess the extent to which the BDI
topics have relevant sentences and the individual

impact of BDI questions on the overall depression
score. To that end, we analyze here the presence
of relevant sentences for each BDI topic and plot it
against the average rating in the ground truth (see
Figure 4). The blue bars represent the proportion of
users that had at least one relevant sentence for the
corresponding topic (i.e. a non-empty summary).
For instance, in 2019, for the topic of ’sadness’,
only 75% of the users had at least one related sen-
tence. The red bars represent the average severity
score provided by the users.

Certain themes, such as pessimism and self-
dislike, are prominent (consistently provide rele-
vant sentences for the majority of users) and tend
to receive higher severity scores compared to other
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BDI symptoms. This suggests a correspondence
between the real feelings of these users and their
social media activity (i.e., they tend to disclose
thoughts about these symptoms). Other topics,
such as loss of energy or punishment, have fewer
relevant sentences (less than half of the users have
at least one relevant sentence for these topics). In-
terestingly, in the case of energy loss, users pro-
vided high severity estimates, but the model could
not find much evidence. This highlights a signif-
icant barrier in screening depression symptoms.
If the model cannot find pertinent information on
these topics then it can hardly supply a reliable esti-
mate. In those cases, we assumed a rating of 0 and,
thus, the models might be underestimating the state
of the individual. In the future, it will be interesting
to study other alternatives, such as estimating the
overall depression scores based on partially filled
questionnaires or estimating the missing BDI symp-
toms based on the most similar symptoms.

7 Conclusions and Future Work

In this study, we address a critical global concern,
the prevalence of depression. We are committed
to inducing a positive impact on automated meth-
ods for depression screening. To that end, we need
a deeper understanding of depression symptoms
and more evidence of how the symptoms reflect
on social media. We have presented a comprehen-
sive approach that involves extracting BDI-biased
summaries from users’ publications and exploit-
ing different large language models to estimate the
responses of those users to the Beck Depression
Inventory. Our evaluation across various depres-
sion datasets yielded promising results, showcasing
our method’s potential to contribute to the under-
standing and assessment of depression. Some of
the proposed variants compete favorably with state-
of-the-art methods and expert human evaluations.
This work represents a valuable step forward in
leveraging the power of data to address mental
health challenges on a broader scale. In future
work, we want to explore the application of other
lexical resources that are even more specialized for
the task of extraction of relevant sentences, as well
as the usage of clinical data to train more special-
ized language models.

Furthermore, the primary focus of our work re-
volves around leveraging these summaries. Specifi-
cally, our interest lies in the potential application
of this tool to extract valuable linguistic indica-

tors. This application could be useful in enhancing
psychologists’ understanding of how depression
manifests in social media contexts. By delving into
linguistic patterns and cues from user-generated
content we could offer valuable insights that con-
tribute to the refinement of psychologists’ working
knowledge. We also are interested in expanding
this study to different languages, since most of the
work related to mental disorders has focused on
English.

Finally, this study represents a preliminary ex-
ploration but we believe that the ability to model
user behavior through social media analysis of-
fers promising prospects for the development of
future wellness-oriented technologies. This inno-
vative technology has the potential to function as
a preemptive warning system, conducting exten-
sive analyses and delivering pertinent information
concerning mental health without compromising
user privacy. For example, we could design local,
regional, or national estimates of the prevalence of
multiple depression symptoms, allowing authori-
ties to make informed decisions about professional
assistance, emotional support campaigns, and so
forth. Under this context, users should always re-
tain autonomy in choosing to have access to certain
recommendations or preemptive measures, empow-
ering them to make informed decisions about their
well-being.

Ethic Statement and Impact

Examining social media content raises potential pri-
vacy and ethical concerns. This research is exempt
from IRB review because we only experimented
with existing publicly available collections and did
not contact any social media users. The datasets
only contain public user interactions and we have
diligently adhered to the terms of use and user
agreements of these collections. Moreover, these
collections are anonymized. While public posts
may be freely available to anyone, individuals may
not intend for them to have a broad audience. We
have therefore paraphrased the extracts shown in
this paper. With this research, we also want to make
a positive impact on society, and one significant
contribution we may provide is to better understand
depression. Specifically, we want to learn informa-
tion that will aid mental health diagnosis and help
those challenged by mental illness.
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Limitations

It is essential to acknowledge certain constraints
inherent to this study. Notably, the research is ob-
servational, lacking access to personal and psycho-
logical data typically incorporated in risk assess-
ment investigations. Furthermore, an unavoidable
bias stems from the data source (only users who are
exposed to social media and, specifically, to Red-
dit were included in the study). Segments of the
population, such as elderly people or individuals
who consciously abstain from maintaining online
accounts or opt to keep their profiles private, cannot
be monitored.
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Abstract

Within Motivational Interviewing (MI), client
utterances are coded as for or against a cer-
tain behaviour change, along with commitment
strength; this is essential to ensure therapists
soften rather than persisting goal-related ac-
tions in the face of resistance. Prior works in
MI agents have been scripted or semi-scripted,
limiting users’ natural language expressions.
With the aim of automating the MI interactions,
we propose and explore the task of automated
identification of client motivational language.
Employing Large Language Models (LLMs),
we compare in-context learning (ICL) and in-
struction fine-tuning (IFT) with varying train-
ing sizes for this identification task. Our exper-
iments show that both approaches can learn un-
der low-resourced settings. Our results demon-
strate that IFT, though cheaper, is more stable to
prompt choice, and yields better performance
with more data. Given the detected motivation,
we further present an approach to the analysis
of therapists’ strategies for balancing building
rapport with clients with advancing the treat-
ment plan. A framework of MI agents is de-
veloped using insights from the data and the
psychotherapy literature.

1 Introduction

Prior studies in psychotherapy in NLP have fo-
cused on understanding conversational strategies
for better counselling outcomes (Althoff et al.,
2016; Pérez-Rosas et al., 2016, 2019; Zhang and
Danescu-Niculescu-Mizil, 2020). However, few
works utilise client modelling to inform the coun-
selling strategies (Li et al., 2023). Resistance to
social influence is a well-known phenomenon in
psychology. In therapies, resistance proves to be
a serious issue, limiting its effectiveness (Westra
and Norouzian, 2018). Understanding client mo-
tivational language during therapy helps explain
up to 35% in variance of treatment outcomes in
psychotherapy (Lombardi et al., 2014; Poulin et al.,

2019). Li et al. (2023) propose a data-driven anno-
tation framework of clients’ negative and positive
reactions in therapies. Their results suggest the
complexities of the task. For example, negative
reactions can be expressed via showing confusions,
shifting topics, and giving sarcastic answers. Each
category can be further considered a separate task,
and thus, learning them all jointly in one model
is challenging. Our work instead adopts the cod-
ing scheme from Motivational Interviewing (MI).
MI tailors the therapeutic interventions based on
the individuals’ motivational level using the trans-
theoretical model of stages of changes (Prochaska
and Velicer, 1997).

MI is an evidence-based client-centred approach
to strengthen one’s motivations for behaviour
change (Miller and Rollnick, 2023). Observably,
in the context of Cognitive Behavioral Therapy
(CBT), if the client language shows ambivalence,
the therapists are advised to adopt MI instead of
persisting and thus risking alliance ruptures, which
eventually leads to treatment dropout (Westra and
Norouzian, 2018; Ewbank et al., 2021). Similarly,
Forman et al. (2022) find MI is likely to backfire
if the client already shows willingness to change
early in the session, suggesting personalised inter-
ventions at different levels of motivation.

The task of predicting client motivational lan-
guage can be divided into two subtasks. The first
one, called the type task, is to detect the direc-
tion of motivation: whether the client is willing to
change or not. The other one, called the strength
task, is to detect the commitment level: if the client
is willing to change or still shows resistance, how
strong do they hold such belief?

Recently, Large Language Models (LLMs) have
demonstrated impressive capabilities on learning
with limited data (Brown et al., 2020; Chung
et al., 2022; Touvron et al., 2023). Two popu-
lar paradigms of LLM usage are via in-context
learning (ICL) (Dong et al., 2023) and instruction
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fine-tuning (IFT) (Zhang et al., 2023). Using ICL,
the models’ weights are kept frozen: no training
stage takes place. Inference is performed given
an instruction with a few or no examples. In con-
trast, IFT refers to fine-tuning the base models us-
ing instruction data and adapts the weights to the
downstream tasks.

In this paper, we first detect the types and
strength of client motivational language. Our exper-
iments utilise the AnnoMI (Wu et al., 2023) dataset,
consisting of MI dialogues annotated with the types
of client language, but not the strength. Using
MI Skill Code (Miller et al., 2003; Amrhein et al.,
2008), we obtain 178 examples with strength an-
notations, making the second task a low-resourced
one. With varying training samples, we compare
ICL and IFT, showing that both can perform under
low-resourced setting. Due to the difficulties in
optimising the prompts, IFT is arguably a better
and cheaper paradigm and has proven its capabili-
ties over ICL in few-shot learning (Liu et al., 2022;
Schick and Schütze, 2022; Logan IV et al., 2022).
Our analysis further reveals that ICL is, however,
preferable to IFT when the training data is heavily
imbalanced as ICL can exploit the massive under-
lying knowledge of LLMs to solve the task. After
obtaining the labels, we calculate the motivational
levels for client utterances in AnnoMI as well as the
distribution of next-turn therapist behaviours given
the current clients’ motivation.1

Our contributions are two-fold. First, we pro-
pose the task of detecting client motivational lan-
guage. Previous works in classifying MI codes
(Tavabi et al., 2020; Nakano et al., 2022) focus on
the type task only (i.e., the direction of motivation).
Instead, we combine it with the strength task (i.e.,
the commitment level) to give us a better estimate
of the client motivational level. To the best of our
knowledge, we are the first in NLP to adopt verbal
commitment expressions to understand speakers’
motivation in psychotherapy. Second, we demon-
strate how the detected motivation can be utilised to
automate the conversational flow of MI agents. MI
agents have been implemented in HRI and health
informatics (Pedamallu et al., 2022; Olafsson et al.,
2020a) but are either semi- or fully scripted. Our
proposed framework illustrates the potential usage
of the motivational level to create more proactive
agents for targeted therapeutic interactions.

1The code for our experiments can be found at https:
//github.com/VanHoang85/client_motivational_lang.

2 Related Work

Detecting Certainty Language: Different linguis-
tic markers of speaker commitment such as be-
lief/factuality (Diab et al., 2009; Prabhakaran et al.,
2015; Rudinger et al., 2018), modality (Pyatkin
et al., 2021), projection (de MARNEFFE et al.,
2019) have been studied by linguistic and NLP
community. Expert systems employ uncertainty
expressions, or hedges, to communicate degrees of
belief to the users (Clark, 1990), which arguably fa-
cilitates the decision-making processes (Zhou et al.,
2023). Additionally, hedges are examined to un-
derstand the social power between interlocutors
(Prabhakaran et al., 2018), rapport in peer-tutoring
(Raphalen et al., 2022), and reviewers’ confidence
in evaluating scientific papers (Ghosal et al., 2022).

Detecting MI Behaviour Codes: Automatic
detection of MI behaviour codes is a popular re-
search topic. As manual annotation is costly and
time-consuming, automated methods are expected
to assist with training by helping therapists quickly
understand the therapy sessions and thus give ef-
fective feedback (Tavabi et al., 2020; Nakano et al.,
2022). MI behaviour codes have been utilised to
assess the quality of not only MI but also CBT
sessions (Ewbank et al., 2021; Chen et al., 2021).
Linguistic features are the most popular approach
(Pérez-Rosas et al., 2017; Cao et al., 2019; Tavabi
et al., 2021; Gibson et al., 2022), yet researchers
have employed speech (Aswamenakul et al., 2018;
Singla et al., 2020; Tavabi et al., 2020) and facial
expressions (Nakano et al., 2022) in multimodal
systems. Acoustic features, however, are found to
contribute little to the prediction. In contrast, in-
tegrating both linguistic and facial information is
effective in detecting client behaviour codes.

Psychotherapist Agents: Researchers from dif-
ferent fields have studied psychotherapist agents
due to their potential to reach a large audience (Cho
et al., 2023). Das et al. (2022) fine-tuned GPT-2
on therapy videos to create a psychotherapist bot
which can offer emotional support. However, users’
feedback reveals a lack of therapeutic interactions.
MI agents have been shown to be beneficial to pro-
moting good behaviour change (Shingleton and
Palfai, 2016; Pedamallu et al., 2022). The MI con-
versational flows are all scripted or semi-scripted,
however, restricting users’ natural language expres-
sions and thus limiting the effectiveness (Galvão
Gomes Da Silva et al., 2018; Olafsson et al., 2020b;
Park et al., 2019; Brown et al., 2023). Tracking the
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user’s motivation can inform the agents on different
support strategies (Meyer, 2021) . They, unlike us,
utilise a more fine-grained annotation on the type
labels. Similarly, Li et al. (2023) hypothesise to em-
ploy a wide range of clients’ negative and positive
reactions to control the agents’ behaviours.

In-Context Learning (ICL): Introduced by
Brown et al. (2020), ICL demonstrates the few-
shot learning capabilities in which LLMs are given
a few examples as context to learn from. How-
ever, the choice and the order of the examples can
strongly influence model performance, from near
state-of-the-art to near mere chance (Zhao et al.,
2021). Prior works have offered insights into how
to select the most suitable examples (Liu et al.,
2021; Su et al., 2023), how to arrange examples in
a certain order (Lu et al., 2022), and which aspects
of the examples improve performance (Min et al.,
2022). Additionally, Su et al. (2023) argue that
retrieval-based ICL with wisely-selected demon-
strations outperforms FT with varying number of
training samples. However, their experiments are
conducted with vanilla FT, not instruction FT.

Instruction Fine-tuning (IFT): IFT boosts the
LLMs’ capabilities to generalise to unseen tasks by
fine-tuning the models on data consisting of pairs
of instruction, output in a supervised manner
(Chung et al., 2022; Zhang et al., 2023). While
ICL keeps the models’ weights frozen, IFT adapts
them to the downstream tasks. In both single and
multitask settings, instruction-tuned models need
only 25% and 6% of training data respectively to
achieve comparable performance to models trained
on 100% of target data (Gupta et al., 2023). Ar-
guably, IFT is more cost-effective and yields better
results than ICL even in low-resourced settings
(Schick and Schütze, 2022; Logan IV et al., 2022;
Mosbach et al., 2023). However, no selection strat-
egy for examples is explored. Furthermore, their
prompt setups include searching for a verbalizer
to map the models’ vocabulary to the labels: for a
sentiment analysis task, a verbalizer would map
the output Yes to the label positive and No to
negative. Our experiments do not search for the
optimal labels to reduce engineering effort and to
test the flexibility of IFT with LLMs.

3 Client Language in Psychotherapy

MI is an evidence-based therapeutic approach to
strengthen ones’ motivations for behaviour change.
In MI, commitment to change is viewed as a lead-

Figure 1: Two sample dialogues from the AnnoMI (Wu
et al., 2023) dataset. The upper one shows a strong resis-
tance from the client (i.e., labelled as “sustain” for type
and “high” for strength in our tasks). In the other dia-
logue, the client is ready to change though still reluctant
(i.e., labelled as “change” and “low” respectively).

ing indicator for behaviour change and thus, elicit-
ing verbal commitments from the client is a critical
task for therapists (Amrhein et al., 2003; Miller
and Rollnick, 2023). MI distinguishes three types
of client motivational language, which indicates
the direction of intended behaviour. They in-
clude “change” (i.e., motivation towards behaviour
change), “sustain” (i.e., resistance towards be-
haviour change), and “neutral” (i.e., no inclination
towards any direction).

Motivational language varies in commitment
strength (Amrhein et al., 2003), and can be ex-
pressed via linguistic markers of certainty (Boulat
and Maillat, 2023). Certainty is defined as the sub-
jective degree of confidence one holds about their
behaviour (Conner and Norman, 2022). For exam-
ple, high certainty markers include phrases such as

‘Without doubt”, and “for sure” while low certainty
is indicated via phrases like “I guess” and “I think”.
Two linguistic terms “boosters” and “hedges” are
commonly used to refer to high and low certainty
markers respectively. Figure 1 illustrates one ex-
ample of the client showing a strong resistance and
another of having reluctance to change.

Broader research in psychotherapy also shows
a positive correlation between strength and be-
havioural outcomes: the more one is motivated
towards a goal, the stronger the intention-behaviour
relationship (Conner and Norman, 2022), thus the
more one should act upon their intention (Rhodes
et al., 2022). Moreover, recognising the client’s
motivational language helps determine the inter-
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Figure 2: Here depict our training and inference processes. The instructions are fed into the models to learn and/or
predict the options. During training, the models should generate the correct label which is specified as different
options in the instruction. However, as the tasks are framed as generation problems, the models can still output
incorrect labels if the amount of training data is insufficient.

vention treatment, i.e., whether the therapist should
focus on addressing client’s resistance or move to
discuss action plans (Westra and Norouzian, 2018).

Despite the popularity of self-reported (i.e.,
questionnaires) measures, observational codes are
found to correlate better with treatment processes
and outcomes in MI (Lombardi et al., 2014; Poulin
et al., 2019). Moreover, the commitment strength
(i.e., the degree of certainty one holds for their ut-
terance), rather than the frequency (i.e., counting
each type), of the motivational language is a bet-
ter predictor of change (Aharonovich et al., 2008;
Campbell et al., 2010; Gaume et al., 2016). Camp-
bell et al. (2010) argue that strength, not frequency,
is related to positive outcomes as frequency fails
to capture the correct commitment. For example,
compare a highly motivated utterance “I want to
get off drugs for good” with a low one “I sort of
wish I could get off drugs”. One client utters two
times the former while another utters four times the
latter. Using frequency measure, the second client
is assigned a higher commitment level than the first
one while it should be the reverse.

4 Methodology

Our experiments are performed on (1) GPT-3.5
(Brown et al., 2020) with ICL, and (2) Flan-T5
(Chung et al., 2022) with both ICL and IFT. The
base T5 models (Raffel et al., 2020) are developed
using an encoder-decoder Transformer-based ar-
chitecture, framing all the tasks as a text genera-
tion problem and exploiting the benefits of transfer
learning to improve models’ performance. Fine-
tuned on 1800+ NLP tasks, Flan-T5-XXL is shown
to outperform the base T5-XXL model by 26.6% on

average when evaluated on 4 different benchmark
suites (98 tasks in total) (Chung et al., 2022). Ad-
ditionally, instruction-tuned Flan-T5 as a starting
checkpoint for single-task fine-tuning converges
faster and yields better performance compared
to non-instruction-tuned models (Longpre et al.,
2023).

No fine-tuning is needed for ICL as it performs
inference using the default weights of the models.
In contrast, IFT requires further training to adapt
the weights to the downstream tasks. As fine-tuning
the entire LLMs proves to be too costly, Parameter-
efficient fine-tuning (PEFT) aims to tackle this is-
sue by training the downstream tasks only on a
small number of parameters which can either be
a subset of parameters of the existing models or
newly added parameters (Lialin et al., 2023). We
employ LoRa (Hu et al., 2022), which performs
parameter update of the weight matrix by decom-
posing the weight update into lower-rank matrices
and then training them separately.

When instruction-tuned models are employed
for classification, the tasks are formulated as a text
generation problem where the models should learn
to generate the correct label for a given instruction.
Therefore, label-related information is critical to
help identify the output space (Yin et al., 2023;
Kung and Peng, 2023).

We consider a set of dialogues where each con-
sists of one therapist turn and one client turn. The
former serves as dialogue history and the models
learn to make predictions for the latter depending
on the task. One turn can be comprised of multiple
sentences but the output label is associated with
the turn, not with the sentences. Figure 1 shows
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two example dialogues. Figure 2 illustrates our
training and inference processes for IFT and infer-
ence only for ICL. The models are prompted to
produce a type and/or strength classification by
concatenating the dialogue with the corresponding
instruction template. Our goal is to automatically
detect of the types and the strength of client moti-
vational language during therapies.

5 Experiments

5.1 Dataset
Type Data: Our experiments utilise AnnoMI (Wu
et al., 2022, 2023), which is available under Public
Domain License. It consists of 133 MI conversa-
tions in 10 different topics in English which are
transcribed from YouTube demonstration videos
and annotated by experts from the MI network2.
The dataset creators conducted a post-annotation
survey, whose results show that the majority of an-
notators agree that the videos do reflect real-world
MI sessions even though the dialogues are scripted
for educational purposes.

Each client utterance in AnnoMI is assigned one
type of motivation language (i.e, “change”, “sus-
tain”, or “neutral”). The dataset is heavily imbal-
anced: the number of “change”, “sustain”, and
“neutral” utterances are 1,178, 546, and 3,093 re-
spectively. We randomly selected 600 utterances to
serve as the test set. From the remaining utterances,
the fast voke-k algorithm (Su et al., 2023) was
employed to obtain 300 most diverse samples for
the validation set and k samples for the training set,
with k ∈ {50, 100, 200, 300, 3600}.

Strength Data: MI Skill Code (MISC)3 is a
behavioral coding system, developed to assess MI
sessions. The number of samples taken from MISC
2.0 and 2.1 (Miller et al., 2003; Amrhein et al.,
2008) is 178, which is further split into 128 and 50
samples to serve as the training and validation sets
respectively. Mosbach et al. (2023) propose that
50 samples as the validation set are sufficient to
select the best performing checkpoints. The test set
is taken from the type task. Recently, researchers
have investigated GPT models in data annotation
tasks (He et al., 2023; Ding et al., 2023; Huang
et al., 2023; Gilardi et al., 2023), suggesting that
they can serve as excellent assistants to annotators
during the annotation process by providing detailed
explanations, potentially replacing crowdsourced

2https://motivationalinterviewing.org/
3https://casaa.unm.edu/tools/misc.html

workers. For the annotation of the test set, using the
MISC guidelines and the explanations generated
by GPT-3.5, we manually assign a strength value
(i.e., “high”, “medium”, or “low”) to each client
turn. Since textual information alone is insufficient,
we consult the videos to assist with the annotation
process. Details on the annotation is provided in
Appendix A.

5.2 Experimental Setup

Baselines: We employ two baselines: (1) 0-shot
ICL settings with Flan-T5-XXL4 (Chung et al.,
2022) and GPT-3.5-turbo5 and (2) traditional FT
with RoBERTa-large6 (Liu et al., 2019). RoBERTa
is trained until convergence with the default learn-
ing rate of 1e-5. As RoBERTa is among the most
popular Transformer-based encoder-type models,
we use it as a baseline to measure the performance
gain obtained on the LLMs.

ICL settings: Due to restrictions in context
length of Flan-T5-XXL, only one example is in-
cluded as demonstration. For a fair compari-
son, GPT-3.5-turbo also learns in 1-shot setting.
Retrieval-based method is utilised (Su et al., 2023)
for demonstration selection: the dialogue in the
training set which is most similar to the test dia-
logue is chosen as context.

IFT settings: We fine-tune Flan-T5-XXL with
instructions as depicted in Figure 2. We use
Weights and Bias7 to search for the best learning
rate and finally settle on 3e-4 for all models. Fur-
ther details about the training and hyper-parameter
selection are given in Appendix C.

Evaluation metrics: We employ accuracy
and F1 score macro-averaged calculated by
scikit-learn (Pedregosa et al., 2011). In the
multitask settings, the predictions for each task
are extracted from the model outputs using regu-
lar expressions. Results are reported on the test
set, using models with the best F1 scores on the
validation sets during training.

6 Experimental Results

6.1 Single-Task Learning: Type

Table 1 illustrates the results of the type task. The
performance of Flan-T5 with 0-shot corresponds
to those of RoBERTa and Flan-T5 when trained on

4https://huggingface.co/google/flan-t5-xxl
5https://platform.openai.com/docs/models/
6https://huggingface.co/roberta-large
7https://wandb.ai/
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50 100 200 300 3600

gpt-1s-icl 0.56 0.57 0.57 0.58 0.59
flant5-1s-icl 0.60 0.60 0.61 0.61 0.63
flant5-ift 0.36 0.47 0.60 0.61 0.74
roberta-ft 0.36 0.46 0.53 0.55 0.61

Table 1: F1 scores of the type task on the test set with
different training samples.

100 samples, whereas GPT-3.5 with 0-shot yields
the same score as RoBERTa trained on 200 sam-
ples. Interestingly, both GPT-3.5 and Flan-T5 with
1-shot ICL exhibit a similar behaviour: their perfor-
mances stay relatively consistent regardless of the
number of samples that can be selected as demon-
strations.

Hallucinated Output Labels: Framed as a gen-
eration problem, instruction-tuned models still can
produce ill-formed candidates despite being trained
on desirable labels: Flan-T5 trained on 50 and 100
samples generates such outputs. In contrast, ICL
even with zero shot does not suffer from this is-
sue. After the hallucinated labels are replaced with
“neutral”8, F1 scores for Flan-T5 with 50 and 100
training data jump from 0.36 and 0.47 to 0.59 and
0.62 respectively. Consequently, the new score
obtained on 100 samples completely outperforms
other ICL variants.

Unexpected Results: Observably, both ICL and
IFT obtain little performance gain as the training
data size increases. The reason could be because
our training samples are not randomly selected. As
explained in Section 5.1, the fast vote-k algorithm
by Su et al. (2023) is employed to pick the most di-
verse samples for both training and validation sets.
Their paper shows that ICL performance with this
approach is quite stable once we have enough high-
quality data. Hypothetically, the LLMs might have
already obtained the most important features from
the diverse dataset unless the models are trained on
a full dataset with thousands of examples.

Ablation with Output Space Labels: With IFT,
specifying output space labels proves crucial for
classification tasks (Kung and Peng, 2023; Yin
et al., 2023). In addition to the label list, one
can add the label description to give extra infor-
mation about the meaning of the labels. Figure

8The label “neutral” is chosen due to (1) it is the most
common labels in the dataset, and (2) in the later mapping in
Section 7, “neutral” is mapped to the zero score, and thus, will
not change the proposed motivational level.

Figure 3: Ablation studies of output space specified in
the instruction for type task. all consists of the label list
(in green) and the label description (in yellow), whereas
simplified instructions have label list only.

3 illustrates two conditions all and simplified of
our ablation studies. In contrast to Kung and Peng
(2023) who find that two conditions exhibit similar
effect, we observe that all condition (i.e., having
both label list and label description) outperforms
simplified with varying data size. Our results are
similar to those of Yin et al. (2023): the authors
hypothesise that label description might be used to
disambiguate labels with the same name but used
in different tasks.

Error Analysis: Classification reports on indi-
vidual labels reveal that both IFT and ICL strug-
gle on “sustain”: F1 scores are below 0.4 and 0.5
respectively. Additionally, IFT outperforms ICL
due to its capabilities in predicting “neutral” la-
bels: more than half of the labels belong to this
class. ICL, though, still predicts more than twice
“sustain” labels compared to IFT.

The MI type labels indicate the direction of mo-
tivation towards a certain behaviour change. They
are, however, unable to capture (1) complete re-
fusals from the clients to talk about their problems,
and (2) strategies employed to avoid discussing
difficult topics (Martin et al., 2020). In the MISC
guidelines, the latter can be coded as “change” be-
cause the clients tend to agree just to end the con-
versations. In contrast, the former behaviours are
coded as “neutral”. An inspection of the model pre-
dictions reveals that several instances of refusal and
resistance to an undefined target behaviour change
are predicted as “sustain”. This explains models’
poor performance on the “sustain” class, especially
ICL. We leave it for future works on how it might
influence the design of the MI agents.

6.2 Single-Task Learning: Strength

Results for the strength analysis are reported in
Table 2. Surprisingly, retrieval-based ICL with 1-
shot fares quite poorly, even worse than fine-tuned
RoBERTa. GPT-3.5 suffers a drop in performance
when shifting from 0-shot to 1-shot. Zhao et al.
(2021) attribute it to majority label bias in which
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Accuracy F1

gpt 0-shot 0.46 0.39
gpt 1-shot 0.40 0.34

flant5 0-shot 0.41 0.39
flant5 1-shot 0.47 0.45

flant5 ift 0.72 0.68
roberta ft 0.59 0.53

Table 2: Accuracy and F1 scores for the strength task.

GPT-3 merely reuses the class of the only example
in the instructions. However, we observe no such
phenomenon. In fact, when calculating the overlap
between model’ predictions and in-context exam-
ple’s labels, the overlap occurs in 63 samples out
of 600: GPT-3.5 does not simply repeat the label
of the example in roughly 90% of the times. The
difference in our findings and those of Zhao et al.
(2021) might be due to an upgrade from GPT-3 to
GPT-3.5. Our results suggest that fine-tuning is
still more stable and less sensitive than ICL.

Ablation with Dialogue Context: In an attempt
to understand the poor performance of ICL, we con-
duct ablation studies using: (1) only client turns as
context instead of both therapist and client utter-
ances to match the training samples, and (2) GPT-
3.5 with multiple shots using retrieval-based ICL.
The results show that a longer context history for
the test sample helps improve the ICL performance
despite some mismatch between the format of test
samples and that of the demonstrated examples.

Interestingly, increasing the number of demon-
strated examples does not always lead to higher
scores. We revisit the majority label bias claimed
by Zhao et al. (2021). Intuitively, the argument for
retrieval-based ICL is to exploit this bias by retriev-
ing the most similar examples to the test sample,
and thus reusing the majority label. Yet, we find
no such bias. An examination of the predictions
by GPT-3.5 3-shot and 4-shot reveals many cases
where all retrieved examples belong to one class
(e.g., low) but the prediction is of another (e.g.,
medium or high). In fact, by using the majority
label of the retrieved examples as prediction in-
creases accuracy from 0.42 to 0.43.

Error Analysis: Analysing the confusion ma-
trices, all the models struggle with the “high”
class, especially with the ICL variants. Never-
theless, their poor performance comes from over-
generating the “low” class. Except for Flan-T5 with

IFT, around half of the “low” predictions by GPT-
3.5 and Flan-T5 with ICL variants and RoBERTa
belong to the “medium” class instead. One possi-
ble reason is because of a large number of utter-
ances consists of multiple sentences, making the
strength levels fluctuate from one side to another.
Rationales by GPT-3.5 further imply confusions be-
tween the certainty level as a manner of expressing
one’s belief and their knowledge: one can be cer-
tain about their uncertainty (i.e., “I have absolutely
no idea about it.”). Incorporating other signals
from speech and/or facial expressions would be
beneficial to the recognition.

6.3 Multitask Learning

type strength
Acc. F1 Acc. F1

gpt 0-shot 0.53 0.49 0.41 0.38
gpt 1-shot 0.50 0.43 0.50 0.48
flant5 1-shot 0.43 0.34 0.40 0.39
flant5 ift 0.32 0.29 0.67 0.66

Table 3: Results on multitask learning.

Inspired by Varia et al. (2023), we experiment
with multitask learning where the models should
learn to predict the two tasks simultaneously. Reg-
ular expressions are employed to get the predic-
tions and replace the ill-formed labels with either
“neutral” or “medium” depending on the task. Ta-
ble 3 reports the results. These experiments use
the strength dataset (i.e., training and validation
sizes are 128 and 50 respectively). Even using only
50 samples, both ICL and IFT achieve F1 scores
higher than 0.6 while with 128 samples in multi-
task learning (MTL), 0.49 is the best F1 score. IFT
performs surprisingly poorly.

Mixing More Data: We try to mix more sam-
ples (i.e., 100, 200, and 300) from the type dataset
to investigate whether adding data improves per-
formance. However, a higher number of mixed
data results in more ill-formed outputs for the
strength task. Consequently, performance on the
type task increases while that on the strength
task decreases. Our results contradict those of Varia
et al. (2023): STL overall outperforms MTL.

Error Analysis: An examination of label dis-
tribution on both training and test sets reveals that
three variants of “neutral” (i.e., neutral high, neu-
tral medium, neutral low) make up of nearly 60%
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Figure 4: Distribution of next-turn therapist behaviours given clients’ motivational level in the current turn.

in the test set. Yet, no “neutral” samples exist in
the training set, which explains why the models
are unable to learn properly. Appendix B shows
the distribution of all 9 labels in the dataset. Nev-
ertheless, ICL appears to be less effected by this
imbalance training data: both Flan-T5 and GPT-3.5
struggle more to learn “change” or “sustain”. As
for the strength task, the performance in MTL,
though slightly lower, is still comparable to STL.

On the mixed data, the similarity in the labels of
three instructions confuses the learning: in some
cases, the correct label is “neutral” but in other
cases, it has to be “neutral high”, “neutral medium”
or “neutral low”. Due to the overwhelmed “neutral”
class, the models appear to struggle to generate the
other multi-word labels. IFT might be unsuitable
for labels with multiple words. Schick and Schütze
(2021) claim that Pattern-Exploiting Training, a
stricter variant of IFT, can only work when the
labels correspond to a single token.

7 Application to Psychotherapist Agents

An MI session consists of 4 stages: engaging, fo-
cusing, evoking, and planning (Miller and Rollnick,
2023). To control the conversational flow, Park
et al. (2019) define a fixed sequence of behaviours
for each stage. We hypothesise that MI sessions
can be automated using the detected motivational
language. We demonstrate how it can inform the
psychotherapist agents’ next moves using AnnoMI
data and MI literature.

Therapists’ Strategies: Using the best model
from our experiments, we obtain strength la-
bels and calculate the motivational levels for all
client utterances in the AnnoMI dataset (Wu et al.,
2023). We employ a scale from -3 to +3, similar to
Gaume et al. (2016). All “neutral” type equals to 0.
Strength labels “high”, “medium”, and “low” are
given levels of 3, 2, and 1 respectively while type
labels “change” and “sustain” indicate the positive
and negative directions. For example, “change-
high” is mapped to +3 while “sustain-low” is -1.

Figure 4 illustrates the distribution of the next-
turn therapist behaviour codes given the current
clients’ motivational level. We count all the possi-
ble codes in one utterance. Since the “other” be-
haviour consists mostly of facilitating languages
(e.g., Mm-hmm, Uh-uh, Yeah) and greetings, we
only compute the percentages for “Question”, “Re-
flection”, and “Input”. Observably, “reflection”
is employed frequently throughout the sessions,
nearly 50% of the times when the clients show re-
sistance (i.e. levels of -3, -2, and -1). More “input”
and “question” behaviours are displayed when the
clients are more ready to change.

Balancing Objectives in Therapies: In psy-
chotherapy, the therapists need to balance two con-
flicting goals: building therapeutic rapport with
the clients and pushing them towards task comple-
tion. Zhang and Danescu-Niculescu-Mizil (2020)
argue that each therapist utterance aims to move
backward from or forwards towards the goal. Our
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hypothesis is that the MI behaviour codes can also
be classified into rapport-building (i.e., reflections,
focusing questions) and goal-pursuing strategies
(i.e., evoking questions, inputs). Reflections are
restatements of the clients’ thoughts and feelings,
expressing the therapists’ understandings of their
inner worlds. Inputs include a wide range of sub-
behaviours such as providing information, giving
advice, offering options, and setting goals. Focus-
ing questions explore their perspectives, goals, and
values while evoking questions aim to elicit their
motivation to change. Though no distinction be-
tween focusing and evoking questions is made in
AnnoMI, our belief is that this distinction would be
beneficial to the MI agents.

Framework of the MI Agents: With insights
from the literature and the data, we would like
to propose a computational framework of the MI
agents. In an attempt to investigate who might ben-
efit from MI and who not, Forman et al. (2022)
measure the differences in clients’ language early
in the session and discover that those whose lan-
guage reflects ambivalence (i.e. low motivated),
benefit more from MI. In contrast, MI appears to
be counterproductive for those who already show
a readiness to change, suggesting that MI strate-
gies should be adapted appropriately to the clients’
presenting levels of motivation.

The transtheoretical model of stages of health
behaviour change (Prochaska and Velicer, 1997)
hypothesises the first 3 stages are precontempla-
tion (“not ready”, or resistance), contemplation
(“getting ready”, or ambivalence) and preparation
(“ready”, or motivation). We hypothesise that after
several interactions, if the detected motivational
levels are mainly -3 and -2, the client is in pre-
contemplation stage. If they are -1 or +1, it is
contemplation. And if the levels are +2 or +3, the
stage is preparation.

Once in the preparation stage, the MI agents
should employ mainly goal-pursuing behaviours
or switch to another more goal-oriented technique
such as CBT (Westra and Norouzian, 2018), while
occasionally utilising reflections and focusing ques-
tions when the users display low motivation to
maintain the therapeutic alliance. Besides rapport-
building behaviours, the agents can be programmed
to emphasising the users’ autonomy, coded as “in-
put” in the AnnoMI, when the users display signs of
the precontemplation stage. For example, “that is
your choice. I can’t make those choices for you, it

is something that you decide to do.” and “you’re
the boss. It’s up to you what you want to do with
you about your own health.”. The stage should
help inform the agents’ strategies if the detected
level is 0. Our belief is that this information can
be leveraged to design the instructions to train the
agents to exhibit more MI-adherence interactions.

Clinical Implications and Potential Applica-
tions: Training using therapy data only might be
insufficient to create psychotherapy agents as re-
vealed by Das et al. (2022): their agent shows a
lack of therapeutic behaviours and merely gives
general advice. We believe that by monitoring the
clients’ motivational levels, the agents can act in
a more proactive manner following the MI spirit.
For example, giving advice and setting goals when
the clients are ready enough and supporting them
when resistance arises. As MI is a well-regarded,
evidence-based, and widely used approach for be-
haviour change, the MI-aware agents can reduce
the system burden and facilitate treatment delivery
with lower costs to reach a wider range of users.

8 Conclusion and Future Works

Works in psychology suggest that monitoring client
motivational language is an essential skill to deliver
successful therapies. Our belief is that a motivation-
aware system would have implications for the de-
velopment of personalised healthcare agents. Our
experiments employ LLMs, and compare ICL with
IFT on varying training data sizes. Our findings
indicate that both can perform in few-shot settings
and be sensitive to the instructions. Still, we ob-
serve that with ICL, the predictions can change
when adding something totally unrelated to the task
itself (i.e., requesting a certain format of the out-
put). IFT is more stable; however, it suffers from
generating ill-formed outputs when trained with a
small number of samples. With the obtained la-
bels, we devise a computational framework for MI
agents based on the users’ motivation at stage and
utterance levels. Insights from AnnoMI data and
MI literature suggest that the agents should exhibit
mainly rapport-building behaviours when facing re-
sistance and ambivalence. Once the users indicate a
strong willingness to change, goal-pursuing strate-
gies are preferred. Rapport-building behaviours
are employed occasionally, when appropriate. In
future works, we would like to investigate how
to incorporate such information into the design of
instructions to generate therapeutic interactions.
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9 Limitations

MI practice: Our paper is inspired by the MI ap-
proach to behaviour change. We try to give general
readers a brief overview of the MI spirit, enough
to understand the rationales behind the proposed
framework. A comprehensive review of MI and/or
CBT and their validity is, however, out of scope
of the paper. We acknowledge that there exist dif-
ferent applications for MI and thus, the language
should be contextualised for different clinical sit-
uations. Nevertheless, the paper aims to show
whether and how the motivational language can
be utilised in general to direct the behaviours of
the agents theoretically and experimentally without
focusing on a particular clinical situation.

Dataset: As the conversations in the AnnoMI
dataset (Wu et al., 2023) are role-play MI videos
used for educational purposes, they might not re-
flect the real therapies in which the clients can
behave in a more unexpected manner, especially
the way they show their resistance. The language
in use is English, and thus, might be unsuitable for
other languages. Furthermore, in practice, the ther-
apists might use a mixture of different approaches,
not just MI. All these limitations can effect gener-
alisation to real-world applications. However, real
MI therapies are scarce. The AnnoMI demonstra-
tions have been judged by MI experts to reflect
real MI sessions. As our main purpose is to create
an MI agent, we would argue that high-quality MI
demonstrations should help create agents faithful
to MI practice more than real therapies with mixed
approaches.

Annotation labels: The MISC guidelines sug-
gest a fine-grained annotation based on sentences
or phrases. However, the labels are assigned to
turns, not sentences. A turn can consist of multiple
sentences but can also be unfinished sentences or
words (e.g., “-forms.”). Therefore, these samples
contain no information to help the models make
predictions. Even though classifying turns might
be desirable for speech systems, it might poten-
tially teach the models inappropriate features for
classification tasks.

Additionally, we observe many samples con-
sisting of multiple sentences whose direction and
strength of motivation can move from one end to
another as the clients speak. This explains partly
the low inter-annotator agreement on AnnoMI. Simi-
larly, in the strength task, many utterances consist
of multiple sentences whose certainty levels can go

from one extreme to the other. This poses as a huge
challenge for the annotation process.

Choice of models and prompts: As for the
model choice, we experimented with several mod-
els before settling on Flan-T5. Despite not being
the SOTA model in all tasks, the Flan-T5 family
is suitable for classification tasks. Similarly, other
Parameter-efficient fine-tuning techniques are in-
vestigated but due to their poor performance, we
did not include all the results except for LoRA.
As for the prompt formats, we could have tested
and compared different prompts. However, since
the focus is to demonstrate how the detected mo-
tivation can be utilised to automate the MI agents’
behaviours, we simply took the insights from Yin
et al. (2023) in designing the optimal prompts.

Multimodal systems: We only utilise textual
features to make predictions. Prior works suggest
incorporating visual features (i.e., facial expres-
sions) for the type task (Nakano et al., 2022) as
the client might hint their resistance by keeping
silent and/or looking away. As for the strength
task, experiments in linguistics show that acoustic
features (e.g., pitch accents) convey speaker’s com-
mitment (Michelas et al., 2016). When annotating
the test set, we do observe that whether the speaker
is fluent or hesitates about their actions can be a
signal for their certainty level.

10 Ethical Concerns

MI is a therapy originally developed to help peo-
ple change their harmful behaviours such as alco-
holism (Miller and Rollnick, 2023). Due to its
effectiveness, MI practitioners have applied it to
other fields, including those involving unethical
practices such as sales or marketing9. We acknowl-
edge that an MI-aware agent can be misused to
target low-motivated users for motivation tricks
for behaviour change that benefits the providers in-
stead of the clients (i.e., buy more products, ask for
donation against their will), just as how an MI ex-
pert can misuse the technique. Our belief is that an
MI-aware agent can, however, have positive impli-
cations for the development of intelligent systems
in the healthcare domain. Mental health is always
a big issue in modern society. Additionally, an
MI-aware agent can motivate people for positive
behaviour change such as being more physically
active (Olafsson et al., 2020a).

9https://motivationalinterviewing.org/
non-ethical-practice-mi
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A Annotation Details for the strength
Task

The annotation is conducted by the first author of
this paper, who has both bachelor and master de-
grees in Computational Linguistics. We employ the
strength rating approach similar to that of Gaume
et al. (2016). Each client utterance is first assigned
a strength value of “medium”. If the utterance con-
tains a booster word, its strength value changes
to “high”. On the contrary, if it has one or more
hedge words, it receives “low” value. The “neu-
tral” type is originally not assigned a strength value
but in our experiments, we decide to annotate it
similarly to the other two types for the sake of
completeness. Since textual information alone is
insufficient, we watch corresponding videos from
AnnoMI dataset and use speech signals and body
languages to assist with the annotation process. To
generate explanations, we use GPT-3.5 with the
following prompt “How confident and certain the
speaker is when saying $UTTERANCE$. Elabo-
rate the response.”. When the explanations are in
conflict with the annotator’s assigned values, we
further make use of explanations from ChatGPT
(accessed from November 3 to 11) with the same
prompt. Despite having the same base model as
GPT-3.5, ChatGPT’s responses are more elaborate
and able to extract and explain parts of the utter-
ances. An example is shown below:

Utterance: “I don’t know. It’s just like– My dad
was really strict on me when I was little, and I don’t
want to be like that.”

Strength value: low
GPT-3.5: “Based on the given statement, the

speaker seems fairly confident and certain about
not wanting to be like their strict father. The use
of phrases like I don’t know and It’s just like sug-
gests that the speaker is reflecting on their past
experiences and drawing a clear connection to their
current mindset. However, without further con-
text, it is difficult to determine the exact level of
confidence and certainty.”

ChatGPT: “The sentence “I don’t know. It’s
just like– My dad was really strict on me when I
was little, and I don’t want to be like that” suggests
a low to moderate level of confidence and certainty.
The speaker is expressing uncertainty or hesitation
about a topic, and is explaining that they do not
want to emulate their father’s strict parenting style.
The use of the phrase “I don’t know” conveys a
clear understanding of the speaker’s lack of cer-

tainty or clarity, and suggests a level of confusion
or indecision in their perspective. The use of the
filler words “just like” introduces a degree of hesi-
tancy or uncertainty, suggesting that the speaker is
not completely sure of their position or is cautious
about making a definitive statement. The statement

“My dad was really strict on me when I was little,
and I don’t want to be like that” conveys a clear
understanding of the speaker’s past experiences
and their desire to avoid a similar parenting style,
and suggests a level of conviction in their perspec-
tive. Overall, the speaker appears to have a low
to moderate level of confidence and certainty in
their understanding of the topic, and is expressing
a high level of hesitancy and uncertainty in their
expression.”

Researchers have suggested GPT models can
serve as excellent data annotators, potentially re-
placing crowdsourced workers (He et al., 2023;
Ding et al., 2023; Huang et al., 2023; Gilardi et al.,
2023). Similar to Huang et al. (2023) whose find-
ings show that lay people’s decisions are affected
by ChatGPT’s explanations, we notice that they are
extremely convincing. Therefore, annotators who
employ them as assistants should be experts in the
domain and understand the task clearly. For exam-
ple, the following utterance “To be frank, Mark, I
honestly don’t know. I mean, I honestly don’t know
what causes it because I’ve never had any rea-
son. It came upon me from the GP and it took me
back.” has a strength value of high: The speaker
is highly certain about his uncertainty about the
cause of the illness. ChatGPT, however, fails to
detect this subtle difference.

ChatGPT: “The speaker appears to be uncer-
tain and not confident when discussing the cause of
their condition. The use of phrases like “I honestly
don’t know” and “I’ve never had any reason” indi-
cates a lack of knowledge or understanding about
the cause of their condition. The phrase “It took me
back” suggests that the speaker was surprised or
taken aback by the diagnosis, which further implies
a lack of awareness or understanding about the con-
dition prior to the diagnosis. Overall, the speaker
seems to be expressing a sense of confusion and
uncertainty about the cause of their condition.”

B Label Distribution

Table 4 and Table 5 show the label distribution for
type and strength tasks respectively.

Table 6 shows the number of labels. In the mixed
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training (full) validation test

change 854 79 169
neutral 2372 179 355
sustain 391 42 76

Table 4: Label distribution for type task.

training validation test

high 50 20 122
medium 35 15 357
low 43 15 121

Table 5: Label distribution for strength task.

training validation test

change high 24 10 36
change medium 18 8 82
change low 24 8 51

neutral high 0 0 58
neutral medium 0 0 237
neutral low 0 0 60

sustain high 26 10 28
sustain medium 17 7 38
sustain low 19 7 10

Table 6: Label distribution for multitask learning.

datasets, we add the data with type and strength
labels but the amount of multitask data remains
unchanged.

C Training Details

GPU usage: We use Quadro RTX 8000 (48 GB
in memory) and GeForce RTX 2080 (11 GB in
memory) to fine-tune Flan-T5 and RoBERTa re-
spectively. As Flan-T5-XXL version is 45 GB, we
load it in 8 bit for both training and inference so it
can be fitted in one RTX 8000 GPU.

Flan-T5 parameters: Our hyperparameter
search for the learning rate, weight decay, and the
batch size is performed using Weights and Bias10.
The learning rate is randomly sampled from the
range of 5e-3 to 5e-5 in 30 trials on the Flan-T5-XL
version (3B parameters) instead of Flan-T5-XXL
(11B) to reduce computational costs. We settle on
3e-4 for all models. The weight decay is set to 1e-6.
The batch size is 8. We fine-tune the Flan-T5 for

10https://wandb.ai/

30 epochs using adafactor (Shazeer and Stern,
2018) as the optimiser. For other values, we use the
default from huggingface (version 4.33.1) (Wolf
et al., 2020) implementation. We use a fixed seed
for reproducibility purposes.

LoRa parameters: There is no service to search
for LoRa parameters. Therefore, we opt to use the
recommended values from huggingface commu-
nity: The LoRa rank, the alpha, and the dropout
rate is set to 16, 32 and 0.1 respectively.

Training and Inference Time: Training time
varies depending on data size. Using the full dataset
of type task (i.e., 3k6 samples), the fine-tuning
takes roughly 6 hours using early stopping. With
data size ranging from 50 to 300, it takes from 30
minutes to 3 hours for 30 epochs without early
stopping. Inference time on the test set using
Flan-T5-XXL takes roughly 2.5 hours. After merg-
ing the LoRa adapters with the original weights,
latency on the instruction-tuned models is almost
the same as the original models.

Number of parameters: We use LoRa imple-
mented in peft library11 and train on all layers.
The trained parameters for Flan-T5-XXL is around
71 millions, accounting for roughly 0.6% of the to-
tal 11 billion parameters. As for RoBERTa-large,
we fine-tune all its 354 million parameter.

D Additional Evaluation Metrics

11https://huggingface.co/docs/peft/index
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50 100 200 300 3600

Prec. Recall Prec. Recall Prec. Recall Prec. Recall Prec. Recall

gpt-1s-icl 0.56 0.59 0.57 0.62 0.58 0.63 0.58 0.63 0.59 0.65
flant5-1s-icl 0.60 0.66 0.59 0.66 0.60 0.66 0.60 0.66 0.61 0.67
flant5-ift 0.63 0.58 0.64 0.60 0.60 0.62 0.63 0.60 0.75 0.73
roberta-ft 0.40 0.37 0.48 0.47 0.53 0.53 0.55 0.54 0.68 0.58

Table 7: Precision and Recall scores of the type task on the test set with different training samples after processing
2 hallucinated outputs.

Accuracy Precision Recall F1

gpt 0-shot 0.46 0.53 0.40 0.39
gpt 1-shot 0.40 0.36 0.33 0.34

flant5 0-shot 0.41 0.49 0.48 0.39
flant5 1-shot 0.47 0.53 0.49 0.45

flant5 ift 0.72 0.70 0.66 0.68
roberta ft 0.59 0.59 0.56 0.53

Table 8: Accuracy, Precision, Recall, and F1 scores for the strength task.

type strength
Acc. Prec. Recall F1 Acc. Prec. Recall F1

gpt 0-shot 0.53 0.58 0.52 0.49 0.41 0.40 0.42 0.38
gpt 1-shot 0.50 0.49 0.45 0.43 0.50 0.50 0.47 0.48
flant5 1-shot 0.43 0.36 0.35 0.34 0.40 0.45 0.45 0.39
flant5 ift 0.32 0.32 0.51 0.29 0.67 0.66 0.67 0.66

Table 9: Results on multitask learning.
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Abstract

We present a study of the linguistic output
of the German-speaking writer Robert Walser
using NLP. We curated a corpus comprising
texts written by Walser during periods of sound
health, and writings from the year before his
hospitalization, and writings from the first year
of his stay in a psychiatric clinic, all likely at-
tributed to schizophrenia. Within this corpus,
we identified and analyzed a total of 20 lin-
guistic markers encompassing established met-
rics for lexical diversity, semantic similarity,
and syntactic complexity. Additionally, we ex-
plored lesser-known markers such as lexical
innovation, concreteness, and imageability. No-
tably, we introduced two additional markers
for phonological similarity for the first time
within this context. Our findings reveal sig-
nificant temporal dynamics in these markers
closely associated with Walser’s contempora-
neous diagnosis of schizophrenia. Furthermore,
we investigated the relationship between these
markers, leveraging them for classification of
the schizophrenic episode.

1 Introduction

Schizophrenia is a heterogeneous psychiatric disor-
der characterized by diverse symptoms impacting a
person’s perception, cognition, language and motor
functions. The disorder displays variable courses;
some patients undergo circumscribed episodes with
psychotic symptoms and either complete or in-
complete remission, while others follow a chronic
course with persistent symptoms at a relatively sta-
ble level. Typically, there is a prodromal period,
ranging from several weeks to several years, that
precedes the first psychotic episode. Symptoms in
schizophrenia can be broadly categorized into two
groups: positive symptoms, such as hallucinations,
delusions, and certain formal thought disorders like

derailment and word salad; and negative symptoms,
including poverty of speech, alogia, anhedonia, and
social withdrawal (Andreasen, 1990). In clinical
psychiatry, the diagnosis of schizophrenia is es-
tablished based on interviews and diagnostic man-
uals that provide comprehensive descriptions of
symptoms. Despite advances in modern medicine,
the absence of concrete (bio)markers for diagno-
sis and individualized treatment for schizophrenia
persists. Concurrently, patients exhibit fluctuat-
ing alterations in language production and compre-
hension that correlate with the illness’s dynamics
and severity. Despite the long history of study of
language in connection to mental illness (the first
accounts on recognizable linguistic patterns are in-
deed older than the term “schizophrenia” and even
its predecessor “dementia praecox” (Griesinger,
1845; Brosius, 1857), only the recent advances of
computational linguistics and NLP provide the nec-
essary tools and technology to analyze substantial
linguistic datasets and extract linguistic features
in an objective and replicable manner (Hitczenko
et al., 2021; Crema et al., 2022). Several authors
identify the potential of linguistic features extracted
by means of NLP as possible biomarkers of psy-
chosis (Corcoran et al., 2020; de Boer et al., 2020).
Palaniyappan (2021) emphasizes that linguistic pro-
duction not only reflects biological processes but
also incorporates social aspects. Consequently, he
contends that language can be regarded as a bioso-
cial marker. Our stance is that schizophrenia (and
mental illness in general) should not be oversim-
plified to mere biology. We view the concept of
biomarkers as an analogy, comparable to blood
sugar levels or blood pressure in somatic medicine.
Notably, a significant gap exists in the current state
of research, with no established population norms
for the NLP features. This contrasts sharply with
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the majority of biomarkers in traditional medicine.
Addressing this gap could involve adopting a per-
sonalized methodology, observing changes in lin-
guistic output over time in individual subjects.

Nowadays, NLP methodologies are commonly
used to demonstrate significant differences in the
linguistic production between participants suffering
from schizophrenia or high-risk individuals com-
pared with neurotypical participants. Furthermore,
it seems that computational linguistic features at
least partially correlate with the severity of psy-
chotic symptoms. A promising recent trend in
the field is to produce and analyse longitudinal
datasets and explore the stability or the dynamics
of the linguistics markers within schizophrenia. As
schizophrenia is characterized by a highly heteroge-
nous expression of symptoms, it is not surprising
that there is evidence of a substantial difference
in the linguistic markers within the schizophrenia
group (Liebenthal et al., 2023). Given the advance-
ments in individualized medicine, an important
question arises: Can variations in linguistic mark-
ers be identified within each individual’s language
output, enabling a truly personalized method for
diagnosing relapses and monitoring the disease? If
so, NLP could furnish tools for tailoring individu-
alized detection algorithms, thereby aiding in the
prevention of future psychotic episodes.

In this study, we adopt such a longitudinal ap-
proach using a single-subject design. Our study
is based on a linguistic corpus comprising short
literary texts authored by the German-speaking
writer Robert Walser who probably suffered from
schizophrenia. From this corpus, we extracted es-
tablished linguistic features for lexical diversity
and lexical innovation, syntactic complexity, and
semantic similarity. Additionally, we introduce
markers for phonological similarity. We present ev-
idence of significant marker dynamics temporally
linked to Walser’s diagnosis of schizophrenia and
subsequent hospitalization.

In this work, we contribute to the intersection of
NLP and psychiatry through multiple avenues. Pri-
marily, we explore various NLP findings at the indi-
vidual level. Furthermore, we introduce a novel lin-
guistic marker, phonological similarity, warranting
future investigation. Additionally, our utilization of
a corpus from a German-speaking writer enhances
the linguistic diversity within this domain.

2 Background

2.1 Linguistic markers of schizophrenia
One extensively studied linguistic aspect in psy-
chotic language through NLP is semantic coher-
ence, addressing the relatedness between word
chunks or sentences, aiming to capture formal
thought disorders (disorganisation, tangentiality,
derailment and poverty of speech) in schizophre-
nia. In coherence analysis, words and sentences are
commonly represented as vector embeddings in a
multidimensional semantic space, with relatedness
gauged via cosine similarity between these vectors.
Currently, there is no consensus on a best practice
approach regarding segmentation. Some studies
focus on the semantic similarity between chunks of
5 or 10 tokens (called coherence-5 and coherence-
10), other studies examine the similarity between
sentences (first- and second-order coherence, mea-
suring semantic similarity with a sentence’s first
or second neighbour(Parola et al., 2023)). Further-
more, there is also no consensus on the preferred
type of embeddings. Studies reveal substantial dif-
ferences in the semantic coherence when compar-
ing patients with schizophrenia to neurotypical con-
trols. The majority of studies suggest reduced se-
mantic coherence in schizophrenia patients, notably
derived from analyses based on word2vec, GloVe,
and fastText embeddings (Corona-Hernández et al.,
2023; Voleti et al., 2023; Iter et al., 2018; Morgan
et al., 2021; Voppel et al., 2021; Just et al., 2020;
Parola et al., 2023). The findings have encountered
challenges. Alonso-Sánchez et al. (2022) revealed
an increase in semantic coherence among a cohort
experiencing the first episode of psychosis, coun-
tering previous assumptions. Moreover, Tang et al.
(2021), employing BERT embeddings, yielded in-
conclusive coherence outcomes in inter-group com-
parisons. Intriguingly, only second-order coher-
ence demonstrates potential for cross-language gen-
eralization (Parola et al., 2023).

Another frequently employed set of linguistic
markers revolves around gauging the lexical di-
versity within language samples. It reflects the
variety and richness of vocabulary within a text.
The Type-Token Ratio (TTR) specifically quanti-
fies the ratio of unique words to the total words in
a text. However, due to its sensitivity to text length
variations, various other markers have emerged to
address this limitation and offer a more nuanced
understanding of lexical richness. Among these
markers, the Measure of Textual Lexical Diversity
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(MTLD) and Mean Average TTR (MATTR) stand
out (McCarthy and Jarvis, 2010). Several studies
have investigated the differences in lexical diversity
between subjects with schizophrenia and neurotypi-
cal subjects. Voleti et al. (2023) report lower lexical
diversity, while Ziv et al. (2021) observe the oppo-
site trend. Lundin et al. (2023) and Schneider et al.
(2023) report a negative result on MTLD and TTR
respectively. Notably, Bambini et al. (2022) utilize
TTR for the identification of clusters of individu-
als with schizophrenia. Additionally, Pavy et al.
(1969) report significantly higher TTR for individ-
uals with acute schizophrenia compared to those
with a chronic condition. In schizophrenia patients,
lexical diversity measures seem to vary based on
clinical symptoms. Some individuals demonstrate
an increase, while others display a decrease in these
metrics.

The words used in a text can be further exam-
ined beyond their mere counts. Despite the avail-
ability of comprehensive linguistic norms across
languages, semantic norms related to concreteness
and imageability are seldom applied in analyz-
ing linguistic output from individuals affected by
schizophrenia. Concreteness refers to the extent to
which a word signifies something tangible, specific,
and easily perceivable through the senses; image-
ability refers to the potential of words to evoke
vivid mental images. Oertel et al. (2009) and Sack
et al. (2005) have observed that individuals with
schizophrenia and their first-degree relatives ex-
hibit heightened vividness of mental imagery, as
assessed through a standardized questionnaire. No-
tably, because of the absence of a correlation be-
tween vividness scores and symptoms, the authors
interpret this phenomenon as indicative of a trait
marker in schizophrenia. The investigation of men-
tal imagery within in the linguistic production of
individuals affected by schizophrenia remains un-
explored in current research. The adoption of a vo-
cabulary characterized by lower concreteness and
imageability, possibly resulting in a more abstract
linguistic style, might reflect reminiscences of psy-
chopathological symptoms such as poverty of con-
tent of speech and stilted speech. Conversely, a dis-
course marked by high concreteness and vivid im-
agery also appears plausible. Minor et al. (2019) re-
port that concreteness is not connected to neurocog-
nitive, socialcognitive or metacognitive deficits in
schizophrenia. A more recent study of Minor et al.
(2023) examined the test-retest reliability of con-

creteness using the Coh-Metrix tool and reported a
good intraclass-correlation.

Individuals with schizophrenia often exhibit lexi-
cal innovations, termed neologisms, encompassing
words absent from the general lexicon. Surpris-
ingly, the exploration of such lexical innovations
in schizophrenia through NLP methodologies re-
mains limited. To date, Just et al. (2020) stand as
the sole instance using semi-automated neologism
detection effectively, distinguishing schizophrenia
individuals from control groups.

Syntactic complexity addresses the intricacy and
sophistication of the grammatical structures in a
text. It appears reduced in individuals at high risk
for developing schizophrenia (Bedi et al., 2015;
Corcoran et al., 2018). Schneider et al. (2023) re-
port a significantly reduced syntactic complexity
for individual suffering from schizophrenia com-
pared to both controls and patients with depression.
Haas et al. (2020) report a negative correlation be-
tween negative symptoms and syntactic complex-
ity in clinically high risk individuals. Silva et al.
(2023) analyse various indices of syntactic com-
plexity in individuals with first episode psychosis
and report that the majority of indices remain sta-
ble over a period of 6 months. Voleti et al. (2023)
used Yngve scoring to analyse the syntactic com-
plexity of transcribed interviews from individuals
suffering from schizophrenia or bipolar disorder
and healthy controls. Although syntactic complex-
ity seems lower in the schizophrenia group this
marker was not selected for the development of
prediction models by the authors.

A commonly replicated linguistic feature of in-
dividuals with schizophrenia is the extensive use
of first person singular pronouns as a marker of
focus on the self (Ziv et al., 2021; Tang et al.,
2021; Birnbaum et al., 2017; Lundin et al., 2023;
Fineberg et al., 2015). The prominence of increased
first-person singular pronoun use extends beyond
schizophrenia and has been observed in diverse
mental health conditions (Brockmeyer et al., 2015;
Edwards and Holtzman, 2017; Lyons et al., 2018).
An increased use of second person singular pro-
nouns (Watson et al., 2012) and decreased use of
first person plural pronouns (Lundin et al., 2023)
have also been reported in schizophrenia.

This study not only delves into established lin-
guistic markers but also introduces phonological
similarity as a promising marker in NLP associ-
ated with linguistic output in schizophrenia. While
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drawing from established methodologies for mea-
suring string similarity, this study stands as the
pioneering exploration of this approach within
the context of linguistic output in schizophrenia.
High phonological similarity may be associated
with clanging - a rare symptom observed in some
patients with schizophrenia which involves using
words based on their sound similarity rather than
their meaning, e.g. "I’m trying to make sense out
of sense. I’m not making sense [cents] anymore. I
have to make dollars." (Andreasen, 1986).

2.2 Longitudinal studies
Currently, only a limited number of studies address
the question whether linguistic markers represent
stable longitudinal traits or capture dynamic shifts
in psychological states. Research by Bedi et al.
(2015) demonstrated a decrease in semantic coher-
ence via Latent Semantic Analysis (LSA) preced-
ing psychosis, complemented by a decline in mark-
ers of syntactic complexity. Corcoran et al. (2018)
corroborated these findings. Birnbaum et al. (2019)
analyzed Facebook posts, identifying linguistic al-
terations preceding psychotic relapses, notably an
upsurge in first- and second-person pronouns. Mi-
nor et al. (2023) observed satisfactory test-retest
reliability in speech content and organization over
6 months to a year using LIWC and Coh-Metrix.
Alonso-Sánchez et al. (2022) highlighted an aug-
mented semantic similarity in a picture descrip-
tion task over 6 months, correlating with increased
negative symptoms. Silva et al. (2023) examined
the syntactic complexity of individuals with first
episode psychosis and report that over a period of
6 months the majority of the examined markers
remain stable.

2.3 Literature in the study of mental illness
The NLP analysis of authors with mental illness
includes studies on Iris Murdoch’s reduced lexi-
cal diversity due to Alzheimer’s dementia (Hirst
and Wei Feng, 2012; Le et al., 2011; Garrard et al.,
2005; Pakhomov et al., 2011). Edgar Allan Poe’s
works are scrutinized to illuminate aspects of his
enigmatic death (Dean and Boyd, 2020). Addition-
ally, research examines linguistic patterns associ-
ated with bipolar disorder (Rentoumi et al., 2017)
or suicidality in poems or in diaries (Stirman and
Pennebaker, 2001; Fernández-Cabana et al., 2013;
Baddeley et al., 2011). To our knowledge, a system-
atic NLP-based analysis of the literary works au-
thored by an individual diagnosed with schizophre-

nia is still missing. In the current study, we extract
NLP features from a corpus of a single individual
and observe significant within-subject variations,
which could be associated with psychosis.

3 Methods

3.1 Robert Walser

Robert Walser (1878–1956) is a German-speaking
writer from the early 20th century, who played a
significant role in European literary modernism.
Throughout his lifetime, Walser created an exten-
sive body of work, encompassing several novels,
numerous short pieces of prose, and poetry. In
1929, he was institutionalized, remaining in psy-
chiatric care for nearly 27 years until his pass-
ing. During this period, he received a diagno-
sis of schizophrenia. Several detailed accounts
shed light on Walser’s hospitalization and his pro-
longed stay in psychiatric clinics (Wernli, 2014;
Partl et al., 2011). Upon admission to the Waldau
psychiatric clinic, Walser exhibited auditory ver-
bal hallucinations, probably persecutory delusions,
anxiety, and suicidal thoughts. Subsequently, in
the Herisau asylum from 1933 onwards, he consis-
tently reported experiencing commenting and dialo-
gizing voices, as noted by the attending psychiatrist
(Vannette, 2020). Through an extensive presenta-
tion of Walser’s medical records (Wernli, 2014)
and a detailed exploration of his family history,
which includes multiple instances of schizophre-
nia or depression among family members (Gisi,
2018), the possibility of his diagnosis becomes
evident. However, posthumously, the diagnosis
of schizophrenia has faced challenges from vari-
ous scholars. Lyons and Fitzgerald (2004) suggest,
for instance, that Walser might have been expe-
riencing high-functioning autism instead. Other
scholars reject any psychiatric diagnosis altogether
and assert that Walser’s stay in psychiatric insti-
tutions was solely due to socio-economic reasons.
This study acknowledges that verifying or refut-
ing Walser’s psychiatric diagnosis falls outside its
scope, particularly given the impossibility of such
an assessment for a person who passed away over
60 years ago. Nevertheless, considering the current
efforts to identify NLP markers of schizophrenia,
Walser’s extensive body of work and medical his-
tory presents an intriguing case. His extensive body
of work presents a compelling opportunity for NLP
research due to the substantial volume of text he
generated in the decades and years prior to and just
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Period Texts Tokens Tokens
(total) (mean)

1903-1907 70 50102 715.74
1915-1919 79 80408 1017.82
1928-1929 40 28688 717.20
Total 189 159198 995.56

Table 1: Linguistic corpus

before his hospitalization, enabling comprehensive
comparative analysis.

3.2 Corpus

For our analysis, we assembled a corpus consisting
of short prose texts authored by Walser for various
periodicals or published in collections. Consider-
ing the texts share the same genre and have com-
parable lengths, we consider them comparable for
the purposes of our study. This corpus included
all currently available texts (n=189) from three dis-
tinct timeframes: 70 texts published between 1903
and 1907, sourced from the volume Fritz Kocher’s
Aufsätze (Walser, 2023a), kleine Prosa (Walser,
2023b), as well as publications in Neue Rundschau
(Walser, 2017a), Schaubühne (Walser, 2015), and
Berliner Tageblatt (Walser, 2013a). Another set
of 79 texts, spanning 1915 to 1919, originated
from Neue Züricher Zeitung (Walser, 2013b), Neue
Rundschau (Walser, 2017a), Prosastücke (Walser,
2017b), and Poetenleben (Walser, 2014). Notably,
Walser’s biography does not attest to mental suf-
fering or illness during these periods. Lastly, 40
texts written in 1928 and 1929, form the third part
of the corpus (Walser, 2019, 2013b,a). Walser was
admitted to the psychiatric clinic in Waldau in Jan-
uary 1929. The assumption that he had been in a
state of psychosis in the months (and likely years)
leading up to this admission has been expressed by
his biographers (Mächler and Seelig, 1992) as cited
in (Vannette, 2020). We decided to exclude both
poetry and novels to ensure maximal homogeneity
in the corpus, facilitating comparisons across differ-
ent time periods. Walser’s three major novels were
composed between 1907 and 1909. The draft of a
fourth novel, The Robber, was found posthumously
and dated back to 1925. A detailed examination
of Walser’s poetry or letters is reserved for future
work.

3.3 Linguistic markers
After constructing the corpus and preprocessing,
we extracted a number of linguistic markers.

To gauge semantic coherence, we utilized pre-
trained word2vec embeddings from the Python li-
brary spaCy1. After removing the stop words, we
computed the cosine similarity between chunks
of 5 and 10 tokens and averaged these values to
derive one score per text, generating coherence-5
and coherence-10 scores for chunks with 5 and
10 tokens respectively. To assess first- and second-
order sentence similarity, we employed a pretrained
Hugging Face transformer model2 using the sen-
tence transformers Python library (Reimers and
Gurevych, 2019) we calculated cosine similarity
between sentence BERT-embeddings, then averag-
ing these values to produce a single score for each
text.

To estimate the lexical diversity of the texts we
used the python library lexical richness (Shen et al.,
2023) and calculated TTR, MLTD and MATTR for
both 25 and 50 token windows.

In addition to this, we calculated the concrete-
ness and imageability values for each text as the
mean of the concreteness and imageability norms
for the individual words used in the texts. We used
the word norms from the newly developed GLEAN
dataset for German (Lüdtke and Hugentobler).

We employed a German reference corpus3 com-
prising 249 million tokens extracted from texts be-
tween 1465 and 1969 to detect neologism. This
corpus, spanning Walser’s lifetime, was chosen due
to its written content. After preprocessing involv-
ing stopword removal and lemmatization, we de-
termined the relative frequency of tokens/lemmata
in texts that were out of scope of the German refer-
ence corpus.

After POS-tagging, we estimated syntactic com-
plexity by calculating the mean Yngve score, sen-
tence length, and number of clauses per sentence
in each text. The Yngve Score measures the depth
of the parsing tree, with higher scores indicating a
more complex syntactic structure (Yngve, 1960).
Furthermore, we included the mean frequency of
1st and 2nd person singular and also 1st person
plural pronouns per text in our report.

To assess the phonological similarity among
1github.com/explosion/spacy-models/releases/

tag/de_core_news_lg-3.7.0
2huggingface.co/aari1995/German_Semantic_STS_

V2
3www.dwds.de/r/lexdb/dta/lex
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strings, we analyzed the raw un-preprocessed
text. Initially, we transformed the graphemes
into phonemes using the Python library Epitran
(Mortensen et al., 2018). Subsequently, we calcu-
lated the Jaro-Winkler similarity between a string
and each token from the consecutive 10- and 20-
token sequences. We selected these window sizes
based on the established capacity of working mem-
ory, commonly regarded as 7±2 tokens (Miller,
1956), but acknowledging potential individual dif-
ferences. Following this, we derived a mean simi-
larity score for each text.

3.4 Analysis

Comparison between periods. The texts from
the three distinct periods were compared for differ-
ences in linguistic markers via a one-way ANOVA
analysis and a subsequent Tukey test through the
statsmodels Python library (Seabold and Perktold,
2010). In total we estimated 20 linguistic mark-
ers. To mitigate Type I errors, a Bonferroni correc-
tion was implemented to adjust for the multitude
of linguistic markers assessed (p < 0.0025 for 20
markers). In assessing the practical significance
of observed distinctions, we provide effect sizes
for individual markers within our analysis. Our
evaluation indicates that small effects align with
η2 around 0.01, medium effects with η2 around
0.06 and large effects with η2 around 0.14 (Cohen,
1988). We proceeded to analyze the relationships
between the linguistic markers by computing their
correlations.

Classification. In our study, we applied
sklearn’s (Pedregosa et al., 2011) classification
algorithms – logistic regression, SVM, random
forests, and Naïve Bayes – to categorize texts
based on extracted linguistic markers. We assigned
"healthy" to texts from the initial two periods and
"ill" to those from the last period. The robust 10-
fold cross-validation technique notably bolstered
the models’ reliability and ability to generalize ef-
fectively across the diverse entries within the text
corpus.

4 Results

Statistically significant differences between time
periods were observed for the majority of linguistic
markers after Bonferroni correction (Table 2). Sub-
sequent post-hoc Tukey tests identified these differ-
ences to reside mainly in the third period. Specifi-
cally, markers related to lexical richness, concrete-

ness, imageability, neologism frequency, 1st and
2nd order coherence, and phonological similarity
exhibited large effect sizes. Other markers such
as syntactic complexity displayed moderate effect
sizes. Coherence-10 and the frequency of personal
pronouns did not show significant differences. Cor-
relation analysis (table and hierarchically-clustered
heatmap in the Appendix21) unveiled generally
moderate to weak correlations among linguistic
markers across different domains. For instance,
coherence-5 and coherence-10 demonstrated high
mutual correlation but exhibited weak associa-
tions with measures of lexical diversity, syntac-
tic complexity, or phonological similarity. Within
our analysis involving 20 linguistic markers, the
Naïve Bayes classifier demonstrated superior per-
formance in distinguishing texts written in the third
period from those in earlier periods (Table 3). In
the context of a personalized approach, this clas-
sification algorithm can only be applied to the lin-
guistic output of the person on whose corpus it was
trained.

4.1 Figures and tables

In this section, we present scattered boxplots an-
notated for significance using the Tukey test (p >
0.0025 not significant, p < 0.0025 ’*’, p < 0.001
’**’, p < 0.0001 ’***’) for MLTD, neologisms, con-
creteness, phonological similarity (20-token win-
dow), and coherence-5 (Fig 1-5). Plots for the
remaining markers can be found in the Appendix
A. In Table 2, we present the descriptive results and
outcomes from the ANOVA comparisons. In Table
3, we summarize the results from the classification.
In Table 5, we provide examples of text exhibiting
high phonological similarity.

Figure 1: MLTD
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1903-1907 1915-1919 1928-1929 ANOVA η2

(n=70) (n=79) (n=40)
1.Coherence-5 0.465 (0.044) 0.456 (0.034) 0.426 (0.041) F=12.351 0.117
2.Coherence-10 0.59 (0.041) 0.593 (0.038) 0.569 (0.042) F=5.224 0.053
3.1st order coherence 0.622 (0.034) 0.647 (0.029) 0.653 (0.036) F=15.603 0.143
4.2dn order coherence 0.604 (0.033) 0.63 (0.032) 0.637 (0.037) F=16.091 0.147
5.TTR 0.561 (0.091) 0.527 (0.09) 0.593 (0.057) F=8.468 0.083
6.MTLD 138.665 (42.5) 146.376 (61.9) 201.478 (48.9) F=19.942 0.298
7.MATTR 25 0.907 (0.022) 0.901 (0.027) 0.931 (0.012) F=24.047 0.205
8.MATTR 50 0.847 (0.028) 0.838 (0.037) 0.88 (0.018) F=26.196 0.219
9.Mean token length 7.392 (0.457) 7.554 (0.479) 8.389 (0.548) F=57.264 0.381
10.Out of scope tokens 0.081 (0.033) 0.084 (0.026) 0.143 (0.032) F=63.81 0.406
11.Concreteness 2.053 (1.057) 1.51 (0.809) 0.447 (0.823) F=39.541 0.298
12.Imageability 1.702 (0.874) 1.185 (0.77) 0.219 (0.745) F=43.193 0.317
13.Yngve score 4.669 (1.056) 5.418 (1.206) 5.442 (1.075) F=9.996 0.097
14.Mean sentence
length

15.945 (6.92) 20.023 (6.349) 19.982 (7.013) F=8.093 0.080

15.Clauses 1.959 (1.021) 2.413 (0.735) 2.556 (0.764) F=7.911 0.078
16.1st person singular
pronouns

0.02 (0.023) 0.03 (0.022) 0.032 (0.022) F=5.619 0.0569

17.2nd person singular
pronouns

0.003 (0.012) 0.005 (0.012) 0.004 (0.007) F=0.53 0.005

18.1st person plural
pronouns

0.006 (0.009) 0.003 (0.005) 0.002 (0.002) F=4.715 0.0482

19.Phonological simi-
larity 20

0.29 (0.013) 0.285 (0.015) 0.305 (0.013) F=28.961 0.237

20.Phonological simi-
larity 10

0.289 (0.014) 0.285 (0.015) 0.305 (0.013) F=28.459 0.234

Table 2: Desriptive statistics and results from the ANOVA: means and standard deviations (in brackets) are listed for
each group and category. Bold font indicates significant results after Bonferroni correction for multiple testing.

Figure 2: Out of scope tokens Figure 3: Concreteness
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Figure 4: Phonological similarity (20-token window)

Figure 5: Coherence-5

5 Discussion

In this study, we analyzed the linguistic produc-
tion of the German-speaking author Robert Walser,
who probably suffered from schizophrenia, using
NLP. Walser’s case is particularly intriguing, given
that he produced a substantial body of literary texts
over a period of more than 30 years, and towards
its end he was hospitalized in a psychiatric clinic
with a diagnosis of schizophrenia. To construct our
corpus, we compiled short prose from three dis-
tinct timeframes: 1903 – 1907, 1915 – 1919, and
1928 – 1929, the latter coinciding with Walser’s
hospitalization for schizophrenia in January 1929.
Biographical notes suggest his experience of psy-
chotic symptoms before hospitalization, indicating
that the texts from the third period were likely com-
posed during a psychotic state. Examining several
established NLP features, we investigate their tem-
poral association with Walser’s psychosis. Addi-
tionally, we introduce two novel markers which aim
at capturing phonological similarity and imagiabil-

Model Acc. Prec. Rec. F1
Logistic re-
gression

0.85 0.76 0.60 0.60

Random For-
est

0.90 0.81 0.69 0.71

SVM 0.87 0.79 0.70 0.67
Naïve Bayes 0.90 0.72 0.88 0.75

Table 3: Results from the classification

ity. Our analysis delineates a significant linguistic
shift temporally linked to the onset of schizophre-
nia.

Walser’s texts from 1928 – 1929 showcase a sig-
nificant lexical expansion, characterized by height-
ened lexical diversity, increased usage of out of
scope words, and generally longer words. Metrics
including MLTD, MATTR 25, MATTR 50, and out
of scope token frequency demonstrate substantial
effect sizes. Notably, Ziv et al. (2021) align with
our findings on lexical diversity, diverging from
Voleti et al. (2023), Schneider et al. (2023), and
Lundin et al. (2023). Bambini et al. (2022) suggests
an association between lexical diversity and psy-
chopathological symptoms, demonstrating higher
TTR in patients with pronounced symptoms. Addi-
tionally, our study replicates Just et al. (2020) ob-
servation of increased neologism use. Remarkably,
a significant moderate correlation between overall
lexical diversity and the usage of out of scope to-
kens is evident in Walser’s case, potentially linked
to schizophrenic symptomatology. While yielding
significant results, our algorithm for the detection
of lexical innovation and neologisms requires fur-
ther refinement. It currently captures not only true
neologisms (e.g. "Unbewusstheitsabwesenheit",
"humorentfremden", "Shakespearehaftigkeit" and
"Shakespearesch", "Schwalbenessay")4 but also to-
kens written in Swiss German or tokens with de-
viant orthography.

Furthermore, Walser’s later texts feature a no-
table decrease in both concreteness and imageabil-
ity, resulting in a more abstract and ambiguous
tone. The high correlation between imageabil-
ity and concreteness suggests a shared underly-
ing phenomenon. Minor et al. (2023) demonstrate
sufficient test-retest reliability for word concrete-
ness over a 6-month period, indicating its stability
within that timeframe. Our analysis spans a much

4e.g. "unconsciousness absence", "humor alienation",
"Shakespeareanism" and "Shakespearean", "Swallow essay"
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longer period (1903 to 1929), allowing for a com-
prehensive comparison. To date, only Minor et al.
(2019). reported a null association between social
cognition or metacognition and concreteness so
that the relationship between these markers and
psychopathological symptoms remains to be stud-
ied. Overall, concreteness and imageability emerge
as promising markers warranting further investiga-
tion.

In our analysis, we introduced a novel measure
of phonological similarity, utilizing Jaro-Winkler
similarity for the first time in schizophrenia-related
NLP research. Specifically, we assessed similar-
ity between a token (as phoneme) and a subse-
quent window of 10 or 20 tokens, yielding two
highly correlated values likely measuring the same
phenomenon. In Table 5, we provide some exam-
ples of text exhibiting high phonological similarity.
ANOVA results indicated significant differences
among the three samples, with post-hoc Tukey tests
pinpointing distinctions in the third time period.
Notably, this finding exhibited a high effect size
and demonstrated moderate correlation with mea-
sures of lexical diversity. We believe this marker
holds promise and warrants further investigation.
As for its correlation with clanging or other psy-
chopathological symptoms, this remains an open
question that requires additional exploration.

The analysis of semantic coherence yielded
contrasting outcomes. With pretrained word2vec
embeddings, a significant reduction in seman-
tic similarity for 5-token chunks emerged in the
third period, showcasing a moderate effect size.
These results align with previous findings (Corona-
Hernández et al., 2023; Voleti et al., 2023; Iter et al.,
2018; Morgan et al., 2021; Voppel et al., 2021).
However, semantic similarity for 10-word chunks
did not attain significance post-Bonferroni correc-
tion. Notably, these markers exhibited high correla-
tions solely among themselves, distinct from other
dataset markers. Conversely, utilizing pretrained
BERT embeddings revealed increased cosine sim-
ilarity between consecutive sentences in the third
period compared to the first period. Additionally,
1st and 2nd order coherence exhibited significant
positive correlations with measures of syntactic
complexity. It seems that in the case of Walser
the cosine similarity measured from the pretrained
BERT model could be associated with syntax. Inter-
estingly, the correlation between semantic similar-
ity values from word2vec and BERT embeddings

did not demonstrate significance, suggesting that
they capture of distinct underlying phenomena.

There were also significant differences in the
syntactic features although their effect was much
less pronounced compared to the linguistic mark-
ers already described. Notably we could not find
the reduction of syntactic complexity which has
been described by Bedi et al. (2015) and Corcoran
et al. (2018). Since this reduction of complexity
has been associated with depression and negative
symptoms, we can speculate that Walser was not
showing these symptoms at the time before his
schizophrenia diagnosis.

The observation regarding the lack of signifi-
cant differences in the use of pronouns in Walser’s
texts is intriguing. This finding seemingly contra-
dicts prior research (Ziv et al., 2021; Tang et al.,
2021; Lundin et al., 2023). However, it’s impor-
tant to note that the increased use of 1st person
pronouns, associated with schizophrenia, might
not exclusively indicate this condition but might
be observed across various mental health condi-
tions (Lyons et al., 2018). Therefore, this particu-
lar marker might not hold substantial promise for
schizophrenia detection.

Our findings offer an intriguing perspective on
the concept of biomarkers or biosocial markers in
schizophrenia. Unlike traditional biomarkers in so-
matic medicine, we observe an individual constella-
tion that may not always align with the typical pro-
file for the disease in the population. For instance,
an increase in the usage of personal pronouns, a lin-
guistic feature typically found in schizophrenia,
does not manifest in Walser’s later texts. Con-
versely, we observe a decrease in concreteness and
imageability, along with an increase in phonologi-
cal similarity. Considering the pressing demand for
markers for schizophrenia in clinical practice, an
NLP-driven approach shows promise. Its strength
lies in its capacity for personalized analysis, identi-
fying individual markers with significant predictive
power. Utilizing these markers holds potential for
predicting relapses and enhancing tailored interven-
tions.

Limitations

Our study delineates several limitations that shape
the scope and interpretation of our findings. Fore-
most, the exclusive focus on a singular individ-
ual restrains the generalizability of our outcomes.
It’s imperative to acknowledge that Walser was
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diagnosed with schizophrenia in 1929, almost a
century preceding our study. This historical con-
text bears significance, as diagnostic criteria and
the conceptualization of psychiatric disorders have
substantially evolved since that period. The di-
agnostic classifications prevalent during Walser’s
era might not seamlessly align with contemporary
diagnostic manuals, potentially impacting the in-
terpretation and contextualization of clinical data
within modern psychiatric frameworks. As pre-
viously mentioned, the diagnosis itself has also
faced challenges from scholars posthumously. Fur-
thermore, the absence of standardized ratings for
psychopathology in Walser’s case introduces a piv-
otal gap. Relying solely on clinical records de-
void of standardized assessments markedly curtails
the depth of psychopathological insights. In ad-
dition, we recognize that alternative explanations
may exist for the observed changes in linguistic
style across the third time period. There are sev-
eral alternative explanations of the observed results
which cannot be easily addressed in the current
single case design. Considering Walser’s vocation
as a writer, linguistic shifts in his work may reflect
deliberate adaptations and conscious development
in his literary style or changes in the topics he
addressed. Additionally, linguistic changes asso-
ciated with aging are less probable, as at the time
of his hospitalization at around 50 years old, typ-
ical cognitive changes related to older age do not
seem likely. The current corpus is limited to liter-
ary prose texts, posing a potential limitation. Fu-
ture research should consider including additional
sources of text, such as Walser’s personal letters,
to enhance the breadth and depth of analysis.
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A Appendix

Figure 6: TTR

Figure 7: MATTR (25-token window)

Figure 8: MATTR (50-token window)

Figure 9: Mean token length

Figure 10: Imageability

Figure 11: Phonological similarity (10-token window)
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Figure 12: Coherence-10

Figure 13: First order coherence

Figure 14: Second order coherence

Figure 15: Yngve score

Figure 16: Mean sentence length

Figure 17: Clauses per sentence
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Figure 18: First person singular pronouns

Figure 19: Second person singular pronouns

Figure 20: First person plural pronouns
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Figure 21: Hierarchically-clustered heatmap of the 20 linguistic markers.
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Source Example in German and English translation

Phonological
similarity

Mondschein-
geschichte,
1928

Noch nie, solange ich dichte, dichtete ich eine schlichtere
Geschichte, wie die, worin ich berichte,...

Never, as long as I have been writing poetry, have I written a
simpler story than the one in which I report...

Freiheits-
aufsatz, 1928

Sie ist eine Freie und infolgedessen eine Feine, die jede Unfeinheit
aufs feinste empfindet, mit anderen Worten, die jede Freiheit, die
man sich ihr gegenüber herausnimmt, als etwas Unfeines betra-
chtet...
She is a free woman and, as a result, a fine woman who feels
every impurity in the finest way, in other words, who regards every
freedom taken towards her as something impure...

Ein dummer
Junge, 1928

Auffallend viele Menschen, die einen Namen haben, einen Wert
auf den Achseln tragen, feiern in diesen Tagen ihren sechzigsten
Geburtstag.
A conspicuous number of people who have a name, a value on
their armpits, are celebrating their sixtieth birthday these days.

Table 5: Examples of text exhibiting high phonological similarity
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Abstract

Therapist Self-Disclosure (TSD) within the
context of psychotherapy entails the revelation
of personal information by the therapist. The
ongoing scholarly discourse surrounding the
utility of TSD, spanning from the inception
of psychotherapy to the present day, has un-
derscored the need for greater specificity in
conceptualizing TSD. This inquiry has yielded
more refined classifications within the TSD do-
main, with a consensus emerging on the distinc-
tion between immediate and non-immediate
TSD, each of which plays a distinct role in
the therapeutic process. Despite this progress
in the field of psychotherapy, the Natural
Language Processing (NLP) domain currently
lacks methodological solutions or explorations
for such scenarios. This lacuna can be partly
due to the difficulty of attaining publicly avail-
able clinical data. To address this gap, this pa-
per presents an innovative NLP-based approach
that formalizes TSD as an NLP task. The pro-
posed methodology involves the creation of
publicly available, expert-annotated test sets
designed to simulate therapist utterances, and
the employment of NLP techniques for evalu-
ation purposes. By integrating insights from
psychotherapy research with NLP methodolo-
gies, this study aims to catalyze advancements
in both NLP and psychotherapy research.

1 Introduction

Therapist Self-Disclosure (TSD) has various defi-
nitions in the literature (e.g., Henretty and Levitt,
2010; Hill, 2009; Knox and Hill, 2003; Vandernoot,
2007; Watkins Jr, 1990), but the one theme that
unites these definitions is that TSD involves a ther-
apist’s personal self-revelatory statements. In other
words, such statements are those that reveal some-
thing personal about the therapist. This definition
refers to verbal disclosures and excludes disclo-
sures that are nonverbal (Hill and Knox, 2001).

* Equal contribution.

Figure 1: Two types of therapist self-disclosure (TSD).

The attitude toward the use of TSD in psy-
chotherapy has changed over the years. Classi-
cal psychoanalytic clinicians tended to emphasize
the importance of the therapist’s anonymity, equa-
nimity, and abstinence (Freud, 1912; Goldstein,
1997). Many of them viewed TSD as a boundary
violation and believed it derailed therapy by remov-
ing the focus from the client (Zur, 2004). Over
the years, however, therapists and theorists across
diverse orientations have increasingly converged
around the perspective that TSD can yield a range
of positive outcomes when employed purposefully
and thoughtfully and that refraining from TSD in
every instance may potentially lead to adverse con-
sequences for both the client and the overall ther-
apeutic process (Eagle, 2011; Farber, 2006; Hill
and Knox, 2001; McWilliams, 2004; Ziv-Beiman,
2013).

The first to embrace a pro-disclosure approach
were the humanistic theorists (Bugental, 1965; Far-
ber, 2006). They have postulated that therapists can
demonstrate openness, strength, vulnerability, and
the sharing of intense feelings cautiously through
TSD. By doing so, they invite the client to follow
suit and cultivate an environment of openness, trust,
intimacy, gains in self-understanding and change
(Henretty et al., 2014; Hill and Knox, 2001; Knox
et al., 2001; Kottler, 2003). Cognitive-behavioral
therapists describe TSD as a tool that is useful
for strengthening the therapeutic bond, normaliz-
ing clients’ experiences of their difficulties, chal-
lenging negative interpretations of emotions and
behavior, enhancing positive expectations and mo-
tivation for change, and modeling and reinforcing
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Therapist Self Disclosure (TSD)
Therapist reveals something personal about himself

Category Immediate Non-immediate Not a TSD
Definition Utterance focuses on ar-

ticulating the therapist’s
feelings, thoughts and
opinions towards the
client, treatment, or ther-
apeutic relationship.

Utterance reveals infor-
mation about the thera-
pist’s personal life out-
side of therapy, such as
beliefs, values, life cir-
cumstances and past ex-
periences.

Any comment or other
therapeutic intervention
(e.g., interpretation, clar-
ification, confrontation,
reflection, etc.) that
does not include thera-
pist self-disclosure.

Example I felt really proud of you
when you shared that ac-
complishment with me.

I’ve used mindfulness ex-
ercises in my own life
to stay grounded during
challenging times.

You say you love your
family. (Reflection)

Table 1: Therapist self-disclosure task definition.

desired behaviors (Dryden, 1990; Freeman et al.,
1990; Goldfried et al., 2003). Feminist and multi-
cultural approaches also advocate the use of TSD
to promote equality, empower the client and reduce
clients’ feelings of shame, and encourage collabora-
tion in therapy (Brown and Walker, 1990; Mahalik
et al., 2000).

In line with the absence of agreement among
the mentioned theoretical viewpoints, a body of
research presents a multitude of often conflicting
or inconclusive findings. These studies delve into
diverse facets of TSD, employing different method-
ologies to assess its influence on clients.

Although there is no consensual conceptualiza-
tion of the term TSD, as former studies and theo-
reticians have used a variety of classifications (for a
review see Henretty and Levitt, 2010; Ziv-Beiman,
2013), there is growing agreement that one uni-
fying and comprehensive distinction is between
immediate and non-immediate TSD, which was
first put forward by McCarthy and Betz (1978) and
later adopted by many psychotherapy researchers
(e.g., Alfi-Yogev et al., 2021; Hill et al., 2018;
Audet, 2011; McCarthy Veach, 2011; Ziv-Beiman
et al., 2017). Whereas immediate TSD (also known
as self-involving or interpersonal disclosure) fo-
cuses on the articulation of the therapist’s feelings,
thoughts, and opinions toward the client, treatment,
or therapeutic relationship, non-immediate TSD
(also known as self-revealing or intrapersonal self-
disclosure) reveals information about the thera-
pist’s personal life outside of therapy, such as be-
liefs, values, life circumstances, and past experi-

ences. Immediate TSD and non-immediate TSD
are distinctly different utterances. Immediate TSD
utterances are primarily “We-focused", whereas
non-immediate TSDs are “I-focused". For exam-
ple, an immediate TSD would be, “I felt proud
of you when you shared that accomplishment with
me.” Whereas an example of a non-immediate TSD
might be, “I’ve used mindfulness exercises in my
own life to stay grounded during challenging times.”
Table 1 summarizes all definitions and examples.

Theoretically, the two types of TSD serve dis-
tinct functions. Immediate TSD may promote
dyadic engagement in the therapeutic process, en-
able clients to recognize their interpersonal impact,
foster insight, facilitate the identification, experi-
ence, and integration of dissociative components,
expand the client’s emotional repertoire, and may
lead to symptom reduction (Alfi-Yogev et al., 2021,
2024; Hill et al., 2018; Ziv-Beiman et al., 2017). In
contrast, non-immediate TSD may enhance client
self-acceptance, mitigate feelings of shame and
self-criticism, and foster an increased sense of at-
tunement from their therapists, contributing to a
greater sense of understanding. It can promote rap-
port, model new perspectives and behaviors, and
help balance the therapeutic relationship (Audet,
2011; Audet and Everall, 2010; Hill et al., 2018).

To investigate the different roles of TSD in treat-
ment, there are a variety of methods (we detailed
representative studies in Section 2.1). One of
the methods is by using self-report questionnaires.
This method has the disadvantages of lack of ob-
jectivity and consequently biasing the results of the
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Research Work Literature
Domain

Method Resolution Clinical
Data

Public
Testset

Speaker
Identity

Subca-
tegories

Valizadeh et al. (2021) NLP Experts Utterance - ✓ Listener -

Reuel et al. (2022) NLP Analysis Utterance - ✓ Listener -

Ravichander and Black (2018) NLP Crowdsourcing Utterance - ✓ Chat-bot -

Welivita and Pu (2022a) NLP Crowdsourcing Utterance - ✓ Listener -1

Pinto-Coelho et al. (2018a) Psychotherapy Experts Event ✓ - Therapist ✓
Levitt et al. (2018) Psychotherapy Experts Session ✓ - Therapist ✓
Alfi-Yogev et al. (2021) Psychotherapy Self-report Session ✓ - Therapist ✓
Fuertes et al. (2019) Psychotherapy Self-report Session ✓ - Therapist ✓
Ziv-Beiman et al. (2017) Psychotherapy RCT Treatment ✓ - Therapist ✓
This paper Hybrid Experts Utterance ✓pseudo ✓ Therapist ✓

Table 2: Comparison with related work

research. Another method is by external expert hu-
man judges that annotate the session. This method
has the disadvantage that it requires time and is
also expensive to train expert judges and conduct
the annotation process.

Modern technologies, such as automated speech
recognition, NLP techniques, and machine learning
models, provide the potential to substitute human
evaluators, significantly augmenting scale and pre-
cision in the study of treatment mechanisms.

These tools can greatly expand the evaluation
of TSD and enable the testing of more sophisti-
cated hypotheses about therapeutic change (e.g.,
determining when to disclose and to whom; Alfi-
Yogev et al., 2021). Initial efforts in this direction
have been initiated, utilizing NLP to automatically
categorize therapist interventions from session tran-
scripts (Cao et al., 2019; Malgaroli et al., 2023). To
the best of our knowledge, TSD has not yet been
explored using these techniques.

Advancements in the field of Natural Language
Processing (NLP) have led to recent develop-
ments that offer a variety of advanced methods
for automatic detection of self-disclosure within
texts (we detailed representative studies in Section
2.2). However, these advancements address self-
disclosure and not therapist self-disclosure and do
not take into account the important subtleties of the
various sub-classes within TSD. This lacuna can
be partly due to the difficulty of attaining publicly
available clinical data due to privacy constraints
and the need for collaboration between different
disciplines.

In addition, the latest works did not incorporate

state-of-the-art tools and methodologies such as
using Large Language Models (LLMs; Brown et al.,
2020; Bommasani et al., 2021; Zhao et al., 2023).

In this study, we adopt the current clinical def-
inition for immediate and non-immediate TSD to
facilitate it as an NLP task. Since clinical data is
confidential, we created a first-of-a-kind new artifi-
cial open-source expert-based test set for TSD (i.e.,
utterances that could have been said by therapists
during therapy, and ground truth annotations by
a TSD expert). This test set emphasizes different
linguistic characteristics. In addition, we annotated
a sample of utterances from an existing dataset of
peer support platforms. We propose a method to
solve the task using LLMs and report the results.

The paper continues as follows: In Section 2 we
describe related works both from psychotherapy
research literature and from NLP and review the
previous works. In Section 3 we describe the con-
struction process of the new test set (Expert-TSD)
and the annotation process of an existing data set
(MI) to create a double-check TSD test set (MI’).
In Section 4 we describe the technical details of
the usage of LLMs, and in Section 5 we discuss
the results of LLMs on the new test sets. Finally
in Section 6 we conclude and describe potential
future work.

1Welivita and Pu (2022a) manually annotated a small
amount of the sub-categories of inter- and intra-session dis-
closure (which corresponds to immediate and non-immediate
TSD), though they did not publish the annotation results or
statistics and recommended continuing research of the sub-
categories for future work.
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2 Related Work

In this section, we review the existing works (both
from clinical psychology and NLP literature) that
refer to the evaluation of self-disclosure. In our
review, we refer to the domain of the source (psy-
chotherapy, NLP, or hybrid); the method used
to determine self-disclosure (self-report question-
naire, crowdsourcing, experts, analysis or random-
ized clinical trail); the resolution of the data that
was investigated (utterance, event, session or treat-
ment); the type of the data (clinical, non-clinical,
or pseudo clinical); whether a public test set has
been published; the speaker identity (therapist, lis-
tener, or chatbot); and whether referring to the sub-
categories (immediate and not immediate or only
self-disclosure in general).

Table 2 summarizes the related studies according
to the categories presented. As can be seen, this
work is the first to construct an open expert-based
test set for TSD that refers to immediate and non-
immediate TSD.

In the next sections, we provide an extensive
literature review of both psychotherapy (Section
2.1) and NLP (Section 2.2) approaches for this task.

2.1 Psychotherapy Research Perspective

Immediate and non-immediate TSD have typically
been evaluated through judgments of therapist be-
havior in psychotherapy sessions. One approach
involves trained external judges coding TSD in-
terventions as present or absent in sentences or
speaking turns in recorded or transcribed sessions
(e.g., Hill, 1978; Stiles, 1979). Alternatively, an-
other evaluation method involving trained judges
includes listening to entire sessions and estimating
the frequency or effectiveness of TSD interven-
tions throughout the session (e.g., Hill et al., 2014;
Levitt et al., 2018; Pinto-Coelho et al., 2018a,b).

Furthermore, the assessment of immediate and
non-immediate TSD has also been conducted
through self-report questionnaires provided to
clients, therapists, or both. Participants receive
definitions of immediate and non-immediate TSD
and then retrospectively report the use of these in-
terventions within sessions (e.g., Ain, 2008, 2011;
Alfi-Yogev et al., 2021, 2023, 2024; Fuertes et al.,
2019).

An additional assessment method involves train-
ing therapists to either employ immediate TSD,
non-immediate TSD, or refrain from using TSD
with their clients. In this randomized clinical trial

(RCT) method, clients are categorized into three
conditions based on the type of self-disclosure em-
ployed by their therapists (e.g., Ziv-Beiman et al.,
2017).

Several disadvantages are associated with these
methods. First, in self-report measurement, there
is a potential for bias in retrospective recall, as feel-
ings and reactions may evolve over time, leading
to changes in how participants interpret their expe-
rience. Second, in self-report measurement, there
is difficulty in identifying the session’s specific
location when recalled immediate/non-immediate
TSD occurred, posing challenges in assessing the
interventions’ context, manner of delivery, and as-
sociated subsequent processes. Third, in evalua-
tion through external judgments, achieving agree-
ment among judges is sometimes marginal due to
the intricate task of distinguishing verbal response
modes that predominantly focus on grammatical
form, while overlooking intent, quality, or man-
ner of delivery. This limitation results in dimin-
ished clinical relevance. Fourth, the reliance on
training for external judges or therapists is highly
time-consuming, introducing inefficiencies to the
assessment procedure. Lastly, using an RCT may
not always mimic real-life treatment situations.

2.2 Self Disclosure Within NLP Litrature

Valizadeh et al. (2021) created a 6,639-instance
dataset comprised of public online social posts
covering a wide range of mental and physical
health issues, categorized into three groups (no self-
disclosure, possible self-disclosure, and clear self-
disclosure) with high inter-annotator agreement ( =
0.88). They demonstrated that a large percentage
of instances from the possible self-disclosure class
were misclassified than were instances from the
other two classes, suggesting room for future work
that disentangles the nuances of ambiguous cases.

Reuel et al. (2022) Analysed several existing
self-disclosure related datasets (Wang et al., 2015;
Jaidka et al., 2020; Pei and Jurgens, 2020; Omi-
taomu et al., 2022; Valizadeh et al., 2021) with va-
riety of techniques (e.g., RoBERTa-, LIWC-, LDA-,
and EmoLex-based models). All datasets are based
on publicly available conversations (forums, Red-
dit, online platforms, and more) with crowdsourc-
ing annotations for self-disclosure and related tasks
(e.g., intimacy, empathy, emotional disclosure, and
more). They showed that it is hard for models to
generalize between datasets. They found that self-
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disclosure linguistic correlates with the expression
of negative emotions and the use of first-person per-
sonal pronouns like “I”. They provide a multi-task
model across all available data sets to assess self-
disclosure. However, they noted that the data sets
they took into account were not annotated based
on validated definitions of self-disclosure in psy-
chological literature, but rather had differing la-
beling instructions, which might lead to inaccura-
cies when predicting self-disclosure. They recom-
mended that in future work, data that is labeled
for a validated self-disclosure definition should be
collected and analyzed.

Ravichander and Black (2018) built an open-
domain chatbot that engages in social conversation
with hundreds of Amazon Alexa users and ran a
large-scale quantitative analysis on the effect of
self-disclosure by analyzing these interactions. In
their work, their definition of self-disclosure was bi-
nary. They noted that a more nuanced version that
considers both the magnitude and valence of self-
disclosure would open up several further research
directions, such as analyzing reciprocity matching
in the depth of disclosure and analyzing user be-
havior based on the valence of disclosure.

Welivita and Pu (2022a) created large-scale pub-
licly available datasets (17k) from peer support plat-
forms, annotated by trained crowdsourcing coun-
selors. They labeled TSD, as well as other inter-
ventions (e.g., clarification). In their paper, the
authors recommend that future work consider the
distinction between intra- and extra-session disclo-
sure (equivalent to immediate and non-immediate
disclosure).

3 Data

In this section, we describe the creation of two test
sets: Expert-TSD and MI’. The first was developed
from scratch by an expert, and the second was
created by expertly annotating an existing dataset.
Both test sets are in English.2

The purpose of the first test set is to provide an
adequate test for TSD (precision). The purpose of
the second test set is to strengthen the findings and
to enable an assessment of real data distribution.
Real data contains surprising behaviors such as
syntax and grammar errors, informal or non-verbal
utterances, and more phenomena. It is important
to examine behavior in a wide variety of situations

2The data is available at: https://github.com/
NatalieShapira/TherapistSelfDisclosure/

(recall) to strengthen our conclusions.
The subsequent paragraphs provide the construc-

tion process for each test set.

Expert-TSD. The initial phase of the test set cre-
ation process involved a collaborative effort be-
tween the authors (an NLP researcher and a clinical
psychologist specializing in TSD research). In a
comprehensive brainstorming session, the authors
discussed the precise definition of TSD and its sub-
types as described in psychotherapy literature (see
Section 1 and Table 1), as well as potential so-
lutions for recognizing TSD types using shallow
heuristics and machine learning.

Next, utterances were generated by the clinical
psychologist along with their respective type label.
The NLP researcher reviewed the proposed sam-
ples marking potential shallow heuristics, such as
syntactic features, that a machine learning model
might exploit to predict the correct label for the in-
correct reasons (see shallow heuristics: Hendrycks
et al., 2021; Wu et al., 2021; Kaushik et al., 2019;
Geirhos et al., 2020; Glockner et al., 2018). This
writing and reviewing procedure was conducted
throughout five iterations, with new samples pro-
posed and previous ones fixed.

To mitigate the effect of shallow heuristics, we
made sure to diversify utterances over the following
properties: (1) the balance of positive and negative
examples (i.e., including “Not a TSD” utterances)
(2) the length of the utterance (i.e., short sentence
below 10 words vs. numerous or long sentences
above 20 words), (3) the presence or absence of
first-person pronouns words (e.g., I, me, our), (4)
the existence of positive or negative sentiment, and
(5) the incorporation of questions.

The test set generation rounds were stopped once
we surpassed 100 instances (108), which is a suffi-
cient quantity for testing significance.

MI’. We first sampled 650 examples from the MI
dataset (Welivita and Pu, 2022b, summarized in
Section 2.2), ensuring diversity by extracting 25
instances from each category and 300 from self-
disclosure. For each utterance, the TSD expert
annotated the TSD type based on the task definition
outlined in Section 1 and Table 1.

A total of 277 items were tagged. An effort
was made to equally represent each class (“Imme-
diate TSD”, “Non-immediate TSD” and “Not a
TSD”). Except for one instance, all of our utter-
ance labels agreed with the MI labels for the binary
self-disclosure classification.
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Therapist Self-Disclosure Instructions Prompt

TEST:

Below are definitions of two subcategories of self-disclosure and not self-disclosure:

Non-immediate TSD: Self-disclosure of information about the therapist.
* Relates to disclosing, during a treatment session, facts about the therapists’ life
outside of the treatment and personal insights they gained, the way they reached these
insights, effective / in-effective ways of coping based on their experience and the way
they formulated them, emotions that they experience in different situations in their
life, etc...
* Example:
Speech turn: I remember going through a career change a few years ago, and it was a
challenging time for me. It’s normal to feel uncertain during transitions, but it’s also
a chance to explore new possibilities.
Answer: Non-immediate TSD

Immediate TSD: Self-disclosure that relates to the “here and now”.
* Relates to sharing therapists’ feelings, associations, and thoughts relating to the
client and the issues and topics raised during the session and of their emotions,
feelings, and thoughts on the therapy process which they are both part of, etc...
* Example:
Speech turn: I was genuinely excited to hear about the progress you’ve made.
Answer: Immediate TSD

Not a TSD: Not a Self-disclosure
* Any comment or other therapeutic intervention (e.g., interpretation, clarification,
confrontation, reflection, etc.) that does not include therapist self-disclosure.
* Example:
Speech turn: You say you love your family
Answer: Not a TSD (clarification)

For the next speech turn, determine whether it is non-immediate TSD or immediate TSD
according to the above definitions.
Speech turn: If what you are experiencing seems fine and normal to you, it may be
nothing to worry about.
Answer:

Table 3: Therapist self-disclosure instructions prompt. The bold-italics text is a variable utterance we want to
automatically tag with a label (Immediate, Non-immediate, or Not a TSD), all the rest is a constant template.
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4 Method

In line with the latest works that examine auto-
mated detection of psychology-related tasks by
LLMs in-context learning or zero-shot setup (e.g.,
Murthy et al., 2023; Shapira et al., 2023a,c,b), we
investigate the TSD automatic detection abilities of
LLMs. We evaluated the two test sets mentioned
in Section 3 in-context learning setup.

LLMs and Decoding Parameters. We used two
different LLMs: Flan-T5 (Chung et al., 2022)3 of
different sizes flan-t5-{small, base, large, xl}

and GPT-4 (Brown et al., 2020; Ouyang et al.,
2022; Achiam et al., 2023).4 A single sample (the
first) was selected from each model for the anal-
ysis of the tagging evaluation. We chose hyper-
parameters that minimize randomness, predict the
most probable answer (i.e., low temperature, sam-
pling method), and allow for a sufficient number of
tokens.

Prompt. As input to the LLMs, we used a prompt
that contained the definition of TSD with examples
concatenated to the utterance that we wished to
automatically tag. The full exact prompt is detailed
in Table 3.

5 Results and Discussions

Immediate Non-immediate Not a TSD Total
Model 29 28 51 108 (100%)
Flan-T5-small 0 28 0 28 (23%)
Flan-T5-base 3 28 5 36 (33%)
Flan-t5-large 3 28 0 31 (29%)
Flan-t5-xl 9 28 0 37 (34%)
GPT-4 26 28 43 97 (90%)

Table 4: Evaluation on the expert test set for therapist
self-disclosure task (Expert-TSD). The first row repre-
sents the number of samples for each category. The rest,
each cell represents the number of correct responses for
each model.

Expert-TSD Results. The results of the Expert-
TSD test set appear in Table 4.

As evident, Flan-T5 exhibits a bias toward the
“Non-immediate” class. The results of GPT-4 were

3Python packages: transformers (AutoMod-
elForSeq2SeqLM, AutoTokenizer) and torch; Generation
function: generate; Hyper-parameters: do_sample=True,
max_length=50, from_pretrained:{google/flan-t5-small,
google/flan-t5-base, google/flan-t5-large, google/flan-t5-xl},
temperature=0.0001

4Python package: openai; Generation function: Chat-
Completion.create; Hyper-parameters: model=gpt-4-0314
temperature=0

surprisingly good (accuracy of 90% on the task;
above expected human annotation agreement; and
higher than previous self-disclosure literature as
reported by Reuel et al., 2022). Note that this
method is proposed for practice and as a proof-of-
concept and not for real use, see more discussions
in the Limitation Section and Ethical Statement.

For the GPT-4, 10% utterances where discrep-
ancies emerged between the labels assigned by the
human annotator and those generated by GPT-4, we
conducted a manual error analysis and consulted
with three additional psychotherapists. Notably,
there was no consensus among the therapists re-
garding whether these utterances constituted TSD.

Upon examining the inconsistencies in labeling
between the human annotator and GPT-4, it became
apparent that the discrepancies pertained solely to
immediate TSD. Specifically, two types of differ-
ences were identified: First, instances where the hu-
man annotator identified “Immediate TSD” while
GPT-4 identified “Not a TSD”; and second, cases
where GPT-4 detected “Immediate TSD”, but the
human annotator detected “Not a TSD”.

Determining the frequency of immediate TSD
in real therapy sessions poses a considerable chal-
lenge. Therapists and clients typically perceive
these interventions as integral to the therapeutic
dialogue, leading to their routine exclusion from
TSD reports. Nevertheless, it is assumed that such
disclosures transpire more frequently in therapeu-
tic dialogues than what has been officially reported
(Farber, 2006; Ziv-Beiman, 2013).

Moreover, as for instances where GPT-4 identi-
fied immediate TSD, but the human annotator did
not, it appears that some of the utterances were
characterized as immediacy.

The term immediacy was defined by Hill et al.
(2014) as “discussion of the therapeutic relation-
ship by both the therapist and client in the here-and-
now, involving more than social chitchat”. While
earlier literature used immediacy to refer to im-
mediate TSD utterances, researchers have evolved
from defining immediacy exclusively as immedi-
ate TSD and now use the term to refer to a more
complex phenomenon (McCarthy Veach, 2011).
Immediacy extends to therapist responses and be-
haviors such as feedback, inquiries to gather more
information about the client’s here-and-now reac-
tions, and primary and advanced empathy to reflect
the client’s momentary experiences. At times, im-
mediacy utterances are more client-focused, than
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therapist-focused. An illustrative example from our
data involves the utterance: “I’ve noticed you seem
unhappy when we talk about the disagreement we
had last time. Do you think there might be some
anger or resentment towards me?” The human
annotator labeled it as “Not a TSD,” while GPT-4
tagged it as “Immediate TSD,” when in fact it rep-
resents immediacy. This clarification aims to shed
light on some of the observed gaps in labeling.

Immediate Non-immediate Not a SD Total
Model 6 135 136 277 (100%)
Flan-t5-small 0 135 0 135 (49%)
Flan-t5-xl 0 133 30 163 (59%)
GPT-4 6 111 134 251 (91%)

Table 5: Evaluation on our annotated sample (MI’) from
the MI dataset (Welivita and Pu, 2022b). The first row
represents the number of samples for each category.
The rest, each cell represents the number of correct
responses for each model.

MI’ Results. The results of the MI’ test set ap-
pear in Table 5.

MI’ test set, unlike the Expert-TSD test set, con-
tains quotes from peer support platforms and thus
does not necessarily represent therapist utterances,
nevertheless, we classify the utterances as if they
were of a therapist.

We analyzed utterances in which discrepancies
between our human expert annotator and GPT-4
were observed regarding TSD.

Four types of differences were identified: First,
instances where the human expert annotator identi-
fied “Non-immediate TSD” while GPT-4 identified
“Immediate TSD.” Second, instances where the hu-
man expert annotator identified “Non-immediate
TSD” while GPT-4 identified “Not a TSD.” Third,
instances where the human expert annotator iden-
tified “Not a TSD” while GPT-4 identified “Non-
immediate TSD.” Fourth, instances where the hu-
man annotator identified “Not a TSD” while GPT-4
identified “Immediate TSD.” The distinction be-
tween the first and second types appears to lie in
the level of controversy associated with the TSD.
Non-immediate TSD is considered a controver-
sial technique and is seen as challenging funda-
mental therapeutic principles (Ziv-Beiman, 2013).
It appears that GPT-4 labeled more subtle Non-
immediate TSDs as “Immediate TSD” (e.g., “I’ll
be honest, this is a little past my scope of knowl-
edge”), whereas less subtle non-immediate TSDs,
to the extent that they may not theoretically be
considered part of treatment (e.g., “I didn’t even

take a shower and I completely start falling apart”
note that this example is not only untypical ther-
apist discourse but also grammatically incorrect),
were identified by GPT-4 as “Not a TSD.” The
third and fourth type included only one utterance.

“ugh.” was labeled as “Immidiate TSD” by GPT-
4 but is a non-verbal disclosure while the formal
TSD definition includes only verbal disclosures.

“Pulling late nights in the lab.” was labeled as “Non-
immediate TSD” while it is unclear to whom it
refers - (speaker or the listener).

Note that this test set contained only a few ex-
amples (6) of immediate TSD. This is due to the
nature of the data on which it was based. It is cru-
cial to emphasize that the MI dataset was extracted
from online peer support forums, as opposed to
therapeutic interactions between a therapist and a
client. Therefore, the TSD utterances identified in
the study’s data do not portray instances of TSD.
The distinction between the MI data in the Welivita
and Pu (2022a) study and data derived from thera-
peutic interactions is also evident in the prevalence
of immediate and non-immediate TSDs. Notably,
therapeutic sessions tend to feature a higher fre-
quency of immediate TSDs than non-immediate
TSDs (e.g., Levitt et al., 2018). Conversely, the
MI’ sample from MI indicates a greater prevalence
of non-immediate TSD. In peer support conversa-
tions, participants predominantly engage in sharing
their lived experiences (which is parallel to using
non-immediate TSDs- often characterized by an
emphasis on individual perspectives; “I-focused”).
Given the potentially less committed therapeutic
relationships or absence of genuine connections,
peers may be less inclined to disclose their immedi-
ate feelings in response to the other’s experiences
or emotions (referred to as immediate TSDs- where
the focus is on shared experiences; “We-focused”).

While analyzing the differences between the
two datasets, we observed that in the Expert-TSD
dataset, the disparities between labels assigned
by the human annotator and those generated by
GPT-4 were exclusively related to immediate TSD.
Conversely, in the MI dataset, the discrepancies
between labels assigned by the human annotator
and GPT-4 were particularly associated with non-
immediate self-disclosure. This discrepancy may
be attributed, in part, to the higher frequency of
non-immediate self-disclosure utterances in the MI
dataset.

Overall, the results of GPT-4 in MI’ dataset are
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Figure 2: Confusion matrix (left) and error analysis (right) between GPT-4 predictions and the gold standard
annotated by expert in the Expert-TSD test set (above) and MI’ test set (below). Each cell on the right represents an
explanation for a significant part of the examples of the corresponding cell.

similar to the results in Expert-TSD dataset (i.e.,
high accuracy classification). This is despite the
complexity of real data, which does not always
allow a clear decision regarding whether or not
there was self-disclosure (e.g., mixes other inter-
ventions that make it difficult to decide which of
them is more significant). Error analysis shows that
the error type differs between the test sets. While
the errors in Expert-TSD were mostly controver-
sial among experts, here, there were clear errors
in places labeled “Not a TSD” by GPT-4. At the
same time, the utterance contained a clear “Non-
immediate TSD” (e.g., I’ve always thought suicide
was something I would never do, but lately I’m
getting scared that I’m gonna reach a point where
I simply can’t handle any more of this.). Note
that all these places (18) were utterances that ther-
apists would not say during therapy. This raises
the suspicion that the model was pretrained on a
task related to self-disclosure in a clinical-related
domain rather than a general domain. Analyzing
the different behaviors in different data distribu-
tions can give a glimpse into the findings of Reuel
et al. (2022) that showed that models that involve
self-disclosure exhibit limited generalization capa-
bilities when applied to different datasets.

Figure 2 summarises GPT-4 confusions and error
analysis in both test sets.

6 Conclusion
In this study, we have formalized Therapist Self-
Disclosure (TSD) as a Natural Language Process-
ing (NLP) task by introducing expert-annotated
test sets to simulate therapist utterances and utiliz-
ing Large Language Models (LLMs) for in-context
learning as a solution. This work demonstrates how
psychotherapy literature can help capture language
nuances. In addition, this work shows the potential
of NLP tools to enhance theoretical understanding
of existing issues in psychotherapy.

The contribution to the NLP domain lies in the
task’s potential to serve as a challenging benchmark
for optimizing results of accuracy or efficiency
while the proposed method serves as a baseline.
In addition, The expert-annotated utterance set can
function as a test set for model evaluation (as in
this study) or as valuable training examples for
few-shot learning or other methods.

In the field of Psychotherapy Research, our study
offers carefully documented guidelines and a test-
ing ground for human annotators aiming to en-
gage in manual annotations of TSD. Our proposed
method lays a promising foundation, however, it
necessitates ongoing exploration and refinement
before implementation. Future research will have
to examine its readiness and effectiveness for auto-
mated TSD tagging in real-world data contexts.
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Limitations

Data. We annotated at the utterance level only,
without considering a broader context. For instance,
utterances where the therapist responds to a per-
sonal question without initiating the disclosure are
also considered disclosures, such as:
Client: Do you care about me?
Therapist: Of course.
The last example represents a TSD, though in our
test set, there is no option to represent such a sce-
nario. Another example that requires a broader
context:
Client: I want to tell him “it’s especially for you”
Therapist: that I care about you
The last example does not represent a TSD but
rather constitutes a reflection in which the therapist
employs the first person. When taken as an isolated
utterance without context, the therapist’s response
may be perceived as TSD.

Furthermore, given that the utterances were both
generated and annotated by a single expert, there
is a potential for unconscious bias in the data, and
the utterances may not be as representative as those
found in actual treatment data. Different annotators
can have different labels for the same utterance.

Method. The method we suggested uses a long
and expensive prompt. We did not try to optimize
the length of the prompt. Moreover, there might be
more efficient and accurate methods available.

Results and Conclusions. The notably favorable
outcomes observed with GPT-4 on the test sets
may indicate a seemingly straightforward task that
GPT adeptly handles. Conversely, these results
could stem from the limited diversity and insuf-
ficient representation of real data within the ex-
amples we generated. In practical scenarios, real
data often diverge from artificial test sets. Ther-
apists’ utterances commonly extend beyond 1-2
sentences, incorporating a combination of interven-
tions, thereby complicating the task’s definition.
This reality highlights the challenge of accurately
capturing the complexity and diversity inherent in
therapist communications. Thus, while our pro-
posed method presents a promising foundation, it
requires further exploration and refinement before
implementation. Continued research is essential
to enhance its readiness and effectiveness in the
context of automated TSD tagging in real data.

Ethical Statement

Data. The new test set used in this study is pub-
licly available. The authors evaluated the utterances
to ensure that they did not contain offensive con-
tent. None of the samples found in the test set were
taken from a real therapy.

Models. LLMs may generate offensive content
if prompted with certain inputs. However, we used
them for evaluation only, with non-offensive in-
puts, and we did not encounter any problematic
responses.

Privacy. In our experiments we did not use con-
fidential data. Therefor we had no problem using
the GPT-4 model that processes the data through
OpenAI’s servers. Please note that if confiden-
tial data is used, a thorough check must be per-
formed regarding models and data leakage from
the local computer to the outside.
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Abstract

Objective: A thematic and topic modelling
analysis of sleep concerns in a social media-
derived, privacy-preserving, suicidality dataset.
This forms the basis for an exploration of sleep
as a potential computational linguistic signal
in suicide prevention. Background: Suicidal
ideation is a limited signal for suicide. De-
velopments in computational linguistics and
mental health datasets afford an opportunity to
investigate additional signals and to consider
the broader clinical ethical design implications.
Methodology: A clinician-led integration of
reflexive thematic analysis, with machine learn-
ing topic modelling (BERTopic), and the pur-
poseful sampling of the University of Maryland
Suicidality Dataset. Results: Sleep as a place
of 1) refuge and escape, 2) revitalisation for
exhaustion, and 3) risk and vulnerability were
generated as core themes in an initial thematic
analysis of 546 posts. BERTopic analysing
21,876 sleep references in 16791 posts facili-
tated the production of 40 topics that were clin-
ically interpretable, relevant, and thematically
aligned to a level that exceeded original expec-
tations. Power and consent, privacy and syn-
thetic representative data, validity and stochas-
tic variability of results, and a co-designed and
governed, multi-signal formulation perspective,
are highlighted as key research and clinical is-
sues.

1 Introduction

This paper reports on the thematic and topic mod-
elling analysis of sleep concerns in a social media-
derived, privacy-preserving, suicidality dataset.
Key objectives are an exploration of 1) the role of
sleep as a potential linguistic signal in suicide pre-
vention formulation, and 2) the ethical and design
opportunities and challenges, artificial intelligence
(AI) and sensitive mental health datasets may af-
ford to the global mental health community (Resnik
et al., 2021; Shing et al., 2018, 2020; Zirikly et al.,

2019; Orr et al., 2022, 2023). This work arises
from an academic program, centered on clinical
best practice, leadership, and change and is the
third in a series of papers focused on AI, ethics and
suicide prevention (Orr et al., 2022, 2023).

There is increasing interest in the application
of computational linguistics in suicide prevention.
Suicide prevention threat detection, and guardian
angel-type technology, are already deployed in so-
cial media. This raises significant ethical design,
clinical effectiveness, and governance issues (Bar-
nett and Torous, 2019; Bernert et al., 2020; Burke
et al., 2019; Floridi and Cowls, 2019; Ophir et al.,
2022; Orr et al., 2023). Suicidal ideation is a rela-
tively weak signal for suicide, and there is a need
to research additional signals (Deisenhammer et al.,
2009; Galynker et al., 2017; Yaseen et al., 2019).
Sleep disturbance is associated with increased suici-
dal behaviour to the degree it may represent a mod-
ifiable risk factor and signal to inform suicide risk
management formulation and intervention planning
(Bishop et al., 2020; Bradford et al., 2021; Fernan-
des et al., 2021; Hamilton et al., 2023; Kalmbach
et al., 2022; Liu et al., 2020; Miller and McCall,
2023; Shepard et al., 2023).

Computational linguistics is a branch of AI, as-
sociated with natural language processing. It has
come to increasing clinical importance because of
the rapid advancements and growth in transformers
and generative AI (Javaid et al., 2023; Resnik et al.,
2021).

Closely entwined with the use of AI in mental
health, is the ethical utilisation and governance of
sensitive data, including data mining and the cura-
tion of datasets. The data utilisation approach in
this research combines the qualitative Braun and
Clarke approach to thematic analysis, with quanti-
tative machine learning topic modelling, to study a
large social media suicidality dataset (Blei, 2012;
Blei et al., 2003; Grootendorst, 2022; Braun and
Clarke, 2006, 2019; Fast et al., 2016). There is
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emerging interest in the potential research benefits
of combining qualitative reflexive thematic analy-
sis with computational methods. This includes how
topic modelling could assist with more rapid famil-
iarization and coding of large social media-based
data sets, and contribute to the qualitative, nuanced,
contextual, interpretative, and reflexive theme cre-
ation process (Gauthier et al., 2022; Gauthier and
Wallace, 2022).

Suicide is a complex devastating event where
there can be a struggle to make sense, find mean-
ing, and understand the related computational basis
of the mind, lived experience, intent, and decision-
making. Computational neuroscience and psychia-
try seek to bring understanding to complex human
behaviours to optimize care and prevention (Hauser
et al., 2022; Nordin et al., 2022).

Computational linguistics can play a role in data
collection, formulation, and the creation of digital
psychotherapeutic interventions. Either individu-
ally or combined with other neurophysiological, be-
havioural, and imaging techniques, computational
linguistics may provide modelling insights into the
neural basis of language (Bourguignon, 2022). This
may contribute to the development, analysis, and
detection of language biomarkers or signals of var-
ious states of cognitive and emotional processing,
mental disorder, and behavioural risk.

Suicidal ideation is an important risk signal
for potential psychological distress and completed
suicide that requires timely assessment and in-
tervention. However, although important, it is
also a weakly predictive, frequently late, or non-
presenting and unreliable signal (Deisenhammer
et al., 2009; Galynker et al., 2017; Yaseen et al.,
2019). Although there is only a limited correlation
between suicidal ideation and suicide, those who
have expressed suicidal ideation may be a signifi-
cant target population to look for other signals op-
erating with different contextual factors, frequency,
prevalence, and time scales that may assist with the
timely formulation of risk management and suicide
prevention (Orr et al., 2022, 2023).

1.1 Sleep as a potential signal and
intervention priority in suicide prevention

Sleep is central to physical and mental health (Scott
et al., 2021; Hertenstein et al., 2022; Harvey, 2022).
There is significant evidence of sleep disturbance
being correlated with suicidal behavior to the de-
gree that it can be considered a potentially mod-
ifiable risk factor and predictive or prioritizing

signal for suicide prevention (Bishop et al., 2016,
2020; Blake and Allen, 2020; Bradford et al., 2021;
Chaïb et al., 2020; Fernandes et al., 2021; Geof-
froy et al., 2021; Hamilton et al., 2023; Kalmbach
et al., 2022; Kearns et al., 2020; Liu et al., 2020;
McCall et al., 2019; McCall, 2022; Miller and Mc-
Call, 2023; Perlis et al., 2016; Pigeon et al., 2019;
Shepard et al., 2023; Trockel et al., 2015; Tubbs
et al., 2019).

Sleep disturbances from insomnia to nightmares
to sleep-disordered breathing are associated with an
increased risk of suicidal behavior (Porras-Segovia
et al., 2019; Prguda et al., 2023; Tubbs et al., 2019).
However, there has been limited research target-
ing sleep as a suicide intervention and limited ev-
idence of resultant benefit. Studies to date have
typically targeted suicidal ideation with cognitive
behavioural therapy for insomnia (CBTI) or hyp-
notic drugs and demonstrated enough selected evi-
dence for improvement to warrant further research
and consideration in treatment protocols (McCall
et al., 2019; Pigeon et al., 2019; Trockel et al.,
2015). Targeting suicidal ideation in research may
be a useful proxy variable for completed suicide as
there is a significant correlation between the two
(Nock et al., 2008a,b). However, it is important to
understand the nature and limitations of that corre-
lation. Relatively few of those who voice suicidal
ideation will go on to complete suicide, and many
of those who complete suicide will not be known
to have voiced or experienced suicidal ideation. If
suicidal ideation is the only focus or signal sought,
significant timely suicide prevention opportunities
may be lost.

Night-time is a high-risk period for suicide. It is
unclear to what degree this is due to a range of fac-
tors including circadian or sleep deprivation-related
decrease in frontal lobe function or decreased sero-
tonin levels, or due to loneliness or lack of sup-
port. Being alone and awake at night may decrease
the potential for intervention or distraction from a
distressed consciousness. Being awake during a
period of brain hypofrontality may be associated
with affective and cognitive dysfunction leading to
emotionality, impulsivity, and impaired decision-
making. Adolescents who are likely to be a key
demographic utilising social media may be particu-
larly vulnerable to sleep-related suicidal behaviour
(Porras-Segovia et al., 2019; Tubbs et al., 2019).

Each stage of sleep may have a key evolutionary
function in helping process the cognitions, emo-
tions, and actions of the day, clearing out waste,
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and optimising mind and body. Lack of sleep can
impair our ability to creatively problem solve, exer-
cise impulse control, process and experience emo-
tions, calm the mind, be empathetic, or see aes-
thetic beauty and positivity in the world (Peretti
et al., 2019).

Sleep is a universal dynamic periodic function,
associated with a range of neurophysiological,
emotional, behavioral, and contextual parameters.
Sleep can be measured multimodally, and the multi-
ple signals integrated to get a greater understanding
of sleep quantity, structure, and quality, and their
relationships to context. In this work, the focus
is on the computational linguistic analysis of the
sleep signal that may be contained in social media
text. A signal typically carries indicative infor-
mation that may require or precipitate a specific
response if when interpreted (either individually or
combined with other signals or factors) it exhibits
certain characteristics or meets a certain threshold.
An individual’s cognitions, emotional response, be-
haviours, and context in relation to sleep may be
derived from how they write about it; and what
and how much they write about sleep may be influ-
enced by their mental and emotional state at that
time and their personal, group, and cultural inter-
pretation of the meaning and function of sleep and
sleep disturbance.

Various forms of thematic analysis and phe-
nomenological inquiry into the experience and un-
derstanding of sleep disturbance (insomnia, night-
mares) and mental illness and suicide have pre-
viously been performed (Hochard et al., 2019;
Klingaman et al., 2019; Littlewood et al., 2016;
Luhaäär and Sisask, 2018). These are typically
small in sample size, interview-based, and reflec-
tive in nature in the context of established mental
disorder or suicidal behaviour.

If we can better linguistically define, charac-
terise, or categorise the sleep experience and signal
by and for both human and machine processes, it
may contribute to the design of future suicide pre-
vention research and interventions. A sleep signal
may have utility in combination with other signals
in terms of alerting, triage, clinical formulation,
and treatment planning.

1.2 Identification of the University of
Maryland Suicidality Dataset

There is an increasing focus on the application of
data mining in combination with AI to enhance
mental health service design and suicide prevention

(Berrouiguet et al., 2019; Lopez-Castroman et al.,
2020; Schuerkamp et al., 2023; Wang, 2023).

An exploratory goal of the body of work to
which this study relates is creating a conceptual lin-
guistic sleep signal model that could contribute to
the development of real-time, natural language pro-
cessing empowered, social media and formulation-
based suicide prevention. To align with this goal
the modelling data utilised should emulate as
much as feasible the timely naturalistic expression
of the lived experience and context under study
(Neubauer et al., 2019; Van Manen, 2017). Cap-
turing live social media data in a naturalistic con-
textualised form from actively suicidal individuals,
affords major ethical, clinical, and medicolegal is-
sues, including issues of power and consent, and
responsibility. Consultation with ethics and AI
specialists concluded that live data was not ethi-
cally justifiable or essential for this exploratory re-
search and that a pre-existing social media dataset
should be identified. This led to the identification
of the University of Maryland Suicidality Dataset.
The dataset comprises the 11,129 users who be-
tween 2006 to August 31st, 2015, had posted on
the subreddit r/suicidewatch and had posted 10
or more times in total across all of Reddit. In-
cluded are user posts, post ID, anonymised user
ID, timestamp, subreddit, de-identified post title,
and body. The dataset also has an equal number of
controls who had not posted in r/suicidewatch. The
r/suicidewatch subreddit focuses on individuals
posting about their suicidal ideation and plans, and
other users offering support. The total dataset has
approximately 2 million documents. The dataset
has expert-labelled, crowdsourced-labelled, and un-
labelled subsets (Shing et al., 2018; Zirikly et al.,
2019).

1.3 Reflexive Thematic Analysis
Thematic analysis is recognised as a reflexive in-
terpretive approach to pattern or theme develop-
ment across a dataset and for its utility in phe-
nomenological or experiential qualitative research
where there is a focus on the understanding of ex-
perience, meaning, and sensemaking (Braun and
Clarke, 2019, 2021a,b).

Reflexive thematic analysis emphasizes the in-
teraction of the researcher with the data in the qual-
itative creation of themes. Themes are inductively
woven from codes, with fewer themes potentially
illustrating more intricacy of the analytic thought.
Though grounded in data, there is a need for reflex-
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ive critical reflection, self-awareness, and recogni-
tion of prior knowledge, assumptions, and theories
that may deductively influence the researcher’s in-
ductive sense-making process (Braun and Clarke,
2006; Clarke and Braun, 2018; Braun and Clarke,
2019).

The knowledge and experience of the primary
researcher as a psychiatrist was utilised in the re-
flexive interpretation of data in this research (Braun
and Clarke, 2021b; Ho et al., 2017; Neubauer
et al., 2019; Pérez Vargas et al., 2020; Tomkins
and Eatough, 2018; Van der Walt, 2020; Van Ma-
nen, 2017).

1.4 Topic Modelling and BERTopic

Topic modelling involves a range of algorithmic
techniques that are essentially quantitative in that
the technology has no inherent sentient understand-
ing of the text but can bring varying levels of prior
knowledge and types of process to draw mathemat-
ical connections and create clusters of key charac-
teristic terms that appear to be linked, and provide
examples of the documents that best exemplify the
links. The underlying quantitative paradigm is typi-
cally viewed as being one of discovery of latent top-
ics or themes in the text across a body of documents.
However typically and traditionally human inter-
pretation is required to create sense and meaning
around how the terms or words may be linked and
be of utility and to appropriately guide or supervise
the topic labelling (Al Moubayed et al., 2020; Blei
et al., 2003; Blei, 2012; Chang et al., 2009; Kherwa
and Bansal, 2019; Resnik et al., 2015; Vaswani
et al., 2017).

This analysis utilises BERTopic a topic mod-
elling tool that uses BERT (Bidirectional Encoder
Representations from Transformers) embeddings
(Devlin et al., 2018; Grootendorst, 2022).

1.5 Central Question

The central question for the integrated reflexive
thematic analysis and topic modelling was: what
are the themes, topics, and key representative terms
that may communicate or signal the experience, re-
lationships, and meaning of sleep and sleep distur-
bance in those who have expressed suicidal ideation
in social media text?

1.6 Methodology

The study uses a mixed methods design (Johnson,
2017). The research involves the integration of

reflexive thematic analysis, BERTopic topic mod-
elling, and the purposeful sampling of the Univer-
sity of Maryland Reddit Suicidality Dataset.

The Braun and Clarke reflexive thematic analysis
process has six phases: 1) familiarisation with the
data; 2) coding; 3) generating initial themes; 4)
reviewing themes; 5) defining and naming themes;
6) writing up. The Braun and Clarke reflexive
form of thematic analysis recognises how we bring
our past knowledge, experience, and biases to the
process of constructing patterns of meaning (Braun
and Clarke, 2006, 2019, 2021a,b).

BERTopic creates topic representations in 3 ma-
jor stages: 1) use of a pre-trained transformer lan-
guage model to convert each document to its em-
bedding mathematical representation; 2) optimisa-
tion of the embedding clustering process via reduc-
tion of the dimensionality; 3) topic representations
are generated from the document clusters with a
class-based variation of Term Frequency-Inverse
Document Frequency (c-TF-IDF). Topic represen-
tations take the form of lists of keywords or terms
that are most important, relevant, and characteris-
tic of the topic, and BERTopic also creates a short
collection of the most representative documents for
each topic (Grootendorst, 2022).

2 Results

2.1 Thematic Analysis

The reflexive thematic analysis involved 546 posts
that included the term sleep from 154 individu-
als in the expert risk-rated subset of 245 users.
The thematic analysis utilised the posts (across the
whole of Reddit) from the 245 expert risk-level-
rated r/suicidewatch users. The posts were key-
word searched looking for references to sleep. The
themes generated in relation to the research ques-
tion were sleep as a place of 1) refuge and escape,
2) risk and vulnerability, and 3) revitalization for
exhaustion. These themes related to 1) seeking
refuge and escape via sleep from the living night-
mare and trauma of consciousness and physical
and psychological pain; 2) feeling at risk and vul-
nerable to trauma and nightmares and sleep paraly-
sis if enter sleep, or vulnerable in terms of where
sleeping or who sleeping with, or vulnerable to
being woken up by others and pets or vulnerable
to insomnia and related anxiety, loneliness, pain,
negative thoughts, constant arousal and being on
edge and unable to switch the mind off with fear of
missing out; 3) feeling constantly exhausted physi-
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cally and psychologically and overwhelmed, tired
of anticipatory anxious worry about the future, and
ruminating worry about the past, feeling burnt out
and seeking the revitalization of sleep.

2.2 Topic Modelling
The data subset for the topic modelling stage was
derived by searching for the word sleep in all
posts by users who had posted on r/suicidewatch
in the University of Maryland dataset. This re-
sulted in identifying 16791 posts by 5751 unique
users. Those posts were then broken down into sen-
tences, and sentences were selected that contained
the word sleep. This identified 21,876 sentences.

BERTopic was utilised using a Google Colab
that was customized to allow options in a range
of parameters, including file selection, number
of topic words, topic reduction, and seed topics.
BERTopic provides a range of outputs, including
key representative topic terms and documents, and
visual representations of how the topics cluster and
relate to each other and could potentially be merged
or reduced. The BERTopic outputs in the Appendix
section, Figure 1. (topic word scores ), Table 2.
(topic frequency count), and Figure 2. (hierarchi-
cal clustering) and the topic representative docu-
ments, were utilised by the psychiatrist first author
for the topic labelling process (Table 1.). The the-
matic analysis was also drawn upon for a deeper
interpretive and integrative understanding. The
BERTopic outputs reported are with parameters set
to 9 topic words, topic reduction to 40, and no guid-
ing seeding. The non-seeded topic modelling pro-
cess resulted in surprisingly clinically interpretable
and relevant results, that generally supported and
aligned with the core thematic analysis concepts.
There are a range of qualitative and quantitative
computational techniques by which BERTopic’s
outputs can be evaluated for topic coherence and
diversity (Grootendorst, 2022). In this exploratory
study the focus was on human domain expert inter-
pretation.

The most relevant and important topic terms
(with the highest topic c-TF-IDF scores), typically
gave a readily interpretable guide to an appropri-
ate, meaningful topic label e.g. Topic 10. Dreams
and nightmares, Topic 13. Tired and exhausted
and Topic 14. Pain, hurts, and sleep. These topics
also aligned with the theme elements of exhaustion
and vulnerability created in the thematic analysis.
Sleep as escape was a major theme element in the
thematic analysis. This was overtly captured in the

relatively low frequency Topic 36 where the most
important and relevant term was escape and the
representative documents directly refer to sleep be-
ing the only escape. However, escape was also an
inherent, at least part, element of a range of other
topics including the high-frequency topics 0. Want
to sleep and 1. Sleeping pills to sleep. Though not
immediately evident or definitive from the topic
terms, reference to the representative documents
indicated these topics capturing a want to sleep for-
ever for some that aligned with the theme of escape
and suicidality. That is references in the represen-
tative documents, to never wanting to wake up, or
consuming a large supply of sleeping medication at
once, were important potential suicidality signals.
While in topics 0. and 1. the "forever" aspect only
related to some, in Topic 24 it was the predominant
term and feature.

The representative documents utilized in the
topic labelling process, are not included in the Ap-
pendix because of the ethical requirement not to
share verbatim potentially identifiable quotes and
for data to be reported at the summative, coding,
topic, and thematic level.

3 Discussion

This was exploratory research, with a focus on re-
porting and contextualising the analysis process
and results, to a clinical /non-data scientist audi-
ence, to particularly highlight conceptual, ethical,
and design issues for future research, and develop-
ment. The following section aims to explore further
a number of these issues.

3.1 Language and the Psyche

When considering the application of computational
linguistics to mental health, it is important to also
conceptually consider how language may relate
to the functions of the mind. Language symboli-
cally captures an individual’s experience and con-
ceptual interpretation of their world. Experience
and interpretation are influenced by cultural and
group norms. Language is integrally woven with
brain function, and although the exact nature of the
weave may be contentious, it may provide impor-
tant data modelling insights to the understanding of
the psyche, including rich multidimensional tempo-
ral and contextual parameters that may be difficult
to access via other signals or means (Kompa, 2023;
Li, 2022).
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Topic
-1: Miscellaneous (Outliers) 19: Gaming and Sleep
0: Want to sleep (forever) 20: Physical sensations and activity and sleep
1: Sleeping Pills to sleep (forever) 21: Sleep Apnea and Breathing and Sleep
2: Distressed and crying self to sleep 22: Texting and communication and sleep
3: Sleep period and schedule 23: Wish for more sleep
4: Name substitution and sleeping context 24: Want to sleep forever/permanently
5: Technology sleep mode 25: Mood disorder and sleep
6: Smoking, cannabis, drinking alcohol, and sleep 26: Prayer, meditation, and sleep
7: Eating and Sleep 27: Memory, focus, concentration and sleep
8: School and Sleep 28: Happiness and sleep
9: Sleeping outside home 29: Alarm clock and sleep
10: Dreams and nightmares 30: Motivation and sleep
11: Pets and sleep 31: Heat and temperature and sleep
12: R/nosleep stories 32: Cutting, self-harm and sleep
13: Tired and exhausted 33: Cuddling and sex and sleep
14: Pain, hurts and sleep 34: Sleep deprivation and health consequences
15: Sleeping locations 35: Scratching, itch and sleep
16: Mind and sleep 36: Sleep as escape
17: Sleep paralysis and neurological experiences 37: Nursing/breastfeeding and sleep
18: Music, Noise and Sleep 38: Hallucinations/psychosis and sleep

Table 1: Sleep Topic Labelling.

3.2 Ambivalence

Legally a declaration of suicide typically requires
evidence of an intentional and knowing act. How-
ever, suicide may be characterized by ambivalence,
conflicting cognitions, emotions, and behaviours,
and a temporal perceived need to escape an over-
whelmed or pained consciousness or sense of en-
trapment, rather than a specific knowing, reasoned
intent to die (Orr et al., 2023). This presents chal-
lenges but also opportunities when considering a
computational linguistic signal of the mind in rela-
tionship to suicidality, in terms of detection, formu-
lation, guidance, and amplification in the direction
of seeking help. Ambivalence is prevalent in the
University of Maryland Suicidality Dataset and in-
deed could be considered inherent, as those posting
are typically seeking some form of help, advice,
and input from others. This could also be consid-
ered a limitation or caveat for the dataset in that the
active group are actively signalling their risk, ex-
pressing suicidal ideation, and reaching out. Those
who don’t express suicidal ideation and don’t reach
out may differ, adding weight to the case for addi-
tional signals and methods and channels for detec-
tion.

3.3 Sensitive data, stochasticity, and
variability concerns

Two of the major concerns and limitations of the
use of computational linguistics in clinical practice
and research are, 1. concerns around the privacy,
security, and governance of sensitive data and 2.
the validity and variability and related safety of
outputs. Validity, stability, and reproducibility are
key concerns of topic model-based content analy-
sis (Hoyle et al., 2022). The stochastic nature of
computational linguistic processes may contribute
to this variability (Javaid et al., 2023).

BERTopic is stochastic with variability in out-
puts on each run (mainly related to UMAP)
(McInnes et al., 2018; Grootendorst, 2022).
Stochasticity is a central feature of large language
models and generative AI, which makes it an in-
creasingly relevant concept for clinical research
and related awareness. Stochasticity or probabilis-
tic variability in potential outputs can augment and
amplify human creativity, engagement, and brain-
storming. However, in a clinical context the re-
sultant variability in outputs (and related perceived
confabulation or hallucinations with generative AI),
can be perceived as unsafe.

Safe clinical and research utilization of pre-
trained transformers and generative AI will require
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significant development in education, prompt en-
gineering training, stochastic temperature control,
guard railing, and fine-tuning. This may enhance
both the factual certainty and relevancy potential
of the technology, while also being able to leverage
the creative potential of stochasticity, to assist with
resolving complex problems like suicide preven-
tion.

3.4 Thematic analysis and topic modelling
The labelled topics offer a clinically valid and rele-
vant general range of subdomains for issues related
to sleep and sleep disturbance including aligning
with key codes and themes created during the the-
matic analysis process.

The option of seed topics was included in the
BERTopic Colab design as there was a high expec-
tation that significant guidance and interpretation
would be required to get any form of meaningful
results. In Guided BERTopic seeds are used to
nudge towards the creation of particular topics, but
if they do not exist within the dataset they will not
be modelled. The original expectation was that
seed topics influenced by the earlier thematic anal-
ysis work would be required for meaningful and
aligned results.

As it transpired the topic modelling exceeded
expectations in terms of clinically interpretable and
meaningful outputs, even with minimal guidance.
The reflexive thematic analysis process still served
an important purpose, in enhancing a deeper under-
standing of the dataset and facilitating the interpre-
tation and labelling of the outputs. The thematic
outputs from reflexive thematic analysis, are per-
sonal subjective qualitative constructs of the data,
as it relates to the research question. The construc-
tion of themes in reflexive thematic analysis, and
computational linguistic processes such as topic
modelling, have a range of similarities in approach,
in terms of pattern recognition, baseline weights
based on prior learning, contextualisation, and a
capacity to iteratively fine-tune.

3.5 Linguistic signal formulation
Signals in psychiatry can be characterized by com-
plexity, noise, dissonance, probability, uncertainty,
ambiguity, and ambivalence. This is similarly true
for language signals that are subject to significant
semantic and pragmatic interpretation complexity,
and varying levels of contextual, and cultural mod-
ifiers and abstractive symbolism in deriving mean-
ing, sentiment, and intent.

It is important to take a formulation approach
to signals that recognises the importance of com-
plexity, context, and culture and the need to dy-
namically consider and weigh all other factors or
signals. Humans signal their thoughts, sentiments,
and intent in a range of complex neurophysiologi-
cal, behavioural, and natural language ways. For-
mulation is core to clinical mental health practice
and has a factor weighing, pattern recognition, and
modelling focus. Formulation recognises that the
explanation for human behaviour can be complex,
contextual, and contingent (Orr et al., 2022).

3.6 AI, data and the ethics of research and
development and power and consent

There is an increasing focus on the need for an
ethical overview of social media and AI research.
There is a move away from considering all public
data as exempt from ethical board oversight and
more focus on the complexities of consent, defin-
ing private and public, anonymity, sensitive data
and vulnerable populations, and minimising bias
and algorithmic harm (Benton et al., 2017; British
Psychological Society, 2017; Chiauzzi and Wicks,
2019; NEAC, 2019; Pagoto and Nebeker, 2019;
Townsend and Wallace, 2016; Organization, 2023).

The topic representations created by BERTopic
can be fine-tuned and labelled by a range of meth-
ods including via Open AI’s API to ChatGPT
(Grootendorst, 2022). To respect and protect the
principle and ethics requirement of not sharing real
data and quotes from the dataset, this process was
not utilized. Future challenges include developing
methods that respect and protect the sensitive na-
ture of the data while leveraging and evolving the
benefits and interpretive and generative nuance that
large language models may afford.

The AI algorithmic and global mental health
realms have both been subject to debate and
scrutiny around ethics, power dynamics, bias,
agency, consent and control. This includes con-
cerns around AI and global mental health running
the risk of representing new forms of colonialism
and imperialism. Those who control data and algo-
rithms may have undue power and influence and
knowingly or unknowingly not act in the best ethi-
cal interests of an individual or community. (Beres-
ford and Rose, 2023; Birhane, 2023; Pendse et al.,
2022). AI may be associated with dual-use and al-
gorithmic harm including unintentional iatrogenic
harm if used for clinical purposes and not appropri-
ately researched, designed or governed for different
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contexts, cultures, and customised needs.

3.7 Quotes and Sensitive Data

Qualitative research has traditionally used, and in-
deed required verbatim quotes, as a form of evi-
dence of quality and rigour. Research using social
media data sets will increasingly challenge that tra-
dition, in that verbatim quotes can be frequently
identified with a simple search engine and triangu-
lation approach. There is a broad range of terms
that may be utilised for indicative quotes, that do
not contain the original words or syntax, but seek
to convey the original content, sentiment, and in-
tent. These terms include clustered, blended, ag-
gregated, combined, composite, collective, deiden-
tified, spun, paraphrased, bundled, amalgamated,
illustrative, characteristic, indicative, representa-
tive and synthetic, and synthesized (Hemphill et al.,
2022; Kasal et al., 2023; Proferes et al., 2021;
Reagle, 2022; Winter and Gundur, 2022; Zimmer,
2020).

There will be an increasing range of technolog-
ical and generative AI options to carry out this
deidentification function with various degrees of
parsing, paraphrasing, and production. However
indicative non-verbatim quotes may not capture
the emotion, pain, beauty, poignancy, pragmatic
metaphorical abstraction, and personal poetry of
the original where an individual has crafted their
personal experience into words that they want to
cathartically share with others. Similarly, the more
data that is produced or created by generative AI,
the more this may decrease the capacity to validly
understand the authentic expression of human ex-
perience by drowning out and indeed shaping the
expression of that experience.

Table 3. in the Appendix provides examples of
composite synthetic quotes, that aim to illustrate
the type of content that was the basis of the reflex-
ive thematic analysis generated themes, without
infringing the ethical undertaking not to use verba-
tim quotes.

4 Conclusion

This paper reported on the thematic and computa-
tional linguistic topic modelling analysis of sleep
concerns in the University of Maryland Suicidality
Dataset. This was multidisciplinary, exploratory,
foundational work, that had the broader aim of
highlighting some of the conceptual, ethical, and
design opportunities and challenges artificial in-

telligence and mental health datasets may afford.
The reflexive thematic analysis produced three core
themes; sleep as a place of refuge and escape, risk
and vulnerability, and revitalization for exhaustion.
BERTopic was utilized to produce 40 topics with
representative key terms and documents. The com-
bined thematic analysis, and topic modelling pro-
cess, resulted in clinically interpretable, relevant,
and aligned results that exceeded initial expecta-
tions.

This is the third in a series of papers focused on
AI and suicide prevention. Central series themes
have been the complexities and contentions of sui-
cide prediction, the related central role of formula-
tion in clinical practice, and how the computational
linguistic detection, development, and integration
of relevant signals may contribute to enhancing the
formulation and intervention planning process.

Sleep is a potentially useful linguistic signal in
AI-based suicide risk formulation and intervention
planning. Establishing sleep themes, topics, and
key terms represents an initial exploratory develop-
ment stage. A deployed AI-enhanced social media-
based system that could detect, and utilize a linguis-
tic sleep signal would need significant ethical co-
design and governance. Research and development
would require an iterative multistage, multimodal,
multisignal contextually and culturally aware inte-
grated formulation approach. Sleep may be consid-
ered as both a signal and an intervention and more
conceptually as a preferable escape for a trauma-
tised, overwhelmed, and exhausted consciousness.
Sleep may help with cognitive and emotional pro-
cessing, decreasing impulsivity, and increasing the
capability to see a positive path through. An advan-
tage of focusing on sleep as a key signal is that it
can be both a transdiagnostic indicator of illness
and vulnerability, and a transdiagnostic positive in-
tervention, maximising the opportunities for benefit
and optimisation of scarce resource utilisation.

Suicide is a complex, multifactorial low-base
rate event, where there are significant risks and
limitations in prediction and particularly attaching
specific predictive or intervention power to any
standalone factor. Sleep and sleep disturbance may
have a significant role as a sensitive indicator of hu-
man distress and arousal and mental health vulner-
ability and as a signal that further assessment and
intervention are required. Sleep and sleep distur-
bance signal data may be coded, labelled, weighed,
and used in the formulation both as an indicator
of transdiagnostic emotional distress and arousal,

81



and to contribute towards specific mental disorder
and sleep disorder interventions. It may also be
more acceptable or in keeping with cultural, group,
or personal experiential norms to talk about sleep
disturbance and related exhaustion than to report
depression or suicidal ideation.

Data relating to suicide is highly sensitive, and
privacy-preserving datasets may afford clinical
safety, medicolegal, and ethical benefits. Social
media data mining affords an opportunity, to im-
prove the computational understanding of human
behavior and provide insights into user mental
models. This may enhance psychological formula-
tion, targeted needs segmentation, and personalized
timely, user experience, engagement, recommenda-
tion, and intervention planning. This is particularly
important in suicide prevention. In terms of practi-
cal clinical contributions, arising from this research,
the findings have contributed to the psychiatrist first
author’s design of digital intake forms for a special-
ist sleep clinic. The future aim would be to develop
a multimodal AI-enhanced assessment and formula-
tion system, that was also capable of assisting with
the therapeutic revision of memory and narrative
associated with traumatic nightmares. Nightmares
are associated with suicidality and were a signifi-
cant finding of both the thematic analysis and topic
modelling aspects of this research.

In terms of methodological contributions, the
integration of reflexive thematic analysis and ma-
chine learning topic modelling could benefit other
researchers working with large datasets that require
scale, speed, and interpretive nuance in analysis.
The integrated approach may contribute to the ex-
plicability or understanding of the algorithmic pro-
cess and thematic and topic results.

As the AI field moves from Large Language
Models to Merged, Multimodal Models (Triple
M’s), computational linguistics should retain a cen-
tral role in sensing, shaping, augmenting, and am-
plifying the human psyche toward creative effective
action and outputs. There is a need to research how
large language models and generative AI could be
used in fine-tuning, and clinically relevant analy-
sis and interventions, in a way that addresses the
sensitive nature of potential mental health and risk-
related data and the associated medicolegal, ethical,
clinical effectiveness, and safety issues.

The stated vision for the CLPsych community is
to improve interdisciplinary knowledge exchange,
foster collaboration, and increase the visibility of
mental health as a problem domain in natural lan-

guage processing. Similarly important is improv-
ing the visibility and accessibility of computational
linguistics as an opportunity domain in clinical
practice. The rapid rise in pre-trained transform-
ers and generative AI has increased the need for
clinician knowledge, education, and engagement
in computational linguistics. Also highlighted by
these developments is a broader need for multi-
stakeholder research, co-design and representative
governance to enhance the capacity and propensity
for benefit optimization and harm minimisation.
Key related areas for future research and develop-
ment highlighted by this paper include building a
shared understanding and approach to, risk-benefit
analysis, power and consent, formulation, stochas-
tics, and sensitive and representative data.

By focusing on one signal (sleep), one dataset,
and one technique (topic modelling) a core aim of
this research is a greater shared conceptual under-
standing of the opportunities and challenges pre-
sented by computational linguistics to the global
mental health community. Global mental health
may be particularly suited and vulnerable to de-
velopments in computational linguistics due to the
central role of language in the psyche and culture
and the need for contextual weighting in making
sense of and shaping complex human experiences.

The computational linguistic and global men-
tal health communities need to engage with these
challenges and opportunities with a high degree of
shared ethical, conceptual, contextual, cultural, and
power dynamic awareness. This paper has aimed
to enhance that awareness and contribute to the de-
velopmental capacity of the CLpsych community
to pursue its mission to reduce emotional suffering
and suicide.
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Limitations statement: The relationships be-
tween sleep, mental health, and suicide are com-
plex and contentious. As highlighted in the paper
this was exploratory research, that formed part of
a body of work with a focus on ethical clinical
design, and the opportunities and challenges of
computational linguistics contributing to enhanc-
ing mental health care and research, specifically
suicide prevention. There was a concern from the
outset that limitations of the dataset and BERTopic
pre-trained embeddings and processes could lead to
few interpretable, clinically recognizable, or useful
topics. The results exceeded expectations in terms
of potential clinical utility and interest. The topic
modelling results reported had a focus on illustrat-
ing potential clinical utility with a view to clinician
engagement. It is well recognized that they repre-
sent just an initial analytic and developmental step
in the ongoing evolvement of safe and effective risk
and clinical formulation and intervention systems.
Caveats in terms of ethics, dynamic user, temporal,
situational, and language representation and under-
standing, misinformation, bias, contextual and cul-
tural nuance, generalisability, reproducibility and
validity, and lack of ground truth around risk and
outcome, and cause and correlation remain.
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Figure 1: c-TF-IDF of key topic terms. TF-IDF (term frequency-inverse document frequency) is a statistical measure
of the importance and relevancy of a word both to a specific document and across a corpus of documents).88



Topic Frequency Count Most important and relevant topic representative terms
-1 9413 sleep_im_asleep_just
0 6130 sleep_just_sleeping_asleep
1 776 pills_taking_took_meds
2 620 crying_cried_panic_im
3 522 hours_sleep_schedule_night
4 383 person_pm_persons_asleep
5 366 mode_computer_power_screen
6 338 smoke_drink_smoking_drinking
7 320 eat_eating_sick_hungry
8 287 school_study_class_classes
9 270 bag_place_car_tent
10 263 dream_nightmares_lucid_dreaming
11 202 cat_dog_cats_dogs
12 178 rnosleep_nosleep_stories_post
13 170 tired_exhausted_energy_sleepy
14 165 pain_hurts_symptoms_lack
15 159 room_couch_homeless_apartment
16 154 mind_thoughts_thinking_think
17 154 paralysis_experienced_sleep_seizures
18 150 music_noise_voices_listen
19 105 game_play_games_playing
20 101 leg_feet_hands_asleep
21 78 apnea_breathe_nose_machine
22 67 text_phone_skype_saying
23 60 wish_wake_forever_wishing
24 56 forever_want_just_sleep
25 48 manic_mania_bipolar_depression
26 44 pray_meditating_allah_god
27 43 memory_focus_concentrate_term
28 43 happy_smiled_smile_happiest
29 38 alarm_set_alarms_clock
30 26 730_motivation_815_615
31 25 warm_hot_blanket_temperature
32 22 cut_cutting_cutter_feel
33 22 cuddle_cuddling_wholl_cuddles
34 19 deprivation_insulin_resistance_disease
35 17 scratch_scratching_doesnt_using
36 16 escape_escaping_backehug_sleep24
37 15 nursing_nurses_nurse_shell
38 11 hallucinations_hallucinating_hallucination

Table 2: Frequency count of topics
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Figure 2: Hierarchical clustering of topics (utilizing scipy.cluster.hierarchy to create clusters and visualize how
relate)
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Exhausted, tired, emotionally and physically, just want to sleep forever, but never
enough sleep
Every night I pray I die in my sleep, or someone ends the nightmare by putting a
bullet in my head
Dreaming is a better form of life, particularly when can control with lucid dreaming
Calm the rampant thought storm, the panic, the mind at war that prevents me from
sleeping
Tired of the loneliness, screwing up, and failure, dreams are my only escape and
pleasure
Sleep use to be an escape but now a fear because of the thoughts, the sleep paralysis,
and nightmares
I hide under the bed to feel safe, feeling entrapped and overwhelmed, and sleep the
only thing to look forward to
Terrified of what the recesses of my mind and the darkness will conjure up
Just want to live in dreams and never wake up, escape the pain, grief, loneliness and
shame
The worst thing I fear is the thoughts, the insomnia, and being alone at night
Wake up terrified from the nightmare at 4 am and too frightened to go back to sleep
The pain, the fear, the thoughts start from the moment I regain consciousness
I need to escape the suffocating thoughts and loneliness whether through drugs, sex,
or sleep
Just want to knock myself out with pills or drugs so can stop feeling like shit and
exhausted
I want someone to hold me and my trauma, and sadness until I fall asleep
Work, study, and bills I’m exhausted, sleep deprived, but I can’t give up internet or
risk sleeping in.
I lie in bed crying, I am a burden and a shame to my family, best thing for them is if
I sleep forever

Table 3: Key illustrative composite synthetic quotes. A key issue in social media research is that verbatim quotes
can not infrequently be traced back to the source, and with cross-referencing of other aspects of content or style, the
online poster is potentially identified. These composite synthetic quotes, aim to illustrate the type of content that
was the basis of the reflexive thematic analysis generated themes, without infringing the ethical undertaking not to
use verbatim quotes.
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Abstract
In psychology and neuroscience, dreams are ex-
tensively studied both as a model to understand
the neural bases of consciousness and for their
relationship with psycho-physical well-being.
The study of dream content typically relies on
the analysis of verbal reports provided upon
awakening. This task is classically performed
through manual scoring provided by trained an-
notators, at a great time expense. While a con-
sistent body of work suggests that natural lan-
guage processing (NLP) tools can support the
automatic analysis of dream reports, proposed
methods lacked the ability to reason over a re-
port’s full context and required extensive data
pre-processing. Furthermore, in most cases,
these methods were not validated against stan-
dard manual scoring approaches. In this work,
we address these limitations by adopting large
language models (LLMs) to study and replicate
the manual annotation of dream reports, with a
focus on reports’ emotions. Our results show
that a text classification method based on BERT
can achieve high performance, is resistant to
biases, and shows promising results on data
from a clinical population. Overall, results in-
dicate that LLMs and NLP could find multiple
successful applications in the analysis of large
dream datasets and may favour reproducibility
and comparability of results across research.

1 Introduction

Dreams have fascinated humans since the dawn of
time, and their scientific study in the last decades
even increased attention and interest towards this
peculiar phenomenon. Indeed, available evidence
suggests that dreams may be related to psychophys-
ical well-being, and may be involved in or repre-

sent a window on sleep-dependent processes af-
fecting the consolidation and integration of new
memories (Wamsley and Stickgold, 2011; Wams-
ley, 2014; Zadra and Stickgold, 2021). Moreover,
given their nature of internally generated conscious
experiences, dreams are regarded as a fundamental
model to study and understand human conscious-
ness (Nir and Tononi, 2010; Siclari et al., 2017).
In spite of this, the mechanisms that lead to dream
generation and development, and the possible func-
tions of dreams still remain poorly understood to
this day. Among the factors that limit and slow
down research on dreams is the fact that the con-
tent of dreams is difficult to assess quantitatively
and in a reproducible way (Elce et al., 2021).

Automating and standardising the scoring of
dream reports’ emotional dimensions is paramount
for health and psychophysiological well-being as it
can uncover valuable insights into an individual’s
mental states during sleep. As stated by the estab-
lished continuity-hypothesis (Hall, 1953), elements
in dream scenarios mirror someone’s waking states
and concerns (Brown and Donderi, 1986; Pesant
and Zadra, 2006; Gilchrist et al., 2007; Blagrove
et al., 2004). Nightmares have a particular potential
to disrupt everyday life as they are linked to high
levels of psychological distress, self-harm, and sui-
cidal tendencies (Andrews and Hanna, 2020). Their
frequency may serve as a promising early indica-
tor of psychiatric and sleep disorders (Thompson
et al., 2015; Kobayashi et al., 2008). In line with
this, dream content was reported to change in sev-
eral pathological conditions, including for instance
eating disorders and depression (Skancke et al.,
2014). Typically, the assessment of dream content
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— including the presence of specific emotions — is
performed manually, by trained annotators, by ap-
plying particular scales or scoring systems. While
multiple scoring approaches exist to annotate and
analyse dream reports, such as the scale by Hauri
and colleagues (Hauri, 1975) or the rating system
developed by Schredl (Schredl, 2010), the Hall and
Van de Castle (HVDC) coding system (Hall and
Van De Castle, 1966) remains the most popular
and widely adopted (McNamara et al., 2019; Fogli
et al., 2020).

A growing body of evidence has shown that
NLP methods can support the automatic analysis of
dream reports. So far, efforts have mainly focused
on investigating different implicit structures, such
as speech or syntactic graphs (Mota et al., 2014;
Martin et al., 2020), and/or analysing the semantic
content of dream experiences (Sanz et al., 2018;
Fogli et al., 2020; Zheng and Schweickert, 2021)
(see Elce et al. (2021) for an extensive review).
Of more relevance for this work are those studies
that focused on dream reports’ semantic content
using dictionary-based linguistic analysis (Bulke-
ley and Graves, 2018; Mallett et al., 2021; Zheng
and Schweickert, 2021) and distributional seman-
tic models (Razavi et al., 2013; Altszyler et al.,
2017; Sanz et al., 2018). While notably different,
both approaches cannot fully and coherently ma-
nipulate a report’s full content and context. This
shared limitation is of great relevance, as the cor-
rect identification of an emotional state may rely on
complex constructions and more implicit informa-
tion, as well as a combination of the two. In recent
years, these and similar issues were largely over-
come by pre-trained large language models (LLMs)
based on transformer architectures (Vaswani et al.,
2017). Over the last years, LLMs pre-trained on
self-supervised tasks like masked language models
have shown strong performance on down-stream
tasks like sentiment analysis (Raffel et al., 2020),
text summarisation (Kedia et al., 2021), question
answering (Lan et al., 2020), and machine transla-
tion (Conneau et al., 2020).

Given their success, in this work, we propose
to address the issues identified with existing ap-
proaches to automatically analyse dream reports
analysis by leveraging pre-trained LLMs. Specifi-
cally, we investigate whether and how LLMs can
support the detection and analysis of emotions ex-
pressed in dream reports, as defined in accordance
with the HVDC coding framework. More specifi-

cally, we study the ability of a bespoke multi-label
text classifier, based on a pre-trained LLM tuned
using dream reports previously scored by expert
annotators, and propose a set of experiments and
analyses to test the robustness of this solution to
different potential biases in the dataset and out-of-
distribution applications.

To the best of our knowledge, our work repre-
sents the first attempt to analyse and reproduce
gold-standard HVDC annotations of dream reports
with LLMs, and makes two main contributions.
First, we show how, despite the limited amount of
training data, a fully-supervised approach based
on multi-label text classification yields good and
stable performance. Two, we provide follow-up
experiments and analysis showing how the strate-
gies learned by the model are robust with respect
to out-of-distribution data, as well as biases and
spurious correlations present in the dataset.

2 Related Work

As summarised by Elce et al. (2021), a growing
body of research is adopting NLP methods to auto-
matically analyse dream reports. Yet, while emo-
tions represent a fundamental component of oneiric
experiences, only a fraction of published studies
based on NLP methods have explicitly focused on
the emotional aspects of dream reports (Nadeau
et al., 2006; Amini et al., 2011; Razavi et al., 2013;
Frantova and Bergler, 2009; McNamara et al.,
2019; Fogli et al., 2020; Yu, 2022). Moreover,
most of these investigations did not include a direct
nor transparent comparison with widely adopted re-
port annotation approaches such as the HVDC cod-
ing system. In terms of implementation, adopted
NLP methods include three main solutions: graph-
based approaches (Mota et al., 2014; Martin et al.,
2020; Fogli et al., 2020), dictionary-based linguis-
tic analysis (Bulkeley and Graves, 2018; Mallett
et al., 2021; Zheng and Schweickert, 2021), and
distributional semantic models (Razavi et al., 2013;
Altszyler et al., 2017; Sanz et al., 2018).

Dictionary-based methods analyse data word by
word, comparing each item to a dictionary file that
is structured as a collection of words defining differ-
ent semantic categories. An example could be the
‘positive emotion’ category, containing words such
as “joy”, “happiness”, and “smiling”. Approaches
based on these methods (Bulkeley, 2014; Bulke-
ley and Graves, 2018; Mallett et al., 2021; Zheng
and Schweickert, 2021; Yu, 2022) are mainly used
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to determine the relative frequency of references
to specific content words, and can hence be in-
herently misleading, as they generally cannot inter-
pret contextual information and syntactic structures.
Syntax-like structures are used by graph-based ap-
proaches, which cannot access semantics but have
successfully been adopted to classify populations
of participants (e.g., healthy and psychotic sub-
jects)(Mota et al., 2014; Martin et al., 2020; Fogli
et al., 2020). An exception is the work by Fogli
et al. (2020), which proposed a solution based on a
combination of dictionary and graph models, able
to extract information about the content of dream
reports, including their emotions. However, the
evaluation was reframed in binary (“positive”, vs

“negative”) terms.

Solutions based on distributional semantics
(Nadeau et al., 2006; Razavi et al., 2013; Alt-
szyler et al., 2017; Sanz et al., 2018; McNamara
et al., 2019) were largely based on word-level rep-
resentation obtained using models like word2vec
(Mikolov et al., 2013) or GloVe (Pennington et al.,
2014). In such cases, encodings of full reports
were generated by adding or averaging word em-
beddings, losing access to syntactic structure and
more contextual understanding (Klafka and Et-
tinger, 2020).

A niche of previous work applied NLP and ma-
chine learning methods specifically to assess emo-
tional aspects of dream reports (Amini et al., 2011;
Razavi et al., 2013; McNamara et al., 2019; Yu,
2022). Amini et al. (2011) added word associations
to improve the performance of a machine learn-
ing model that was trained to automatically score
dream reports’ emotional tone based on human
judgements, resulting in increased machine-human
agreement. Yet, relying on predefined word associ-
ations may oversimplify the nuances of emotional
content unique to dreamers. Razavi et al. (2013)
combined ad-hoc classifiers with a distributional ap-
proach to detect potential shifts in sentiment within
each report. Evaluated reports were extracted from
DreamBank, a large public database, and were (re-
)scored by the authors using a four-level emotional
rating system (“very-negative” to “very-positive”).
Despite relying on a mixture of local (word-to-
word) and general (sentence-to-sentence) occur-
rences, the adopted approach strongly relies on
extensive data pre-processing, as well as composi-
tion by averaging, hence losing access to structural
and deeper semantic information. McNamara et al.

(2019) used a pre-trained agent to detect recurrent
themes in a series of reports and found a partial
match in the retrieved themes with aspects of the
HVDC system, as well as significant differences
in how themes occurred in male vs. female dream-
ers. The distribution of these themes was then used
to assess the “mood” of each report. Yu (2022)
combined a dictionary-based method with support
vector machines (Cortes and Vapnik, 1995) to asses
the general sentiment of dream reports in multiple
languages.

Overall, the described studies present two main
differences from our work. First, the models lacked
access to the global context of each report. In our
work, we use pre-trained large language models
(LLMs) to encode dream reports and thus allow a
model to have full access to the context. Second,
the annotations and evaluations of emotional states
were not directly compared against widely used
coding systems such as the HVDC. That is, when-
ever human annotations were considered for the
evaluation of a system, scores or labels were largely
(and generally non-transparently) re-framed to be
comparable with the output produced by the system
of choice. In this work, we propose a solution to
adapt a model to produce interpretable labels, that
can be directly compared against human-produced
HVDC annotations. Furthermore, evaluations will
take into account the fact that labels could be asso-
ciated with different characters, thus further high-
lighting the possible value of our approach as fully
automatic and reliable support for manual annota-
tions in dream research.

3 Dataset

For our experiments, we use a subset of re-
ports extracted from the DreamBank database1

(Domhoff and Schneider, 2008), pre-annotated
according to the Hall and Van De Castle (HVDC)
coding system (Hall and Van De Castle, 1966).
DreamBank.net consists of a collection of over
20K dream reports gathered from different sources
and organised in series, either provided by single
individuals or groups of people, such as college
students, teenagers, and blind adults. While
DreamBank.net can be freely explored, the re-
ports and the HVDC scores adopted in the current
work are made available upon direct request to the
researchers who maintain the DreamBank website.
Among the approximately 1.8K labelled dream

1https://www.dreambank.net
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reports, all in the English language, 922 contained
at least one emotion associated with either the
dreamer or another character. Considering that no
guidelines or metadata are available to demonstrate
that the absence of emotion labels reflects the
actual absence of emotions in a report, we focus
our experiments on those reports containing at
least one emotion (n=922). The dataset is further
divided into six series: Bea 1: a high
school student (n=171/99; total number of
reports/reports including at least one emotion), Ed:
dreams of his late wife (n=143/108),
Emma: 48 years of dreams (n=300/81),
Hall/VdC Norms: Female (n=491/280),
Hall/VdC Norms: Male (n=500/203),
Barb Sanders: baseline (n=250/151).

The HVDC coding system examines ten cate-
gories of elements appearing in dream reports (char-
acters, interactions, emotions, activities, striving,
(mis)fortunes, settings and objects, descriptive ele-
ments, food and eating, and elements from the past).
Within this study, we focused only on the annota-
tion of the emotions feature. In the HVDC coding
system, emotions are divided into 5 classes, that
are anger (AN), sadness (SD), apprehension (AP),
confusion (CO), and happiness (HA). Emotions
might be assigned either to the dreamer or to other
dream characters. We analyse both the emotions
scored as experienced by the dreamer (Dreamer
Emotions) and the overall occurrence of emotions
in the dreams regardless of the dream characters
they are associated with (General Emotions).

4 Multi-Label Text Classification

A set of preliminary experiments (see Appendix
B) showed that an off-the-shelf sentiment analy-
sis LLM cannot coherently solve the task when
framed, similarly to previous work, as a binary
POSITIVE - NEGATIVE classification. Hence,
we investigate whether the human annotation of
dream reports can be reproduced with supervision,
via a bespoke text classification model, trained on
gold-standard HVDC labelled data. Contrary to all
previous work, that reframed HVDC labels to fit
binary classification and classifiers, we perform a
fine-grained classification aimed at determining the
presence (1) or absence (0) of each HVDC emo-
tion (i.e., anger (AN), sadness (SD), apprehension
(AP), confusion (CO), happiness (HA)), regardless
of the number of times they appear in a given re-
port. Moreover, we experiment with both the sets

of emotions described in Section 2: Dreamer Emo-
tions and General Emotions.

4.1 Experimental Setup
Formally, we define the task as a multi-label classi-
fication, where a model is trained to simultaneously
and independently predict if each of the emotions
that were identified by expert annotators appear
in each report. To solve the task, we designed a
bespoke solution, where the LLM of choice is in-
tegrated into a three-component architecture, sum-
marised in Figure 1. The first component is a pre-
trained BERT-large-cased encoder2, used to
obtain the encoding of each report by extracting
the final layer’s [CLS] vector. Encodings are then
fed to a dropout layer (with p = .3) and a linear
layer, reducing the number of the dimensions to
the number of desired classes, corresponding to the
five HVDC emotions. The described architecture
is then fully fine-tuned end-to-end with a binary
cross-entropy loss, with the addition of a sigmoid
function between the loss and the linear layer, and
adopting a K-fold cross-validation procedure (with
K=5). At each fold, the dataset is randomly split,
80% for training and 20% for testing, and the archi-
tecture is trained for 10 epochs, using dream reports
as input and the presence of HVDC emotions as
the output to predict. While the previous work
evaluated a model on the HVDC annotation indi-
rectly (e.g, by arbitrarily devising the five HVDC
emotions into 2 classes) we evaluate the model
directly on the HVDC’s gold-standard annotation
framework, by training and testing the model to
simultaneously and independently guess if each of
the five HVDC emotions was defined as present by
the expert annotators (see Figure 1). Similarly to
previous work investigating the presence of emo-
tions in dream reports, we adopted precision, recall,
and F1 as evaluation metrics (Fogli et al., 2020).
The code is available here3.

4.2 Results
Table 1 summarises the scores, averaged across the
folds (± standard deviations) obtained by the archi-
tecture for Dreamer and General emotions. The
overall F1 scores show a strong and generally sta-
ble performance. The minimal difference between

2To optimise the computational performance, we set the
maximum length of the encoder to 512, losing full access to
only 6 reports, accounting for less than the 0.005% of the
whole dataset. See Appendix C.1 for more details.

3https://github.com/lorenzoscottb/
Dream_Reports_Annotation
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BERT Encoder

“I first dreamed that I
was in Florence,
because that is where
my parents were getting
married. Either I was
really sick […]”

Dream Report Dropout Linear Emotion Presence

HACOSAAPAN
01110
HACOSAAPAN
01110
HACOSDAPAN
10111

Input Architecture Output

Figure 1: Schematic view of the adopted architecture and training procedure for the bespoke multi-label classification
experiments. Given a set of dream reports from DreamBank as input, the architecture is trained end-to-end to predict
which of the five emotions recognised by the Hall and Van de Castle (HVDC) system — anger (AN), apprehension
(AP), sadness (SD), confusion (CO), and happiness (HA) — is present (1) or absent (0) in each report. The adopted
architecture is constructed out of three components: a pre-trained LLM (in our case, a BERT-large-cased
model), a dropout layer, and a linear layer.

Precision Recall F1
Dreamer General Dreamer General Dreamer General

Anger (AN) 86 ± 9 85 ± 7 89 ± 3 89 ± 4 87 ± 4 87 ± 5
Apprehension (AP) 86 ± 4 88 ± 7 88 ± 5 92 ± 3 87 ± 3 89 ± 3
Sadness (SD) 84 ± 10 84 ± 4 72 ± 15 77 ± 12 77 ± 11 80 ± 7
Confusion (CO) 90 ± 5 92 ± 2 76 ± 6 85 ± 5 82 ± 5 88 ± 3
Happiness (HA) 93 ± 5 86 ± 4 85 ± 6 88 ± 3 89 ± 5 87 ± 2
macro avg 88 ± 3 87 ± 3 82 ± 5 86 ± 2 85 ± 3 86 ± 2
micro avg 87 ± 3 87 ± 3 84 ± 4 87 ± 2 85 ± 3 87 ± 2
samples avg 88 ± 2 89 ± 2 87 ± 3 90 ± 2 86 ± 3 88 ± 2
weighted avg 88 ± 2 87 ± 4 84 ± 4 87 ± 2 85 ± 3 87 ± 2

Table 1: Bespoke muli-label classification results. Average scores (± standard deviation) of the 5-fold cross-
validation text classification experiment. Dreamer and General columns refer to the Emotions used for training and
testing. While under the General Emotions setting we made use of all emotions found by expert annotators in each
report, the Dreamer Emotions refers to the subset of the General Emotions associated by the expert annotators solely
to the dreamer.

macro and weighted F1 scores further suggests
that the difference in support instances only has a
marginal impact. Concerning single Emotion sets,
performance tends to be higher and more stable for
General than for Dreamer emotions. When trained
and tested on General emotions, the models show
a notable balance between precision and recall, de-
spite a relatively higher variance across precision
measures. On the other hand, models trained solely
with Dreamer emotions present an overall higher
precision than recall, with the latter being notably
less stable. These patterns are likely explained by
the low number of emotions-per-report associated
with the Dreamer set, while the emotion distribu-

tion is more balanced in the General set. Models
trained solely with the Dreamer set are hence less
prone to produce False-Positive errors but produce
a higher amount of False-Negative errors. Since
the General emotion set is overall more balanced,
the models’ performance is higher and more stable
across precision and recall.

Concerning single emotions, it is more difficult
to identify a shared pattern, with the notable ex-
ception of sadness (SD). Under both sets, models
appear to struggle at classifying such an emotion,
which in both cases produces the highest variance,
an observation that might be partially explained by
sadness being the least frequent emotion.
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Our results indicate that the model can success-
fully learn to simultaneously classify a dream re-
port with respect to references to the different emo-
tions of the HVDC coding system. However, the
achieved performance level might be mediated, at
least in part, by specific series of DreamBank. It
is in fact possible that different emotions are dis-
tributed in a particular and unique way in each
series. If so, the model could learn series-specific
distributions, and, after implicitly recognising a
specific series in a given report, simply reproduce
these distributions at test time. For example, if
a series like Ed contained a large number of re-
ports labelled both with sadness and apprehension,
the model could implicitly learn to identify Ed’s
reports from such series via recurrent cues to un-
related information (such as characters or places)
and, at test time, use these cues to automatically
annotate those reports with sadness and apprehen-
sion.

4.2.1 Ablation
To understand whether the performance of the
trained model is affected by this heuristic behaviour
— that is, learning series-specific emotion distri-
butions — we conduct a follow-up ablation ex-
periment. Using the same architecture, hyper-
parameters, and training setup, instead of randomly
splitting five times the whole dataset into an 80-
20% train-test split, we here use one whole series
of the dataset as the test set and the remaining se-
ries as the training set. With this approach, test
series are never seen by the model during training,
making it impossible for the model to rely on series-
specific associations for solving the task. For this
experiment, we focus solely on the General Emo-
tions set, found to be the best-performing and more
stable set. Moreover, we focus the analysis on the
F1 scores as the performance metric of choice.

Figure 2 summarises the results of the ablation
experiment. The x-axis shows the F1 weighted av-
erage scores obtained for each series (y-axis) when
such a series is held out from training and used as
the test set. In order to facilitate comparison with
the previous experiment’s results, the dashed grey
line indicates the F1 weighted average obtained in
the K-fold experiment (i.e., 87 ± 2, see Table 1).
The results indicate that when all the instances of a
series are removed from the training data, the test
performance of the model remains relatively high
and stable. Moreover, as shown in Figure 3 this
remains true for all of the HVDC scored emotions.
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Figure 2: Ablation experiment results. F1 Weighted
average scores obtained by the model when each Dream
Bank’s Series is held out of training and used as a test
set. The dashed vertical line reports the average F1
Weighted average obtained in the main experiment (see
Table 1).
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Figure 3: Ablation experiment, emotion by Series anal-
ysis. The diagram further breaks down the results of
Figure 2 by single emotion for each Series held out from
training. Once again, the vertical dotted line refers to
average scores in the main experiment (see Table 1).

The Bea 1 series, appears to represent the only
notable exception to the above observations. In-
deed, this series shows the greatest deviation from
the original results, with an F1 weighted average of
77, compared to the previously obtained average of
87 (± 2). As shown in Figure 3, which breaks down
the results of the ablation experiment presented in
Figure 2 by single emotions, this was largely due to
a problematic classification of happiness (HA) in
this particular series. However, with the exception
of a slightly lower sadness, emotions don’t seem to
significantly deviate from the K-fold experiment
results, as summarised by Figure 4.

These results support two main conclusions.
First, the proposed architecture, based on a pre-
trained LLM, can learn efficient classification
strategies for dream reports’ emotional content (as
defined based on the HVDC coding system). Sec-
ond, the learned model does not rely on simple
heuristics based on series-dependent cues and dis-
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Figure 4: Ablation experiment, single emotion analysis.
Overall results (in F1 scores) for every single emotion
obtained in the different Series for the ablation exper-
iment (see Figure 3). Bars report standard deviation,
while Red horizontal lines refer to average scores in the
main experiment (see Table 1).

tributions. That said, ablation’s results could have
been influenced by yet another confound: the num-
bers of reports and emotion distributions. In other
words, the performance of each combination of
series-emotion (e.g., Bea 1-happiness) could be
explained by the number of items provided at test
time. To assess this possibility we perform a set
of series-independent Spearman’s correlations be-
tween the number of test items for each emotion
and their respective results (i.e., the F1 scores). The
results, summarised in Appendix C.3 found no con-
nections between F1 scores and the number of test
items.

4.2.2 Out of distribution PTSD data
So far, results suggest that our solution could pro-
vide a valuable resource to annotate data even from
out-of-distribution participants. However, anno-
tated data contain reports solely from healthy in-
dividuals. Since dream reports can provide useful
information on the mental state of an individual, it
would be important to assess the robustness of the
model to data from participants of different clinical
populations. To test this, we adopt a series, not
contained in the annotated version of the dataset,
containing reports from a Vietnam war veteran with
a diagnosed post-traumatic stress disorder (PTSD),
who had frequent negative dreams and nightmares.
While we do not have an actual emotion distribu-
tion for such a series, we can assume an expected
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Figure 5: Number of predicted emotions per report.
Distribution of the number of emotions-per-report pre-
dicted by the model for the Veteran series.

one, with a strong predominance of negatively con-
notated emotions. We fine-tuned a model using
the same data, architecture, hyper-parameters, and
procedure thus far adopted, with the only addition
of an early-stop mechanism and no K-fold.

Out of the 98 dreams contained in the Veteran
series, the model found at least one emotion in ap-
proximately 84% of them. As summarised by Fig-
ure 5, most of these reports were associated by the
model with a single emotion, and approximately
20% of them were labelled with two emotions. As
expected, the vast majority of these reports contain
negatively connotated emotions, as seen in Figure
6. Apprehension is by far the most observed neg-
ative emotion, appearing in more than half of the
reports. Moreover, Figure 6 strongly suggests that
the emotion distribution proposed by the model for
the Veteran series is not simply a transposition
of the one observed by the model during training.
This further suggests that the model has success-
fully learned reliable and generalised classification
strategies, and it does not simply reproduce an ob-
served distribution from the training data.

The model also annotated a minority of reports –
circa 19% – with happiness. A manual inspection
did identify some errors but also found multiple
instances where the model’s annotation (i.e., in-
cluding happiness as an emotion expressed within
the report) seemed justified. For example, in one
of these reports, after describing a very violent war
scenario, the Veteran adds that he felt “a feeling of
complete freedom. In very high spirits Jim L. and
I go to a supermarket and buy food. I am aware
that I don’t wear my steel helmet.”. In another case,
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Figure 6: Veteran and DreamBank emotion distri-
butions. Comparison of the emotion distribution pre-
dicted by the model for the (unlabelled) Veteran se-
ries, and the general emotion distribution in the Dream-
Bank dataset, used to train the model.

a dream resembling a nightmare (two dolls have
come to life) is narrated in a normal and friendly
manner, as clear from the passages “I speak to the
male doll and the female doll and feel happy. I
have made two friends.”. In other cases, the nega-
tive context of the dream is notably less dominant,
and the report simply describes a series of social en-
counters and interactions. We also found scenarios
clearly triggered by strong cue words and context.
For instance, in one report the Veteran is in a rehab
clinic, surrounded by other veterans, and children’s
paintings, and adds that they are “[...] colourful,
lively, happy. There is no sense of war”; in another,
he describes a romantic encounter –“We are happy
and young. She puts her arm around my shoulder.
" I like you, " she says. " I really like you."”.

5 Discussion

In the field of dream research, the assessment of
a report’s emotional content is typically based on
time-consuming, annotator-dependent procedures.
Throughout the years, only a few studies employed
automated approaches based on NLP techniques,
including dictionary-based and distributional se-
mantics methods. However, these approaches have
very limited access to the syntax and semantics of a
report’s content, and may thus fail to correctly and
fully capture emotions described in dream reports.
In this work, we tested whether a transformer-based
large language model (LLM) could be used to over-
come such limitations and reproduce human-based
scoring. Specifically, we trained a model end-to-

end, using pre-annotated data to predict if and
which emotions were present or absent in a given
dream report. The obtained results showed that
the model was able to learn reliable and stable
classification rules. Follow-up experiments further
confirmed two important aspects of our solution.
First, via an ablation experiment, we showed that
the ability of the model to solve the task is only
marginally affected by differences between distinct
subsets of the training data. Second, such gener-
alisation holds also for instances that significantly
deviate from the training data, as shown by the
experiment with reports from a PTSD patient.

Our findings suggest that what is more likely to
impact the model performance is the vocabulary
used to describe specific emotions across different
series. Indeed, variability in the used vocabulary
may be explained by the fact that the series in-
cluded in the present work were collected from
different individuals or groups of individuals, with
relevant differences in demographic, psychological,
and behavioural characteristics. Should this be the
case, it would be yet another reason to support the
use of tools that are able to reason over the full
content of a report, and have access to a large and
dynamic vocabulary, already have significant infor-
mation about a large set of lexemes, and can be
easily adaptable to new words and languages. Cur-
rent pre-trained transformer-based LLMs satisfy all
these requirements. Given the current state of NLP
resources, our proposed architecture can be easily
adapted to be used with LLMs pre-trained on differ-
ent languages or tasks. Moreover, trained models
like ours are fully open-source and can be easily
adopted by researchers and practitioners in their
pipeline, making these results and the framework
extremely replicable and widely standardised.

6 Conclusion

In this work, we tested the feasibility of using
transformer-based large language models (LLM)
to annotate dream reports with respect to emotions
expressed in a given report. Our results show that
our LLM-based solution using multi-label classi-
fication yields a strong performance, which was
found to be robust to correlational biases and out-of-
distribution data. Such approaches have the poten-
tial to significantly accelerate research investigating
the origin, meaning, and functions of dreams, and
might present a valuable and efficient support or
alternative to human-based procedures involving
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the analysis of large datasets, ensuring at the same
time reproducibility of the obtained results through
the sharing of adopted models.

7 Limitations

This study presents three main limitations. First,
while DreamBank does contain reports in multiple
languages, the HVDC annotations were available
only for reports in English. Thus, the generaliz-
ability of our model and observations to other lan-
guages remains to be determined. Second, while
the dataset under consideration was relatively large
with respect to studies in the field of dream and
sleep research, it is instead relatively small for a
machine-learning investigation, especially for the
use of supervised methods. Third, the success of
the model can be interpreted only to the emotion
feature of the HVDC framework. While we pro-
vide extensive experiments and evidence support-
ing the generalisation ability of our model, these
are limited specifically to emotion-based annota-
tions. Future work will have to assess the feasibility
of our solution to other aspects and features of the
HVDC framework, which might require a differ-
ent approach rather than text classification systems,
such as text-to-text generation models.

8 Ethical and Broader Impact
Considerations

It is important to acknowledge that, while we have
stressed the link between dream reports and mental
health, our study and proposed model should only
be considered from a basic research perspective.
Our procedure and trained model have no diagnos-
tic valence, and should only be considered as a tool
to support the annotation of a (large) set of dream
reports only from an experimental and hypothesis-
building perspective, always keeping in mind the
inevitable limitations that come from adopting a
machine in the annotation process.
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A DreamBank’s Distributions

The section presents more details and analyses of
DreamBank’s statistics. Figure 7 shows the dis-
tribution of the HVDC emotions in DreamBank,
divided between the different series of DreamBank.
Figure 8 summarises how single DreamBank re-
ports distribute with respect to the number of (Gen-
eral) emotions per report. As shown, the majority
(circa 65%) of the 922 reports containing at least
one emotion in fact contain only one emotion. Ap-
proximately 25% contains two emotions, while the
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Figure 7: General emotion distribution across Dream
Bank’s Series.
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Figure 8: Number of emotion per report. Visualisation
of how reports distribute with respect to the number of
(General) emotions they have been labelled with.

rest can reach up to 9 emotions per report. When
considering only Dreamer emotions, the percentage
of reports with only one emotion reaches almost
75%, and the number of reports with more than two
emotions drops to approximately 5% of the total
(see Figure 9).

B Off-the-Shelf Sentiment Analysis

We here discuss the results of a two-level pre-
liminary experiment, where we investigated if an
off-the-shelf model tuned to perform sentiment
analysis (SA) could have been used to assess
the emotional content of dream reports. Specif-
ically, we proposed to test a 2-way POSITIVE
vs. NEGATIVE classification, similar to previous
work (McNamara et al., 2019; Yu, 2022). The ex-
periment was run using the default SA setting of
Hugging Face’s (Wolf et al., 2020) pipeline,
and had two levels. First, we investigated whether
the general predictions of the model (i.e., the pre-
dicted labels and their scores) correlated with the
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Figure 9: Number of Dreamer-only emotion per report.
Visualisation of how reports distribute with respect to
the number of (Dreamer-only) emotions they have been
labelled with.

sentiment of individual dream reports. We defined
the overall sentiment of each report as the sum of
all references to emotions identified according to
the HVDC coding system. A schematic summary
of our approach is presented in Figure 10.

The second experiment focused on those re-
ports containing a single emotion, and studied
whether the predicted label (i.e., POSITIVE or
NEGATIVE) matched the emotion found by the
annotators.

B.1 Annotator Score
While 90% of the gathered dream reports do not
present more than two emotions, some reports can
contain a large variety of emotions — up to 9 in
some rare cases (see Appendix A for more details).
Hence, the main aim of the sentiment analysis in-
vestigation was to assess whether the model’s pre-
dictions do reflect the overall sentiment of a report,
defined according to the number of times specific
positive or negative emotions appear in a report
(regardless of the character who experienced them).
Formally, given a dream report containing a list
of Emotions E, such as the one in the example of
Figure 10, and a scoring table S, mapping each
HVDC emotion to a set having positive (E+), neg-
ative (E−), or neutral (E0) valence, we computed
the sentiment of a report (i.e., the Annotator Score
(AN)) through the equation in 1

AN(E) = P (E+)− P (E−) (1)

with

P (E+) =
|E+|
|E| (2)

and

P (E−) =
|E−|
|E| (3)

For this experiment, our scoring table S assigned
anger, apprehension, sadness to the negative va-
lence set (E−), happiness to the positive valence
(E+) set, and confusion to the neutral set (E0)
(see Figure 10 for an example). Similarly, the
Model Score of a report was defined as the dif-
ference between the probability associated with the
POSITIVE and NEGATIVE labels. For instance,
if the model predicts the probability distribution of
the POSITIVE (P (+)) and NEGATIVE (P (−))
labels to be .4 and .6, respectively, then the Model
Score for such a report would be –.2 (see Figure 10
for an example).

The model’s performance was assessed by com-
paring the Model Score with the Annotator Score
via Spearman’s correlation coefficient (ρ).

B.1.1 Results

Figure 11 presents the results of the correlation
analysis between scores produced by human anno-
tators and the selected model, for the Dreamer and
General Emotion sets. While the correlation with
the General Emotions is marginally better, results
are overall poor. Moreover, under both Dreamer
and General Emotions, the performance was heav-
ily influenced by different DreamBanks’ series, as
demonstrated by Figure 12. Interestingly, under
both the Dreamer and the General Emotions, Ed
and Emma seem to present the strongest correlation
between human and model scores.

Figure 13 suggests that these results were likely
due to the slightly different distributions produced
by human annotators and the sentiment analy-
sis model. Indeed, the predictions of the model
(i.e., the Model Scores, x-axis) were strongly po-
larised. In other words, the model was consistently
very confident in its decisions on which sentiment
(POSITIVE or NEGATIVE)) was appearing in a
given report. On the other hand, the Annotator
Scores (y-axis) presented a cluster of instances
around the value of 0. Interestingly, a considerable
part of these reports contained two or three emo-
tions (see Appendix B.3 for more details). Given
the adopted method to compute Annotator Scores
(see Eq. 1), such cluster presents a high number
of instances annotated with a single positive emo-
tion and a single negative emotion, or those two
plus confusion. The fact that such a cluster of
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Figure 10: Proposed setup for the Annotator Score experiment (Section B.1).
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Figure 11: Report sentiment results. Correlations coeffi-
cients (in Spearman’s ρ) between the model predictions
and dream report’s sentiment.

zero-valued Annotator Scores containing conflict-
ing emotions did not have a clear match in the
Model Scores distribution, suggests that the model
might be picking on either the positive or nega-
tive emotion. Therefore, the scores of the model
may not efficiently reflect the more general senti-
ment of the reports, but only encode the presence
of a specific emotion type (positive or negative).
The following experiment investigated this possi-
bility, focusing on those reports only containing
one emotion, and approaching the problem from a
categorical perspective.

B.2 Single-Emotion

The first experiment showed how the selected
model failed to correctly capture the distribution

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Spearman 

Bea 1: a high school student

Ed: dreams of his late wife

Emma: 48 years of dreams

Hall/VdC Norms: Female

Hall/VdC Norms: Male

Barb Sanders: baseline

Se
rie

s

Emotions
Dreamer General

Figure 12: Report sentiment, collection analysis. Cor-
relations coefficients (in Spearman’s ρ) between the
model predictions and each report’s sentiment, divided
by Dream Bank’s Series.

of human annotators’ scores, mainly due to very
polarised predictions and might have simply re-
flected what type of emotion (positive or nega-
tive) is mainly present in a given report. Since
the HVDC system also allows assigning a strictly
positive or negative connotation to each emotion,
we studied such a possibility by focusing solely
on those reports that experts have annotated with
one — and only one — of the five HVDC emo-
tions: anger, apprehension, confusion, sadness and
happiness. The goal was thus to understand if re-
ports classified as POSITIVE or NEGATIVE by
the model do contain an emotion that the HVDC
scoring system also defined as positive or negative.
Here, results are interpreted in terms of precision,
recall and F1, with respect to the two prediction
classes (POSITIVE and NEGATIVE).
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Precision Recall F1
Dreamer General Dreamer General Dreamer General

NEGATIVE 92 91 83 82 87 86
POSITIVE 44 45 64 65 52 53
macro avg 68 68 73 73 70 70
weighted avg 83 82 79 78 81 80

Table 2: Single-emotion results. Per-class and average scores obtained when comparing model-predicted and human-
generated labels for dream reports containing a single emotion. Here, the five HVDC emotions were collapsed into
positive (i.e., happiness) and negative (i.e., anger, apprehension, sadness and confusion), and compared against the
label predicted by the sentiment analysis model (i.e., POSITIVE or NEGATIVE).
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Figure 13: Annotator Score, predictions’ analysis. Com-
parison of the Predicted Sentiment scores (x-axis) and
Report Sentiment distribution (y-axis) for the General
Emotion set. As seen, while the model’s predicted
scores are strongly polarised, annotators’ scores, com-
puted via Eq. 1, are more smoothly and evenly dis-
tributed.

B.2.1 Results

Table 2 summarises the results and clearly shows
that, with respect to reports containing a single
emotion, the predictions of the model matched
the human-produced annotations only with respect
to negative emotions, while showing poor results
with respect to the POSITIVE class ––– which
only contains happiness. The model was however
largely unstable with respect to the type of error it
makes, as shown by the notable difference between
precision and recall scores.

Figure 14 presents the same results of Table 2, di-
vided by single HVDC emotion (x-axis) and series
(diagrams), and shows how the model remained

notably impacted by the different DreamBank’s se-
ries. Of note, Ed and Emma, the two series that
produced the best performance in the previous ex-
periment, here showed the most balanced results
across different HVDC emotions. Overall, these
results strongly suggest that the selected model had
fewer problems when classifying reports contain-
ing negative emotions than at detecting the pres-
ence of positive emotions.

B.3 Annotator vs. Model Scores Analysis
The section presents a more detailed analysis of the
distributions of Model and Annotator Scores, with
respect to the number (#) of emotions. As shown in
Figure 15, the two peaks of the Model Scores
distributions mainly contained reports classified by
annotators as presenting a single emotion. How-
ever, the proportion of reports containing two emo-
tions is notably higher in those reports classified by
the model as being strongly NEGATIVE. Interest-
ingly, with respect to the Annotator Scores,
the proportion of reports with two emotions is
concentrated in those reports with Annotator
Scores of –2 (see Figure 16)

C Multi-Label Text Classification

C.1 Token distribution
Figure 17 summarises the distribution of tokens
produced by the tokeniser of the selected pre-
trained LLM (i.e., BERT-large-cased), di-
vided by DreamBank’s series. As seen, only 6
reports, accounting for approximately 0.003% of
the whole dataset, present more than 510 content
tokens.

C.2 Supervised Learning Hyper-Parameters
Table 3 collects the hyper-parameters used to tune
the bespoke classifiers from Section 4. The same
parameters were used throughout the whole work.
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Figure 14: Single-emotion: Series and emotions analysis. Results (in terms of reference-class F1 scores) obtained by
the model for each HVDC emotion (x-axis), DreamBank’s series (diagrams), and Emotions (Dreamer vs. General,
hue). For happiness, the F1 scores reference class is POSITVE, while all other HVDC emotions share NEGATIVE
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Figure 15: Model scores distribution. In-detail
visualisation of the Model scores distribution, di-
vided by the number of emotions per report, presented
in Figure 11 from Section B.1.

Parameter Value
BERT-input max-len 512
epochs 10
learning rate 0.00001
batch size 8
input truncation True
truncation-to max-length

Table 3: Hyper-parameters used for training the archi-
tectures in Section 4.
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Figure 16: Annotator scores distribution. In de-
tail visualisation of the Annotator scores distri-
bution, divided by the number of emotions per report
presented in Figure 11 from Section B.1.

C.3 Support-Score Correlation Analysis
Table 4 and Figure 18 summarise the results of
the correlation analysis from Section 4.2.1. Over-
all, this analysis indicated no clear relationship
between the number of test instances containing a
specific emotion and the models’ final performance
in the ablation experiment.
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Figure 17: BERT-token distribution. Number of tokens
per dream report according to the BERT tokenizer, di-
vided by DreamBank Series. The vertical dotted line
signals the indicative number of 510 tokens, after wich
only 6 reports can be found.

Series Spearman’s ρ p
Bea 1: a high school student 0.3000 0.6238
Ed: dreams of his late wife -0.7182 0.1718
Emma: 48 years of dreams 0.7000 0.1881
Hall/VdC Norms: Female 0.7906 0.1114
Hall/VdC Norms: Male 0.7379 0.1546
Barb Sanders: baseline 0.8208 0.0886

Table 4: Correlation analysis between F1 score and
support (# items) per single emotion in the ablation
experiment. Each row of the table presents the results
of the correlations between the number of instances
containing a given emotion, and the obtained F1 scores
(see Figures 3 and 18 for further visual breakdowns).
Columns describe the single Series under investigation,
the ρ coefficient and the p value of each correlation.
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Figure 18: Ablation’s experiment, score vs support cor-
relation analysis. Visualisation of the correlation anal-
ysis, presented in Table 4, between the number of test
items (x-axis) and F1 scores (y-axis), for each combina-
tion of Series and emotion.
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Abstract

Due to the rapid growth of user interaction on
different social media platforms, publicly avail-
able social media data has increased substan-
tially. The sheer amount of data and level of
personal information being shared on such plat-
forms has made analyzing textual information
to predict mental disorders such as depression a
reliable preliminary step when it comes to psy-
chometrics. In this study, we first proposed a
system to search for texts that are related to de-
pression symptoms from the Beck’s Depression
Inventory (BDI) questionnaire, and provide a
ranking for further investigation in a second
step. Then, in this second step, we address
the even more challenging task of automatic
depression level detection, using writings and
voluntary answers provided by users on Reddit.
Several Large Language Models (LLMs) were
applied in experiments. Our proposed system
based on LLMs can generate both predictions
and explanations for each question. By com-
bining two LLMs for different questions, we
achieved better performance on three of four
metrics compared to the state-of-the-art and re-
mained competitive on the one remaining met-
ric. In addition, our system is explainable on
two levels: first, knowing the answers to the
BDI questions provides clues about the possi-
ble symptoms that could lead to a clinical di-
agnosis of depression; second, our system can
explain the predicted answer for each question.

1 Introduction

Being one of the leading global public health issues,
depression is common, costly, debilitating, and as-
sociated with an increased risk of suicide (Mar-
waha et al., 2023). Since depression has become
a prevalent mental health issue, early detection of
symptoms could greatly improve the chances of
proper treatment. Traditional methods of detection,
usually human-led, are expensive to conduct and
might be individually biased. In this study, we pro-
pose a method to analyze and select social media

writings to help identify potential symptoms of de-
pression. Then, we propose an explainable method
that uses the selected writings to automatically fill
in the Beck’s Depression Inventory (BDI) ques-
tionnaire (Beck et al., 1961) for the social media
user (see Figure A1 for the full questionnaire). The
questionnaire then provides the level of depression
of the user based on all the answers.

The main contributions of this paper are:

1. Extended the applicability of using Large
Language Models (LLMs) to predict mental
health status for social media users.

2. Improved the performance on the task of au-
tomatically filling in the BDI questionnaire
using social media data through manually de-
signed prompts and without further training.

3. Explored the use of LLMs for generating both
the predictions and explanations for the pre-
dictions.

2 Related Work

To develop computational methods for depres-
sion detection using textual information, analyz-
ing word usage became a natural starting point.
Through statistical investigation, researchers found
that negative emotion, cause, sensory, and the first
person singular words were more commonly used
when describing activities such as breakup (Boals
and Klein, 2005). Linguistic Inquiry and Word
Count (LIWC), a computerized text analysis tool,
was developed to assess word usage in psycholog-
ically meaningful categories (Tausczik and Pen-
nebaker, 2010). The tool was built by creating dic-
tionaries from domain knowledge, with the words
categorized into different groups.

In addition to social and semantic features, lin-
guistic n-gram features extracted from social media
data were used by Tsugawa et al. (2015) for estimat-
ing the degree of depression. Mowery et al. (2016)
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further considered using demographic data such as
age and gender as features, for classifying depres-
sive symptoms based on social media (Twitter data)
on a population level. Term frequency–inverse
document frequency (tf–idf), which is a classic
method for weighting words, was used to prepare
features for predicting mental illness from social
media (Thorstad and Wolff, 2019).

Deep learning methods also attracted researchers
working on the subject. Yates et al. (2017) pro-
posed a method using a neural network model to
identify the risk of self-harm or depression, using
data from social media Twitter and Reddit. Re-
searchers participated in CLEF eRisk 2017 (Losada
et al., 2017) focused on classifying users into bi-
nary targets: at risk or non-risk of depression. Hus-
seini Orabi et al. (2018) explored the effectiveness
of Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs), on detecting
signs of depression using unstructured text data ex-
tracted from Twitter, released for the shared task
on Computational Linguistics and Clinical Psychol-
ogy (CLPsych) 2015 (Coppersmith et al., 2015).

As part of CLEF eRisk 2019, there was a pro-
posed task about using the BDI questionnaire to
automatically predict the depression level of social
media users based on their social media writings,
and the task continued in 2020 and 2021 (Parapar
et al., 2021). Importantly, data was provided for
the tasks. This led to somewhat explainable depres-
sion predictors, by indicating possible symptoms
(such as lack of sleep, loss of appetite, and reduced
physical activity). See Figure A1 for the full set
of questions from the BDI questionnaire and their
possible answers. In general, the performance of
the systems that participated in this shared task
was poor. Deep learning was used by a few of
the participants in the task. For example, while
participating in the shared task Task 3 at CLEF
eRisk 2021 (Parapar et al., 2021), Inkpen et al.
(2021) conducted experiments with Transformer-
based models, a Deep Averaging Network (DAN)
model, as well as a Hierarchical Attention Network
(HAN) for text classification tasks inspired by Yang
et al. (2016). On the same task, Maupomé et al.
(2021) proposed a system that applied topic model-
ing using Embedded Topic Model (ETM) (Dieng
et al., 2020) which was trained on a depression
detection dataset issued from Reddit, and a regres-
sion approach with nearest-neighbors on the values
of the answers. This system achieved the highest
score on one metric and also performed well on

Quantity
Number of TREC files 3,107
Number of subjects 3,107
Number of sentences 4,264,693

Table 1: Statistics of the dataset for depression symptom
search

the other three metrics from the shared task. In
2022, Skaik and Inkpen (2022) continued working
on the task and proposed a method that combined
multiple deep learning models to answer different
questions. Through all these efforts, a better per-
formance was achieved on some of the metrics. In
this paper, we propose new methods to solve the
task, with improved performance and with added
explainability for the predicted answers.

3 Datasets

3.1 Dataset for Depression Symptoms Search

This dataset was shared for Task 1 of the eRisk
2023 (Search for symptoms of depression) (Para-
par et al., 2023). The participants in the shared task
were given files in the TREC format containing
documents (sentences) of each user. Each docu-
ment has a document ID as well as the text of the
document. The corpus provided to the participants
was a sentence-tagged dataset based on eRisk’s
past data.

The dataset contains only the derived sentences
from social media, with no labels included. Lan-
guages other than English were not filtered out.
The aim of the task was to extract the top-1000
relevant documents for each of the 21 symptoms
in the BDI questionnaire and provide rankings for
the extracted documents. Some statistics of this
dataset are shown in Table 1.

3.2 Dataset for Depression Estimation

This dataset was shared at eRisk 2021 Task 3 (Mea-
suring the severity of the signs of depression) and
was built upon data shared at eRisk 2020 and eRisk
2019 for the same task. The dataset contains a
training dataset and a test dataset.

The training dataset contains 90 examples,
which consist of 43,514 writings written by 90
users from the 2020 and 2019 tasks, as well as their
answers to the 21 questions of the BDI Question-
naire. The test dataset consists of 19,803 posts and
comments written by 80 users, and their answers to
the questionnaire. The labels for questions 16 and
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minimal depression depression levels 0-9
mild depression depression levels 10-18
moderate depression depression levels 19-29
severe depression depression levels 30-63

Figure 1: Depression categories associated with depres-
sion levels

Category # of Subjects1

minimal depression 14 (15%)
mild depression 27 (30%)
moderate depression 22 (24%)
severe depression 27 (30%)

Table 2: Statistics of depression category in the training
data

18, which have different answer sets, are revised
so that the answers with letters are merged into a
single answer (for example, 1a and 1b are merged
into 1). Each of the remaining questions has four
answers: 0, 1, 2, and 3.

Statistics for the user answers (labels) are shown
in Table A2. Through investigations, it can be
seen that most of the symptoms users have are
minor, as about 68% of users answered 0 or 1 (with
about 35% answered 0 and about 32% answered
1); a few users reported severe symptoms. Specific
questions may have a different distribution, such as
question 16. As label frequency distributes among
multiple labels, and varies by question, we can see
that simply choosing a label as the default value is
not practical.

To calculate an overall level of depression for a
user, depression categories introduced in Figure 1
(Losada et al., 2019) were considered. The calcu-
lated levels of depression are shown in Table 2. We
could conclude that users are distributed in all four
categories, with most users having mild (30%) or
severe (30%) depression. It is worth noting that
this finding does not fully comply with the findings
we had while investigating the label distribution.

4 Methodology

4.1 Search for Depression-related Writings

A writing (sentence in this context) is considered
relevant to a symptom if it provides information,
ideally explicit, about the user’s status of that par-
ticular symptom.

The task was considered as an information re-
1Percentage numbers were rounded.

trieval task, where user-written sentences are stored
as documents. We first transformed the 21 ques-
tions from the BDI questionnaire into 21 queries.
We then used contextual text embedding methods
for transfer learning. To accelerate the calculation
of contextual representations, many keywords were
selected from the questions in the BDI question-
naire, in order to filter out unrelated documents.
The queries and keywords are shown in Table A1.
To calculate the relevance of a document to a BDI
question, we used cosine similarity between two
vector representations. Our developed system can
extract the most relevant sentences and provide a
ranking of them for each of the 21 symptoms in the
BDI questionnaire.

4.1.1 Data Normalization and Text Processing
When obtaining the vector representations, we
filtered out the documents (sentences) that did
not contain symptom-related keywords. Then we
used a transfer learning strategy, by employing the
knowledge from the language models directly to
build the semantic representations. Traditional pre-
processing methods were not applied, but the spe-
cific tokenization used by each contextual embed-
ding model was used. The processing steps were
applied to both the documents and the queries.

4.1.2 Universal Sentence Encoder with Cosine
Similarity

The Universal Sentence Encoder (USE) is a text en-
coder that directly encodes sentences into vectors.
It is specifically designed for transfer learning of
various types of tasks. The encoder based on the
transformer architecture was trained in the follow-
ing way: the word representations acquired through
the transformer were converted to a fixed-length
encoding vector by summing the element-wise rep-
resentations at each word position, and then the
vector was divided by the square root of the length
of the sentence to reduce sentence length effects.
The inputs to the encoder are lowercased strings
that are tokenized using the Penn Treebank Tok-
enizer (PTB), and the outputs are 512-dimensional
vector representations. Since the model was de-
signed to be of general purpose, multi-task learning
was conducted (Cer et al., 2018).

We used the USE to obtain embeddings of
queries and sentences, and calculated the distance
between them to obtain rankings using the cosine
similarity. As a result, this system named "US-
ESim" achieved a precision of 0.60 for the top-10
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documents retrieved and an average precision of
0.16 for the top-1000. We experimented with other
sentence representations, such as RoBERTa (Liu
et al., 2019), but the results for the retrieval task
were lower.

4.1.3 Adapting USESim for Writing Selection

The dataset for depression estimation contains a
large number of user writings. It is good to have
a lot of information, but too many texts for a user
could introduce noise, and it is difficult and costly
for models to process all of them. This is why we
need to filter out the less relevant writings.

We use our above-mentioned document retrieval
system "USESim" for pre-processing the dataset
for depression estimation to generate a smaller and
more relevant dataset, by keeping only relevant
writings.

4.2 Estimate Level of Depression

As mentioned, the final goal is to automatically
fill in a standard depression questionnaire, the BDI
questionnaire, by using LLMs to do multi-class
predictions of answers to questions in the ques-
tionnaire. The questionnaire has 21 questions in
total, which can be used to evaluate conditions of
feelings about sadness, sleeping, etc. Each ques-
tion has 4 answers, except 2 questions (question 16
about sleep patterns and question 18 about appetite)
have more than 4 answers of which answers were
transformed into 4 classes.

4.2.1 Data Preparation

As discussed in Section 3.2, the dataset contains
a training dataset and a test dataset. The training
dataset 90 users’ 43,514 Reddit writings, and their
answers to the BDI questionnaire. The test dataset
consists of 80 users’s 19,803 posts and comments
as well as their responses to the questionnaire. The
writing-selection system USESim is adopted for
cleaning the dataset, by selecting only symptom-
relevant user writings and forming a more useful
dataset. Based on our settings, two types of datasets
were generated using USESim:

1. The Top-5 Dataset
Collected by applying the USESim to collect
the top-5 relevant writings for each symptom
in the BDI questionnaire. The statistics for
the text length of this dataset are shown in
Table A3.

2. The Top-1 Dataset
Formed by applying the USESim to collect
the top-1 relevant writings (the most relevant
post or comment) for each of the 21 symptoms.
The statistics for the text length of this dataset
are shown in Table A4.

Top-5 and top-1 relevant writings were selected
with the consideration of the maximum length: as
many LLMs have a short context length which
refers to the maximum number of tokens that the
model can process, shorter input texts are desired.
For example, the Llama 2 models have a context
length of 4096 tokens.

4.2.2 Classification Using Large Language
Models

Prompt learning is a new paradigm that is show-
ing promising results. Large language models are
essentially language models that are trained to es-
timate the probability P (x; θ) for text x. Prompt
learning techniques utilize the probability P , to
predict the output y. As an example, the output y
can be the label in a classification task, and it can
be extracted or transformed from the text generated
by the LLM.

Selection of the LLM
A wide variety of pre-trained language models are
available. In this study, the following open LLMs
were applied in experiments:

• Llama-2-13b-chat
Meta’s Llama 2 models (Touvron et al., 2023)
are LLMs that are well-supported and power-
ful. As auto-regressive language models, they
are particularly useful for Natural Language
Generation (NLG) tasks, which means that
not only the output label for our classification
task could be generated, but also the LLMs’
explanations for predictions.
Llama-2-13b-chat2, which is optimized for
dialogue use cases was applied in this study.

• SUS-Chat-34B
Released by the Southern University of
Science and Technology (SUSTech) and
IDEA-CCNL, SUS-Chat-34B3 is a bilingual
(Chinese-English) dialogue model. It has sig-
nificant improvements on many benchmarks
of evaluation; it achieved high scores among

2https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
3https://huggingface.co/SUSTech/SUS-Chat-34B
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open source models of similar size (34 billion
parameters), and is one of the best models
with a size below 70B.
The model which was based on Yi-34B4 was
trained with 1.4 billion tokens of complex in-
struction data, including multi-turn dialogues,
mathematics, reasoning, and others, thus the
model is capable of focusing on long-text di-
alogue and of imitating human thought pro-
cesses.

• Neural-chat-7b-v3
Based on Mistral-7B-v0.15, the Intel neural-
chat-7b-v3-16 is a LLM that was fine-tuned
on the SlimOrca7 dataset and with the Direct
Preference Optimization (DPO) algorithm to
align with human preferences. The DPO de-
rives the probability of human preference data
for an optimal policy to replace the reward
model used by the Reinforcement Learning
from Human Feedback (RLHF) (Lv et al.,
2023).
The model performed exceptionally well
among 7-billion-parameter models.

Design of Prompts
In this step, as discussed in (Liu et al., 2021),
a prompting function fprompt is designed, which
could then be applied to transform the input text x
into the prompt x′ = fprompt(x).

Prompt engineering is the process of design-
ing the most effective prompting function fprompt.
With the knowledge we learned that most of the
symptoms users have are minor, we added "suppose
you are a psychiatrist who prefer to give minor di-
agnoses rather than serious ones" in the instruction
to alleviate the models’ tendency of exaggeration.
Instead of giving exact meanings of each question’s
answers, such as "0. I do not feel sad." and "3. I
am so sad or unhappy that I can’t stand it." for
the symptom sadness, we give only the labels to
the model. In this way, the labels 0, 1, 2, and
3 are considered levels of intensity or the magni-
tude of the change, rather than solely markers of
classes. The first consideration is the length of the
prompt: it is inefficient to reserve a diverse space
for this information, and models may not have a
large enough context window. Another considera-
tion is that some label meanings might confuse the

4https://huggingface.co/01-ai/Yi-34B
5https://huggingface.co/mistralai/Mistral-7B-v0.1
6https://huggingface.co/Intel/neural-chat-7b-v3-1
7https://huggingface.co/datasets/Open-Orca/SlimOrca

model. Examples of options that could be confus-
ing are shown in Figure 2.

9. Suicidal Thoughts or Wishes
0. I don’t have any thoughts of killing myself.
1. I have thoughts of killing myself, but I would
not carry them out.
2. I would like to kill myself.
3. I would kill myself if I had the chance.

10. Crying
0. I don’t cry anymore than I used to.
1. I cry more than I used to.
2. I cry over every little thing.
3. I feel like crying, but I can’t.

Figure 2: Some options that might be confusing to mod-
els

To clarify the symptom that the model should
work on, we rephrased the 21 questions in the BDI
questionnaire into 21 sentences. All the rephrased
sentences talk about the levels of the symptom, to
help the model’s understanding. The rephrased
symptoms are summarized in Table A5.

Our designed prompt template is shown in
Figure 3. During experiments, "[rephrased
symptom]" will be filled in using rephrased symp-
toms, and "[input text]" will be substituted with
the concatenated user writings from the cleaned
dataset: texts for each symptom when using top-5
or all texts when using top-1.

### Instruction: The following paragraph was
concatenated from a user’s posts on social me-
dia. Suppose you are a psychiatrist who prefer
to give minor diagnoses rather than serious
ones, read the posts as a whole, determine
the level of "[rephrased symptom]" and
give a number in 0, 1, 2 or 3, then explain why.

### User’s posts: [input text]

### Level (0, 1, 2 or 3):

Figure 3: Designed prompt template for symptom esti-
mation

Using LLMs
The same configurations are applied to all the ex-
perimented LLMs.

The tokenizers for each model were used to en-
code prompts and decode outputs. The maximum
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length for the models was set to 4,096, and only
the first sentence of a pair would be truncated if
longer.

To reduce the costs of utilizing LLMs, QLoRA
(Dettmers et al., 2023) was used: models are run
in 4-bit precision, using the NF4 (Normal Float 4)
data type, double quantization, and the computa-
tional type of torch.bfloat16.

While generating texts, the models are set to use
multinomial sampling, keeping the top-10 highest
probability vocabulary tokens and the smallest set
of most probable tokens with probabilities that add
up to 0.7 or higher. The maximum length is 4,096,
and the temperature (the value used to modulate
probabilities of tokens) was set to be 0.1.

We experimented with a single LLM, as well as
combining two LLMs, working on separate ques-
tions based on the results from experiments using
training data. The experiments were conducted us-
ing the top-1 and top-5 datasets. The outputs gener-
ated by the LLMs contain labels for the predicted
answers, and explanations for the predictions. We
extracted the labels using regular expression (regex)
and recorded them as the automated responses to
the BDI questionnaire for each user in the test set.

5 Evaluation

The same evaluation metrics were applied for the
task in eRisk 2019, 2020,and 2021 (Losada et al.,
2019). The four metrics used for evaluation are:

• Average Hit Rate (AHR)
The AHR is the hit rate averaged over all the
users. The hit rate measures the number of
answers systems automatically fill in that are
exactly the same as the actual answers pro-
vided by the users.

• Average Closeness Rate (ACR)
The ACR is the Closeness Rate averaged over
all the users. It takes into account that the
answers represent an ordinal scale, rather than
merely separate options. To get the closeness
rate, first compute the absolute difference be-
tween the automatically filled answer and the
actual answer, then transform the calculated
absolute difference into an effectiveness score
as follows:

CR =
maxad− ad

maxad
(1)

where maxad stands for the maximum abso-

lute difference, and ad is the absolute differ-
ence.

• Average DODL (ADODL)
The ADODL is the difference between the
system’s and actual overall depression levels
averaged over all users. The Difference be-
tween Overall Depression Levels (DODL) is
obtained by first calculating the overall de-
pression levels for the system-filled and actual
questionnaire, then computing the absolute
difference between the two overall scores.
The DODL is normalized as follows:

DODL =
63− ad

63
(2)

where ad is the absolute difference between
the automated and actual overall score.

• Depression Category Hit Rate (DCHR)
The DCHR measures the closeness of the de-
pression estimation achieved over all users
according to the established depression cate-
gories introduced in Figure 1. It calculates the
fraction of cases where the automated ques-
tionnaire led to a category that is identical to
the user’s actual depression category.

6 Results and Discussion

The experimental results of our systems using
LLMs are shown in Table 3.

We can learn that the usage of USESim for user
writing selection is helpful, and it is generally bet-
ter to have more writings kept so that the model
could have more information about the user, and
the writings would be more focused on the specific
question. In our experiments, the usage of top-5
dataset leads to a better performance than using the
top-1 dataset.

When using the top-5 dataset, the model neural-
chat-7b-v3-1 performed better than SUS-Chat-
34B on the metrics AHR, ADODL, and DCHR.
This is surprising since the neural-chat-7b-v3-1
is much smaller than SUS-Chat-34B in terms of
size/number of parameters. The reason could be
the language focus and the application of the DPO
algorithm. The Llama-2-13b-chat model did not
perform well on any of the metrics.

Through experimenting on the training data, the
neural-chat-7b-v3-1’s answers on questions 4, 8, 9,
11, 12, 16, 18, 19, 20 and 21 are combined with
SUS-Chat-34B’s answers on questions 1, 2, 3, 5, 6,
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Run AHR ACR ADODL DCHR
Llama-2-13b-chat_top1 21.90 63.29 72.22 42.5
Llama-2-13b-chat_top5 22.32 63.51 72.16 42.5
neural-chat-7b-v3-1_top1 31.96 71.82 84.12 48.75
neural-chat-7b-v3-1_top5 33.63 70.83 85.87 52.5
SUS-Chat_top1 32.61 72.02 84.64 50.0
SUS-Chat_top5 33.51 72.57 83.53 52.5
neural-chat+SUS-Chat_top1 34.70 72.91 85.41 48.75
neural-chat+SUS-Chat_top5 37.32 73.25 85.63 50.0

Table 3: Results of LLM-based systems

7, 10, 13, 14, 15 and 17 as the combined system.
The combined runs performed well on the AHR,
ACR and ADODL metrics.

Although the performance on some metrics is
still not outstanding, our systems scored over 85%
on ADODL, which is an improvement considering
that ADODL is the most critical metric for mea-
suring depression at the population level (Skaik
and Inkpen, 2022). Many runs scored over 50 on
DCHR, meaning that they predicted correctly for
more than half of the test subjects on predicting
their depression category.

Our experiments proved that LLMs have learned
knowledge about various depression-related symp-
toms, and they can make better inferences than
supervised deep learning techniques, with zero-
shot learning (no training) and properly designed
prompts.

6.1 Local Explanations of LLMs

Through prompts, the LLMs were asked to provide
explanations for their predictions. Even though
these explanations are not necessarily factual, they
provide insights about the important information in
the given user writings. In Figure 4, an example of
user writings is given, which is answered by LLMs
for Q18 as a change in appetite.

Figure 5 shows the prediction and explanation
from Llama-2-13b-chat for text from Figure 4. In
the explanation, the model mentioned several phys-
ical and mental issues described in the user’s writ-
ings, such as inflammation and mental health issues.
The model predicted 2 as the answer.

In Figure 6, the classification and explanation
for the given example generated by neural-chat-
7b-v3-1 are shown. The model mentioned that the
user needed to set alarms to eat, having stomach
flu and fluctuating weights, which could affect the
user’s appetite. An answer label of 2 is given by

the model.
SUS-Chat-34B’s prediction and explanation are

shown in Figure 7. The model presumed that the
user had a higher level of change in appetite since
the user had to set alarms to eat at some points, but
the model also mentioned that no significant weight
changes were presented. The model generated 2 as
the answer to the question.

6.1.1 Evaluation of Explanations
In (Rajagopal et al., 2021), several criteria were
introduced for evaluating the explanations, includ-
ing sufficiency (via BERT-score), plausibility, and
trustability. Due to limitations on the amount of
time available for conducting evaluations, we only
evaluated explanations for the best-performing sys-
tem on one metric: sufficiency – to automatically
evaluate how well the explanations reflect the sys-
tem’s predictions. Manual evaluation with experts
to calculate the other measures is left as future
work.

Rajagopal et al. (2021) used the "Faithfulness-
by-construction" (FRESH) pipeline (Jain et al.,
2020) to evaluate sufficiency: a BERT (Devlin
et al., 2019) based classifier is trained to perform a
task using only the extracted explanations. A high
accuracy would indicate a high sufficiency of the
explanations, which means that the explanations
are indicative of the predicted labels. Based on
this method, we implemented a BERT classifier,
trained it with the generated explanations for the
training dataset as the training data, and evaluated
the classifier with the explanations for the test data.

The sufficiency score for the explanations gen-
erated by our best system was 80.77%. This indi-
cates the effectiveness of generated explanations
of the system. The configurations are as follows: a
fast Rust-based pretrained tokenizer of "bert-base-
cased", with default settings on the rest; the pre-
trained "bert-base-cased" model for the classifica-
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### User’s posts: I would say coriander. Grab a package and eat it. Great snacks. I mean the
psychosis is still untreated I’m thinking about what to do next. My weight fluctuates because, in
addition to severe inflammation, I also have some mental health issues that cause loss of memory. I
actually have to set alerts to eat for certain times. I had a huge success that day and was approved to
work from home. Now I got stomach flu. I don’t feel accomplished enough. I’m vomiting for days
and my mental state is getting worse and I hear constant noise from the church. Oh my goodness,
my back pain, my constant digestive issues, plus my mental illness, have all gotten worse. I think
all I really need is a happy message. Usually good news upsets me, but I really need it today.

Figure 4: An example of concatenated writings. Some words were highlighted for readability. In fact, we rephrased
the sentences in the example, because the data sharing agreement that we signed when we obtained the dataset does
not allow us to use the real example directly.

Metric Our system Our best Best system State-of-
the-art

AHR neural-chat+SUS-Chat_top5 37.32 BDI_Multi_Model 41.25
ACR neural-chat+SUS-Chat_top5 73.25 UPV-Symanto

4_symanto_upv_lingfeat_cors
73.17

ADODL neural-chat-7b-v3-1_top5 85.87 BDI_Multi_Model 83.79
DCHR neural-chat-7b-v3-1_top5 52.5 BDI_Multi_Model 48.75

Table 4: Our results compared to the state-of-the-art

### Level (0, 1, 2 or 3): 2

### Explanation:

The user’s posts suggest that they have experi-
enced significant changes in appetite, as they
mention "weight fluctuations" and setting alerts
to eat. They also mention "severe inflammation"
and "mental health issues" which could be con-
tributing to their appetite changes. Additionally,
they mention "stomach flu" and "constant diges-
tive issues" which could also be affecting their
appetite. Based on this information, I would rate
the user’s experience of changes in appetite as a
level 2.

Figure 5: Classification and explanation by Llama-2-
13b-chat

tion into the 4 classes/labels; and with default val-
ues for the hyperparameters except for the total
number of training epochs performed that was set
to 8.

6.2 Comparison to Related Work

Skaik and Inkpen (2022) proposed a method for
this task that first applies topic-based filtering to
clean the irrelevant posts, then conducts multiple
iterations to select and assign different models to
different question sets. The final model named

### Level (0, 1, 2 or 3): 2

The user experienced changes in appetite at a
level of 2. This is because they mentioned having
mental health issues that cause loss of memory,
which can affect appetite. They also mentioned
setting alerts to eat for certain times, indicating
that they have to be more mindful of their eat-
ing habits. Additionally, they mentioned having
stomach flu, which can also affect appetite. The
user’s fluctuating weight and other health issues,
such as back pain, digestive issues, and mental
illness, further contribute to the complexity of
their situation.

Figure 6: Classification and explanation by neural-chat-
7b-v3-1

"BDI_Multi_Model" was formed using 5 HANs,
3 Long Short-Term Memory (LSTM) models, and
2 transformers. Their proposed system sets new
records for several metrics. The comparison be-
tween our best systems and the state-of-the-art is
concluded in Table 4.

Through comparisons, we can see that our sys-
tems achieved the best scores on three out of four
metrics: ACR, ADODL, and DCHR. It is worth
noting that the run neural-chat+SUS-Chat_top5
achieved 85.63 on ADODL and 50.0 on DCHR,
which indicates that the system neural-chat+SUS-
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### Level (0, 1, 2 or 3): 2

Explanation: The user mentions having to set
alerts to eat for certain times, which indicates
that they have experienced changes in appetite.
However, they do not mention any significant
weight loss or gain, which would indicate a
higher level of change in appetite. Therefore,
a level of 2 is appropriate.

Figure 7: Classification and explanation by SUS-Chat-
34B

Chat_top5 performed better on 3 metrics (that were
achieved by different systems in previous work).

In addition to answering questions without fur-
ther training, our LLM-based systems could gen-
erate local explanations for all their answers, and
these explanations are more readable and straight-
forward compared with the features-based model
explanations. More importantly, no examples with
labels are needed while using these LLMs, which
means that the methods could fit the tasks that lack
labeled data, and could be adapted into other tasks
and domains. We believe that with the development
of computing power, if more user writings (not just
selected ones) are included in the prompts and a
larger model could be used, higher scores could be
achieved using this method.

7 Conclusion and Future Work

In the study, we designed a system that searches for
relevant sentences in numerous user writings, and
applied it to provide cleaner data for a depression
estimation system based on LLMs that automati-
cally answers the questions from the BDI question-
naire. The resulting depression detection system
has good performance on several metrics, and could
sufficiently explain its answers to every question on
the questionnaire for every user, without training
on labeled data.

However, due to the randomness of cyberspace,
users’ speeches on social media platforms cannot
fully, objectively, accurately, and consistently de-
scribe their status of various depression-related
symptoms. In the future, it would be good to col-
lect larger high-quality datasets, so that we can
run more experiments to calibrate our system and
verify its effectiveness.

Also, with more computing resources and more
powerful LLMs, much more user writings could be
given to the model rather than filtered out, and it is

expected that this would improve the performance.
Since our system does not need a large amount
of training data, only a small set of labeled exam-
ples to design prompts, this is a promising avenue
for automatically answering other types of men-
tal health questionnaires, such as PHQ-9, anxiety
questionnaires, etc.

Ethics Statement

This study complies with the ACL Ethics Policy8.
Since the datasets are collected from Reddit and
are anonymized, privacy is respected, and no bias is
introduced. The filled questionnaires are meant to
be for initial information and used as references by
professionals, not for self-diagnosis. Dictionaries
and Grammarly were used when writing this paper,
but no AI assistance was involved in the writing or
in the programming.

Limitations

The proposed system on user writing selection
would result in datasets mostly in English; thus, the
system is limited to English-written texts. The texts
in foreign languages were filtered out; therefore,
more investigation will be needed in multilingual
settings.

We set many restrictions on context length, sam-
pling and model size due to the high requirements
of computing resources. These restrictions could
affect the performance but can be removed if more
resources are available.

In addition, all evaluations are conducted with-
out human health practitioners. It is better to have
mental health practitioners review system predic-
tions and explanations and test the system in clini-
cal settings.
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A Appendix

Question Keywords Query
Q1 sadness, sad, unhappy Sadness. I feel sad unhappy cannot stand it.
Q2 pessimism, discouraged,

hopeless
Pessimism. I feel discouraged about my future is hopeless
and will get worse.

Q3 failure, fail Past Failure. I have failed.
Q4 pleasure, enjoy Loss of Pleasure. I don’t enjoy things.
Q5 guilty Guilty Feelings. I feel guilty.
Q6 punishment, punish Punishment Feelings. I am being punished.
Q7 confidence, disappointed Self-Dislike. I have lost confidence. I am disappointed in

myself.
Q8 criticalness, critical, criti-

cize, blame, fault
Self-Criticalness. I criticize myself blame myself for my
faults.

Q9 suicidal, suicide, kill Suicidal Thoughts or Wishes. I kill myself.
Q10 crying, cry Crying. I cry.
Q11 agitation, agitate, restless Agitation. I am restless or agitated keep moving.
Q12 interest, interested Loss of Interest. It’s hard to get interested.
Q13 indecisiveness, decision,

decide
Indecisiveness. I find it difficult to make decisions.

Q14 worthlessness, worthless,
worthwhile, useful

Worthlessness. I feel worthless not useful.

Q15 energy, energetic Loss of Energy. I don’t have enough energy.
Q16 sleep, sleeping Changes in Sleeping Pattern. I sleep more or less than

usual.
Q17 irritability, irritable, angry Irritability. I am irritable.
Q18 appetite, food, eat Changes in Appetite. My appetite is greater or less.
Q19 concentration, concentrate Concentration Difficulty. It’s hard to keep my mind. I

can’t concentrate.
Q20 tiredness, fatigue, tired Tiredness or Fatigue. I am tired or fatigued.
Q21 sex Loss of Interest in Sex. I am less interested in sex.

Table A1: Queries and keywords for each question
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Answer 0 Answer 1 Answer 2 Answer 3
Q1 27 (30%) 47 (52%) 11 (12%) 5 (5%)
Q2 22 (24%) 34 (37%) 20 (22%) 14 (15%)
Q3 22 (24%) 35 (38%) 18 (20%) 15 (16%)
Q4 28 (31%) 33 (36%) 23 (25%) 6 (6%)
Q5 34 (37%) 32 (35%) 12 (13%) 12 (13%)
Q6 60 (66%) 13 (14%) 11 (12%) 6 (6%)
Q7 28 (31%) 17 (18%) 23 (25%) 22 (24%)
Q8 28 (31%) 27 (30%) 23 (25%) 12 (13%)
Q9 41 (45%) 37 (41%) 7 (7%) 5 (5%)
Q10 42 (46%) 23 (25%) 8 (8%) 17 (18%)
Q11 37 (41%) 31 (34%) 14 (15%) 8 (8%)
Q12 28 (31%) 32 (35%) 8 (8%) 22 (24%)
Q13 38 (42%) 21 (23%) 16 (17%) 15 (16%)
Q14 38 (42%) 21 (23%) 20 (22%) 11 (12%)
Q15 17 (18%) 32 (35%) 28 (31%) 13 (14%)
Q16 17 (18%) 36 (40%) 24 (26%) 13 (14%)
Q17 38 (42%) 31 (34%) 16 (17%) 5 (5%)
Q18 32 (35%) 30 (33%) 15 (16%) 13 (14%)
Q19 29 (32%) 25 (27%) 25 (27%) 11 (12%)
Q20 21 (23%) 34 (37%) 21 (23%) 14 (15%)
Q21 51 (56%) 18 (20%) 11 (12%) 10 (11%)
Total 678 (35%) 609 (32%) 354 (19%) 249 (13%)

Table A2: Statistics of labels in the training data for depression estimating
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Instructions:

This questionnaire consists of 21 groups of statements. Please read each group of state-
ments carefully, and then pick out the one statement in each group that best describes the way you
feel.
If several statements in the group seem to apply equally well, choose the highest number for that
group.

1. Sadness
0. I do not feel sad.
1. I feel sad much of the time.
2. I am sad all the time.
3. I am so sad or unhappy that I can’t stand it.

2. Pessimism
0. I am not discouraged about my future.
1. I feel more discouraged about my future than I used to be.
2. I do not expect things to work out for me.
3. I feel my future is hopeless and will only get worse.

3. Past Failure
0. I do not feel like a failure.
1. I have failed more than I should have.
2. As I look back, I see a lot of failures.
3. I feel I am a total failure as a person.

4. Loss of Pleasure
0. I get as much pleasure as I ever did from the things I enjoy.
1. I don’t enjoy things as much as I used to.
2. I get very little pleasure from the things I used to enjoy.
3. I can’t get any pleasure from the things I used to enjoy.

5. Guilty Feelings
0. I don’t feel particularly guilty.
1. I feel guilty over many things I have done or should have done.
2. I feel quite guilty most of the time.
3. I feel guilty all of the time.

6. Punishment Feelings
0. I don’t feel I am being punished.
1. I feel I may be punished.
2. I expect to be punished.
3. I feel I am being punished.

7. Self-Dislike
0. I feel the same about myself as ever.
1. I have lost confidence in myself.
2. I am disappointed in myself.
3. I dislike myself.

Figure A1: Beck’s Depression Inventory (part 1)

121



8. Self-Criticalness
0. I don’t criticize or blame myself more than usual.
1. I am more critical of myself than I used to be.
2. I criticize myself for all of my faults.
3. I blame myself for everything bad that happens.

9. Suicidal Thoughts or Wishes
0. I don’t have any thoughts of killing myself.
1. I have thoughts of killing myself, but I would not carry them out.
2. I would like to kill myself.
3. I would kill myself if I had the chance.

10. Crying
0. I don’t cry anymore than I used to.
1. I cry more than I used to.
2. I cry over every little thing.
3. I feel like crying, but I can’t.

11. Agitation
0. I am no more restless or wound up than usual.
1. I feel more restless or wound up than usual.
2. I am so restless or agitated that it’s hard to stay still.
3. I am so restless or agitated that I have to keep moving or doing something.

12. Loss of Interest
0. I have not lost interest in other people or activities.
1. I am less interested in other people or things than before.
2. I have lost most of my interest in other people or things.
3. It’s hard to get interested in anything.

13. Indecisiveness
0. I make decisions about as well as ever.
1. I find it more difficult to make decisions than usual.
2. I have much greater difficulty in making decisions than I used to.
3. I have trouble making any decisions.

14. Worthlessness
0. I do not feel I am worthless.
1. I don’t consider myself as worthwhile and useful as I used to.
2. I feel more worthless as compared to other people.
3. I feel utterly worthless.

15. Loss of Energy
0. I have as much energy as ever.
1. I have less energy than I used to have.
2. I don’t have enough energy to do very much.
3. I don’t have enough energy to do anything.

Figure A1: Beck’s Depression Inventory (part 2)
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16. Changes in Sleeping Pattern
0. I have not experienced any change in my sleeping pattern.
la. I sleep somewhat more than usual.
lb. I sleep somewhat less than usual.
2a. I sleep a lot more than usual.
2b. I sleep a lot less than usual.
3a. I sleep most of the day.
3b. I wake up 1-2 hours early and can’t get back to sleep.

17. Irritability
0. I am no more irritable than usual.
1. I am more irritable than usual.
2. I am much more irritable than usual.
3. I am irritable all the time.

18. Changes in Appetite
0. I have not experienced any change in my appetite.
la. My appetite is somewhat less than usual.
lb. My appetite is somewhat greater than usual.
2a. My appetite is much less than before.
2b. My appetite is much greater than usual.
3a. I have no appetite at all.
3b. I crave food all the time.

19. Concentration Difficulty
0. I can concentrate as well as ever.
1. I can’t concentrate as well as usual.
2. It’s hard to keep my mind on anything for very long.
3. I find I can’t concentrate on anything.

20. Tiredness or Fatigue
0. I am no more tired or fatigued than usual.
1. I get more tired or fatigued more easily than usual.
2. I am too tired or fatigued to do a lot of the things I used to do.
3. I am too tired or fatigued to do most of the things I used to do.

21. Loss of Interest in Sex
0. I have not noticed any recent change in my interest in sex.
1. I am less interested in sex than I used to be.
2. I am much less interested in sex now.
3. I have lost interest in sex completely.

Figure A1: Beck’s Depression Inventory (part 3)
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Mean Min Max
Training-Q1 183.78 31.00 890.00
Training-Q2 276.74 37.00 958.00
Training-Q3 177.38 32.00 743.00
Training-Q4 206.89 39.00 1505.00
Training-Q5 171.72 32.00 994.00
Training-Q6 177.67 27.00 1171.00
Training-Q7 197.49 41.00 923.00
Training-Q8 161.58 44.00 783.00
Training-Q9 245.66 27.00 962.00
Training-Q10 112.19 27.00 445.00
Training-Q11 268.56 33.00 1502.00
Training-Q12 159.20 43.00 567.00
Training-Q13 211.44 25.00 851.00
Training-Q14 201.67 39.00 759.00
Training-Q15 248.41 35.00 716.00
Training-Q16 207.50 50.00 744.00
Training-Q17 217.79 31.00 1406.00
Training-Q18 177.93 32.00 630.00
Training-Q19 223.30 45.00 866.00
Training-Q20 228.73 49.00 960.00
Training-Q21 276.11 61.00 811.00
Training-All 2122.86 287.00 11039.00
Test-Q1 304.71 36.00 1020.00
Test-Q2 413.99 43.00 2312.00
Test-Q3 237.18 29.00 1261.00
Test-Q4 274.61 33.00 945.00
Test-Q5 246.57 28.00 955.00
Test-Q6 250.69 26.00 1154.00
Test-Q7 314.34 42.00 1091.00
Test-Q8 232.59 33.00 693.00
Test-Q9 329.64 26.00 1703.00
Test-Q10 206.88 21.00 978.00
Test-Q11 382.46 37.00 1579.00
Test-Q12 225.05 28.00 960.00
Test-Q13 295.59 22.00 1571.00
Test-Q14 283.14 30.00 1083.00
Test-Q15 357.49 34.00 1115.00
Test-Q16 253.56 42.00 768.00
Test-Q17 322.65 25.00 1080.00
Test-Q18 230.90 40.00 857.00
Test-Q19 321.32 38.00 1022.00
Test-Q20 345.68 41.00 1665.00
Test-Q21 367.70 52.00 1467.00
Test-All 2561.28 202.00 11424.00

Table A3: Statistics of text length of the cleaned data (top-5)
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Mean Min Max
Training-Q1 29.69 5.00 181.00
Training-Q2 51.88 5.00 234.00
Training-Q3 26.08 4.00 245.00
Training-Q4 36.30 4.00 255.00
Training-Q5 28.13 4.00 266.00
Training-Q6 31.40 4.00 693.00
Training-Q7 31.10 5.00 314.00
Training-Q8 31.19 4.00 331.00
Training-Q9 43.63 5.00 305.00
Training-Q10 25.19 4.00 213.00
Training-Q11 50.84 6.00 260.00
Training-Q12 27.90 5.00 146.00
Training-Q13 34.90 4.00 159.00
Training-Q14 35.27 5.00 255.00
Training-Q15 47.36 5.00 260.00
Training-Q16 44.61 5.00 260.00
Training-Q17 37.88 4.00 304.00
Training-Q18 35.23 4.00 260.00
Training-Q19 40.43 5.00 245.00
Training-Q20 59.67 4.00 382.00
Training-Q21 47.08 4.00 204.00
Training-All 524.31 77.00 2261.00
Test-Q1 56.11 4.00 438.00
Test-Q2 84.61 6.00 438.00
Test-Q3 37.94 4.00 321.00
Test-Q4 44.86 5.00 438.00
Test-Q5 40.58 4.00 405.00
Test-Q6 42.67 5.00 532.00
Test-Q7 60.31 4.00 438.00
Test-Q8 46.88 4.00 509.00
Test-Q9 76.28 4.00 438.00
Test-Q10 38.52 4.00 326.00
Test-Q11 77.05 6.00 887.00
Test-Q12 43.34 4.00 429.00
Test-Q13 59.45 5.00 752.00
Test-Q14 57.23 6.00 438.00
Test-Q15 78.53 6.00 438.00
Test-Q16 59.17 6.00 398.00
Test-Q17 76.19 4.00 446.00
Test-Q18 38.81 4.00 242.00
Test-Q19 65.39 7.00 367.00
Test-Q20 63.86 5.00 398.00
Test-Q21 90.78 6.00 445.00
Test-All 742.86 61.00 2777.00

Table A4: Statistics of text length of the cleaned data (top-1)

125



Question Rephrased symptom
Q1 how sad the user feels
Q2 how discouraged the user is about future
Q3 how much the user feels like a failure
Q4 how much the user loses pleasure from things
Q5 how often the user feels guilty
Q6 how much the user feels punished
Q7 how much the user feels disappointed about him/herself
Q8 how often the user criticizes or blames him/herself
Q9 how much the user thinks about killing him/herself
Q10 how often the user cries
Q11 how much the user feels restless or agitated
Q12 how much the user loses interest in things
Q13 how difficult the user to make decisions
Q14 how much the user feels worthless
Q15 how much the user loses energy
Q16 how much the user experienced changes in sleeping
Q17 how much the user feels irritable
Q18 how much the user experienced changes in appetite
Q19 how difficult the user to concentrate
Q20 how much the user feels tired or fatigued
Q21 how much the user loses interest in sex

Table A5: Rephrased symptoms on the BDI questionnaire
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Abstract

Automated depression estimation has received
significant research attention in recent years
as a result of its growing impact on the global
community. Within the context of studies based
on patient-therapist interview transcripts, most
researchers treat the dyadic discourse as a se-
quence of unstructured sentences, thus ignor-
ing the discourse structure within the learning
process. In this paper we propose Multi-view
architectures that divide the input transcript
into patient and therapist views based on sen-
tence type in an attempt to utilize symmetric
discourse structure for improved model perfor-
mance. Experiments on DAIC-WOZ dataset
for binary classification task within depression
estimation show advantages of Multi-view ar-
chitecture over sequential input representations.
Our model also outperforms the current state-
of-the-art results and provide new SOTA per-
formance on test set of DAIC-WOZ dataset.

1 Introduction

In recent years, automated depression estimation
has attracted significant research initiatives which
is unsurprising given the widespread impact and
heavy toll of depression. Within the context of
depression estimation based on text, two major
categories of input exist: (1) social media posts
(twitter and reddit) of self-declared patients and
(2) clinical interviews between patients and ther-
apist. Detection of depression is a challenging
problem with patient-therapist interviews being
the common practice to analyse a patient’s men-
tal health within clinical setting. Within such di-
alogues, therapists look for indicative symptoms
such as loss of interest, sadness, exhaustion, sleep-
ing and eating disorders, etc. within patient’s re-
sponses and base their evaluation on this informa-
tion. Complementary to these interviews, different
self-assessment screening tools have also been de-
fined such as the Personal Health Questionnaire
depression scale, with PHQ-8 being considered a

valid diagnosis and severity measure for depressive
disorders (Kroenke, 2012). Throughout the liter-
ature, different strategies have been proposed for
automatic estimation of depression, which consists
of inferring the screening tool score based on the
interview transcript. Multi-modal models combine
inputs from different modalities (Ray et al., 2019;
Qureshi et al., 2019; Niu et al., 2021). Multi-task
architectures simultaneously learn related tasks
(Qureshi et al., 2019, 2020). Gender-aware models
explore the impact of gender on depression esti-
mation (Bailey and Plumbley, 2021; Oureshi et al.,
2021). Hierarchical models process transcripts at
different granularity levels (Mallol-Ragolta et al.,
2019; Xezonaki et al., 2020). Attention models
integrate external knowledge from mental health
lexicons (Xezonaki et al., 2020). Feature-based
solutions compute multiple multi-modal charac-
teristics (Dai et al., 2021). Graph-based systems
aim to study complex structures within interview
transcripts (Hong et al., 2022; Niu et al., 2021).
Symptom-based models treat depression estima-
tion as an extension of the symptom prediction
problem (Milintsevich et al., 2023). Domain spe-
cific language models are built (Ji et al., 2022) and
large language models are prefix-tuned to automate
depression level estimation (Lau et al., 2023).

Despite this extensive list of research initiatives,
ways to express the structure of an input transcript
remains a relatively unexplored research direction.
Indeed, most related works treat the overall tran-
script as a sequence of sentences taking into ac-
count the information contained in therapist ques-
tions and patient responses. These models disre-
gard interview structure and consider it to be an
unstructured list of sentences, forcing the model to
learn inter-dependencies within the discourse. In
this paper we argue that discourse structure com-
bined with sentence type can improve models learn-
ing ability by reducing the number of noisy trans-
actions within the data. In order to validate our hy-
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Depression severity Data split
Train Val. Test

No symptoms [0..4] 47 17 22
Mild [5..9] 29 6 11
Non-depressed Total 76 23 33
Moderate [10..14] 20 5 5
Moderately severe [15..19] 7 6 7
Severe [20..24] 4 1 2
Depressed Total 31 12 14
Total 107 35 47

Table 1: Number of interviews for each depressive symp-
tom severity category in the DAIC-WOZ dataset, dis-
tributed by train, validation and test sets.

pothesis, we design Multi-view architectures that
separate a dialogue stream based on sentence type
into two different views, i.e. the therapist view and
the patient view. As such, the interview structure
is taken into account by learning interactions (1)
within the views i.e. interactions between questions
only and answers only, and (2) between the two
views i.e. interactions between the corresponding
questions and answers. This allows the models to
focus on specific structures of the transcript as well
as control the discourse symmetry. Experiments
over the DAIC-WOZ dataset show improvements
in model performance with multi-view architecture
and provide new state of the art results on the test
set of DAIC-WOZ dataset.

2 Related work

Different architectures and strategies have been
used throughout literature to train automated mod-
els for depression estimation based on patient-
therapist interviews. Qureshi et al. (2019) explore
the possibility of combining audio, visual and tex-
tual input features into a single architecture us-
ing attention fusion networks. They further show
that training the model for regression and classi-
fication simultaneously on the same dataset pro-
vides improvements in results. Ray et al. (2019)
present a similar framework that invokes attention
mechanisms at different layers to combine sev-
eral low-level and mid-level features from audio,
visual and textual modalities of the participants’
inputs. Qureshi et al. (2020) propose to simul-
taneously learn both depression level estimation
and emotion recognition on the basis that depres-
sion is a disorder of impaired emotion regulation.
Building on the success of hierarchical models for
document classification, different studies (Mallol-
Ragolta et al., 2019; Xezonaki et al., 2020) pro-
pose to encode patient-therapist interviews with

hierarchical structures, showing boosts in perfor-
mance. Xezonaki et al. (2020) further extend their
proposal and integrate affective information (emo-
tion, sentiment, valence and psycho-linguistic an-
notations) from existing lexicons in the form of
specific embeddings. Exploring a different re-
search direction, Oureshi et al. (2021) study the
impact of gender on depression level estimation
and build four different gender-aware models that
show steady improvements over gender-agnostic
models. Along the same line, Bailey and Plumbley
(2021) study gender bias from audio features and
find that deep learning models based on raw audio
are more robust to gender bias than ones based on
other common hand-crafted features, such as mel-
spectrogram. Although most strategies rely on deep
learning architectures, a different research direction
is proposed by Dai et al. (2021), who build a topic-
wise feature vector based on a context-aware analy-
sis over different modalities (audio, video, and text).
Niu et al. (2021) use graph structures within their
architecture to grasp relational contextual informa-
tion from audio and text modality. They propose
a hierarchical context-aware model to capture and
integrate contextual information among relational
interview questions at word and question-answer
pair levels. Within the same context, Hong et al.
(2022) use graphical representation of the input that
encodes word level interactions within each tran-
script. They propose Schema-based Graph Neural
Networks (SGNN) and use multiple passes of the
message passing mechanism (MPM) (Gilmer et al.,
2017; Xu et al., 2019) to update the schema at each
node of the text graph.

Burdisso et al. (2023) define a more complex
input graph structure that models the interactions
between transcripts and a global word graph. They
use an inductive version of GCN (Wang et al.,
2022) and define w-GCN that mitigates the assump-
tions of locality and equal importance of self-loops
within GCN. Milintsevich et al. (2023) treat binary
classification as a symptom profile prediction prob-
lem and train a multi-target hierarchical regression
model to predict individual depression symptoms
from patient-therapist interview transcripts. Build-
ing upon the success of language models in un-
derstanding textual data, Ji et al. (2022) fine-tune
different BERT-based models on mental health data
and provide a pre-trained masked language model
for generating domain specific text representations.
Lau et al. (2023) further account for the lack of
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large-scale high-quality datasets in mental health
domain and propose the use of prefix-tuning as
a parameter-efficient way of fine-tuning language
models for mental health.

3 Dataset

For our experiments we use the Distress Analysis
Interview Corpus - Wizard of Oz (DAIC-WOZ)
dataset which is part of a larger corpus, the Dis-
tress Analysis Interview Corpus (DAIC)(Gratch
et al., 2014). The dataset contains clinical inter-
views aimed towards psychological evaluation of
participants for detecting conditions such as anxi-
ety, depression and post-traumatic stress disorder.
These interviews were collected with the goal of
developing a computer agent that interviews partic-
ipants to identify verbal and non-verbal signs for
mental illness(DeVault et al., 2014). In particular,
we use Wizard-of-Oz interviews from the dataset
which were conducted by virtual agent Ellie, con-
trolled by a human interviewer from another room.
These interviews have been transcribed and anno-
tated for a variety of verbal and non-verbal features.
Along with the transcripts, the dataset also contains
corresponding visual and audio features extracted
from the interview recordings. Depression sever-
ity is accessed based on PHQ-8 depression scale,
and score of 10 is used as threshold to differentiate
between depressed and non-depressed participants.
The dataset is divided into training, development
and test sets containing 107, 35 and 47 interviews
respectively. The dataset is biased towards lower
PHQ-8 scores with almost 70% data points belong-
ing to negative class in case of binary classification
(PHQ-8 score < 10) and only 4 instances with se-
vere depression (PHQ-8 score > 20). Refer table 1
for more details.

4 Methodology

Studies have shown that questions asked by the
therapist during an interview contain relevant in-
formation and provide context to patient responses.
Although Xezonaki et al.(Xezonaki et al., 2020)
validate the importance of therapist questions for
depression estimation, they represent the input as
an unstructured sequence of sentences. Within this
paper we emphasise on the importance of discourse
structure for better understanding the input text. To
take into account both patient and therapist infor-
mation, while maintaining discourse symmetry and
structure, we propose Multi-view architecture that

Figure 1: Multi-view architecture based on sentence
transformer based text encoding. View specific infor-
mation in highlighted in red and blue with orange high-
lighting cross attention and green the global network.

utilize sentence types to divide the interview into
different views. Our aim is to use this view based
division of the transcript to control the number of
noisy interactions, between unrelated questions and
answers, learned by sequential models, allowing
more efficient training of neural network models.

4.1 Multi-view Strategy

Figure 1 illustrates the proposed Multi-view archi-
tecture. The underlying idea is to learn transcript
level representation of the two views separately
before fusing them using Global encoder layer
to generate transcript level representation of the
interview containing information from both ques-
tions and answers. In particular, dedicated sub-
networks, patient network and therapist network,
are defined for processing corresponding view in-
puts (Q1, Q2, .., QN and A1, A2, .., AN ). These
sub-networks use multihead attention mechanism
in order to combine sentence level text encodings
and learn interview level representations, Q and
A, of the views. View encoders defined within this
model also use cross attention for a co-dependent
learning of individual views. The coherent struc-
ture of a dialogue plays an essential role in global
understanding of the message conveyed by the pa-
tient. Patient responses often rely on therapist
questions in order to contextualize their meaning.
This is particularly true for one word responses
like "yes", which don’t hold much relevance by
themselves. As a consequence, tackling the code-
pendency between questions and answers1 is of the

1Note also that a question that might not seem to be impor-
tant, but for which the answer is meaningful, should definitely
be highlighted by the learning model.
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Figure 2: Baseline configuration based on unstructured
sequential interview representation.

utmost importance for the learning process. As a
consequence, we propose to design a multi-view
architecture with inter-view attention (shown with
orange color in Figure 1) that transfer attention
scores from one view to another, following the
cross-attention paradigm (Sood et al., 2020). For-
mally, attention scores µ1, µ2, ..., µM are shared
between the two view encoders, and are the result
of function µi = f(αi, βi) that combines the indi-
vidual view attention scores αi and βi.

Baseline: We define a baseline configuration that
uses comparable architecture for a fair comparison.
Within this configuration, interviews are treated as
a sequence of unstructured sentences and passed
through an encoder layer to learn interview level
representation which in-turn is passed through clas-
sification layers to get final prediction (Figure 2).

5 Experimental Setup

We use sentence-transformers (Reimers and
Gurevych, 2019), all-mpnet-base-v2 in particular,
for generating sentence level text encodings used
within our experiments. Adam optimizer with
weighted binary cross entropy loss (BCELoss) is
used during training to account for class imbal-
ance in data. Learning rate is treated as a hyper-
parameter and tuned during training. Both en-
coders, global encoder and view encoder, are de-
fined using transformer based Multihead Attention
Networks (Vaswani et al., 2017). Cross-attention at
view encoder level is also defined using multi-head
attention mechanism with inputs from both views
playing corresponding roles within query, key and
value. Various definitions of function f(αi, βi)
were experimented with and f was finally defined
as a mean operation. Pytorch framework is used
for network definition and training of the models.

6 Results and Analysis

Experiments were conducted on the DAIC-WOZ
dataset (Gratch et al., 2014) and the best model is
chosen based on macro F1 over the development set
and evaluated based on performance on test set. Ta-
ble 2 compares performance of multi-view model
(Multi-view model) against the sequential configu-
ration Sequential model considered in our work. In
particular, the multi-view model evidences better
performance compared to sequential input config-
uration for both evaluation metrics considered in
our study. Improvements of 6.6% on macro F1
score and 10.6% on Unweighted Average Recall
(UAR) are obtained over the baseline. From the
results we can assess that multi-view architectures
are a better alternative to process question-answer
based interviews, thus highlighting the significance
of retaining structural information of a dialogue.
In particular, multi-view architectures utilize the
interview semantic structure to limit the amount of
noisy interactions learned by the model and allow-
ing more efficient learning.

During our experiments with different defini-
tions of cross-attention function f(α, β), we ob-
served that results obtained with non-balanced at-
tention functions (i.e. only patient attention, only
therapist attention, max) are lower compared to
the balanced architectures (i.e. Mean, Learnable).
Within non-balanced functions, attention scores are
transferred from one view to the other based on hy-
pothesis that only one of the views drives the learn-
ing process. Our results confirm that both views,
questions and answers, are relevant, and selecting
either one as the sole criteria for importance can be
counterproductive. Mean function evidenced best
performance within our experiments.

Table 2 also shows that our multi-view model
provides new state-of-the-art results over the test
set of DAIC-WOZ dataset, successfully outper-
forming recent initiatives with comparable se-
tups (HAN(Xezonaki et al., 2020), HCAN(Mallol-
Ragolta et al., 2019)) as well as those relying on ex-
ternal knowledge (HAN+L(Xezonaki et al., 2020))
or different modalities (SVM:m-M&S(Dai et al.,
2021)). Note that the reported results are taken
directly from the original papers, and that some
related work surprisingly do not evidence results
over the test split, such as HCAG and HCAG+T
(Niu et al., 2021), although they highly perform on
the development set.
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Architectures Modality macro F1 UAR
(Dev) Test (Dev) Test

Raw Audio (Bailey and Plumbley, 2021) Audio (0.66) - - -
SVM:m-M&S (Dai et al., 2021) All (0.96) 0.67 - -
HCAG (Niu et al., 2021) Text + Audio (0.92) - (0.92) -
HCAN (Mallol-Ragolta et al., 2019) Text (0.51) 0.63 (0.54) 0.66
HLGAN (Mallol-Ragolta et al., 2019) Text (0.60) 0.35 (0.60) 0.33
HAN (Xezonaki et al., 2020) Text (0.46) 0.62 (0.48) 0.63
HAN+L (Xezonaki et al., 2020) Text (0.62) 0.70 (0.63) 0.70
HCAG+T (Niu et al., 2021) Text (0.77) - (0.82) -
Symptom prediction (Milintsevich et al., 2023) Text (0.80) 0.74 - -
Sequential model Text (0.79) 0.75 (0.78) 0.75
Multi-view model Text (0.77) 0.80 (0.76) 0.83

Table 2: SOTA results on DAIC-WOZ. T, V and A stand for Text, Visual and Audio modalities.

7 Conclusion and Future Work

In this paper, we propose a multi-view architec-
ture for automated depression estimation that treats
patient-therapist interviews as a combination of
two views (therapist questions and patient answers).
The underlying idea it to not only use inputs from
both agents within the interview (patient and ther-
apist), but also retain the inherent structure of the
discourse for improved learning. In particular, the
presented multi-view approach allows to handle
discourse symmetry as well as discourse structure,
thus outperforming the simple encoding of the in-
put data as a sequence of sentences. Results on
the DAIC-WOZ show that the multi-view archi-
tecture steadily outperforms comparable baselines
and evidences new state-of-the-art results. Based
on the insightful recent research of Xezonaki et al.
(Xezonaki et al., 2020), we plan to further improve
our results by incorporating external knowledge
from different medical resources, such as lexicon
or psychiatrist manual annotation.
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9 Limitations

Within this paper we explore the role of interview
structure on the learning ability of the neural net-
work models. Results from our experiments show
that Multi-view architectures provide a better al-
ternate for combining patient and therapist inputs
while taking into account the discourse structure.
Multi-view architectures focus on using transcript
structure in order to limit noisy interactions within
the input. The co-dependency between the cor-

responding questions and answers within the in-
terview is only modeled using shared attention
weights. This limits the models ability to study
patient’s answers in context of associated thera-
pist questions (and vise-versa), and requires further
research into defining a complete solution.

10 Ethical Considerations

Given application in medical domain and the nature
of this specific task, data privacy and protection is
the biggest concern associated with the field. De-
pression is a condition rooted within the various
aspects of a patients life, consequently, its assess-
ment requires discussing a patient’s personal and
professional lives. Within our research the original
data has already been anonymized and all personal
information has been removed.
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Abstract

Analyses for linking language with psycholog-
ical factors or behaviors predominately treat
linguistic features as a static set, working with
a single document per person or aggregating
across multiple documents into a single set of
features. This limits language to mainly shed
light on between-person differences rather than
changes in behavior within-person. Here, we
collected a novel dataset of daily surveys where
participants were asked to describe their expe-
rienced well-being and report the number of
alcoholic beverages they had within the past 24
hours. Through this data, we first build a multi-
level forecasting model that can capture within-
person change and leverage both the psycholog-
ical features of the person and daily well-being
responses. Then, we propose a longitudinal ver-
sion of differential language analysis that finds
patterns associated with drinking more (e.g. so-
cial events) and less (e.g. task-oriented), as
well as distinguishing patterns of heavy drinks
versus light drinkers.

1 Introduction

Language generated by people occurs at multiple
levels of analysis, from tokens to documents to se-
quences of documents (Almodaresi et al., 2017).
While past works have suggested modeling lan-
guage hierarchically given the available history of
a person’s language (Acheampong et al., 2021; son;
Lynn et al., 2017; Matero et al., 2021b; Soni et al.,
2022), few techniques exist for language analyses
geared toward eliciting language associated with
psychological or behavioral changes (Tsakalidis
et al., 2022). Where traditional techniques like dif-
ferential language analysis (Schwartz et al., 2013)
only reveal differences between people rather than
changes within people around particular behaviors.

Typically, NLP-based approaches represent lan-
guage from people as aggregations, such as of mes-
sage or token embeddings over all time (Ganesan

*Equal Contribution

et al., 2021; Almodaresi et al., 2017; Matero et al.,
2021a). While there have been some predictive-
focused works that have experimented with fore-
casting based on language, they are either focused
on psychological (latent) attributes (Halder et al.,
2017; Matero and Schwartz, 2020) or focused on
groups/communities of people rather than individu-
als (Matero et al., 2023), less has been done toward
bringing out linguistic insights (e.g. differential lan-
guage analysis (Schwartz et al., 2013)) leveraging
the inherent multi-level longitudinal structure of
human language. In this work, we present and
evaluate (1) a longitudinal, multi-level approach to
forecasting an individual’s behavior rather than la-
tent human attributes (e.g. emotions), namely daily
consumption of alcoholic beverages, and (2) a lon-
gitudinal, multi-level differential language analysis
to illuminate daily language patterns most com-
monly associated with heavier drinking both across
different individuals and within one individual.

With roughly 10% of U.S. adults having an al-
cohol use disorder (NIH, 2023), research to under-
stand an individual’s alcohol consumption pattern
and motivation is a pressing health concern. By
modeling one’s behavior over time we can more
accurately predict future consumption or interpret
their motivations for drinking alcohol through the
use of longitudinal multi-level models. Such a
model could be used to detect the risk of unhealthy
drinking. These personalized models are naturally
geared towards time-series forecasting, where the
goal is to understand coming trends (Eichstaedt
et al., 2018; Halder et al., 2017).

Our contributions include: (1) introduction of
a sequential forecasting model that leverages lan-
guage to accurately predict the number of alcoholic
drinks a person will consume within a 24-hour win-
dow, (2) integration of user-level features (static
across time) to build a multi-level sequential model
for additional context in prediction, (3) empirical
evaluation on dimensionality reduction of language
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features cross-time concerning predictive power,
and (4) insights into linguistic patterns that are lon-
gitudinally predictable of high or low daily drink-
ing rates.

2 Related Work

Alcohol Consumption Psychological research
has long demonstrated the complexities of alcohol
consumption. On one hand, the general person
drinks more on days when they feel more positive
affect and not when they feel more negative ef-
fect (Dora et al., 2022), and general drinking level
has a positive correlation to life satisfaction (Geiger
and MacKerron, 2016; Massin and Kopp, 2014).
On the other hand, this relationship is hump-shaped
such that the happiest people are low to moder-
ate drinkers and heavy drinkers are worse off with
decreases in well-being (Geiger and MacKerron,
2016; Massin and Kopp, 2011).

Heavy alcohol consumption can lead to an Alco-
hol Use Disorder, a disorder that can cause morbid-
ity (Carvalho et al., 2019) and decreased psychoso-
cial functioning (Kendler et al., 2016). Predict-
ing within-person alcohol consumption from scales
that measure emotion such as positive affect have
shown correlations between participant-aggregated
affect and participant-aggregated number of drinks
consumed of r = .10 and a non-significant relation-
ship to negative affect (Dora et al., 2022). A likely
reason for the positive relationship between drink-
ing and positive affect is that most drinking occurs
socially (Creswell et al., 2022) and spending time
with others is strongly associated with reporting
high levels of positive affect (Grimm et al., 2015;
Killingsworth and Gilbert, 2010; Diener and Selig-
man, 2002).

Language and Drinking While there exists a
few studies focused on predicting who is at risk for
alcohol abuse from language, they use historical
data to make a single prediction in time rather than
predicting how behaviors may change. Both works
of Jose et al. (2022) and Curtis et al. (2018) in-
vestigate the connection of historical social media
language and their association with at-risk drink-
ing. However, they both focus on different levels
of analysis and outcomes with Jose et al. (2022)
focusing on individual-level and the ability to pre-
dict one’s risk-level for alcohol consumption (e.g.
AUDIT-C) (Bush et al., 1998) and Curtis et al.
(2018) leveraging county data with responses to
the Behavioral Risk Factor Surveillance System

(BRFSS); a U.S. health survey where someone may
self-report their level of heavy drinking.

Longitudinal & Multi-level NLP is very famil-
iar with sequence processing leveraging various
techniques such as attention networks (Vaswani
et al., 2017) and seq2seq modeling (Luong et al.,
2015; Bahdanau et al., 2014). Even still, explic-
itly modeling the temporal dimension is largely
under-utilized by most NLP models as words and
sentences are often uttered at what can be assumed
as the same point in time except for the case where
language is considered to reflect a person (Soni
et al., 2022; Matero and Schwartz, 2020). Sequen-
tial models designed explicitly for temporal model-
ing have been proposed but not widely adopted by
the NLP community (Zhu et al., 2017; Che et al.,
2018).

One could go one step further and adapt these
sequential time-series models to account for the
inherent hierarchical nature of language over time
from a person through multi-level modeling. Multi-
level modeling allows the model to operate on dif-
ferent levels of granularity and offers a natural way
of framing the problem (Hox, 1998). Due to this
natural hierarchy, in this case, defined by dynamic
states and static traits cross-time (Su et al., 2019;
Gana et al., 2019; Van der Werff et al., 2019), we
can develop a model to account for this. Multi-
level modeling is a common approach in psychol-
ogy research, for example understanding substance
cravings and personality (Parent-Lamarche et al.,
2021; Alayan et al., 2019).

Lastly, we extend past works that explored the
associations between social media language and
drinking behavior by examining the association
between topics of daily language, through self-
reported experienced well-being responses, and
alcohol consumption or risk. Differential language
analysis (DLA) is commonly used to study topics
of conversation and their ability to reliably pre-
dict certain outcomes (Schwartz et al., 2013; Eich-
staedt et al., 2018; Schwartz et al., 2014; Kern et al.,
2016). While the work of Jose et al. (2022) also in-
vestigated the relationship between specific social
media topics and drinking risk, they focused on the
between-person signals instead of within-person
signals as in our approach. These within-person
language signals are important for understanding
what drives an individual to drink and are extracted
via a fixed effects model that accounts for between-
person heterogeneity (Hedges, 1994).
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3 Data

We collected a novel dataset with the consent of
study participants for a longitudinal investigation
of drinking behavior. Upon enrollment, each par-
ticipant also gave consent to access their Face-
book posts and answer a “baseline” survey that
asks various questions regarding mental health and
well-being. Responses from the baseline survey
include: measures of depression and anxiety (John-
son, 2014), AUDIT-C (Bush et al., 1998), and de-
mographics.

Further, participants are asked to complete 14
days of ecological momentary assessments (EMA),
short surveys expected to take a few minutes to
complete on their phones. Each EMA contains a
free response field called affective essay, where the
participant describes their experienced well-being,
emotions and daily experiences, as well as a ques-
tion asking them how many alcoholic beverages
they consumed in the past 24 hours1. Participants
were selected to respond once or thrice daily (morn-
ing, afternoon, evening). The assignment was per-
formed randomly (50/50) for which group a person
was placed into.

The dataset samples from U.S. restaurant and
hospitality workers (e.g., bartenders, servers, etc).
Recruitment occurred between June 2020 and June
2021 from various sources such as organizations
reaching out to their members via mailing lists or
snowball sampling from social media. Sign-up and
consent was handled via Qualtrix, where directions
were given to download a companion app designed
to be used for data collection.

Figure 1 illustrates the drinking behaviors from a
random sample of 30 participants over the 14 days
ordered by AUDIT-C score. The white empty cells
indicate missing data points (no response) for that
particular day. We observe that participants with
higher AUDIT-C scores tend to drink more often
and with a higher number of drinks.

Time-series Processing We split our time series
into a train and test set based on out-of-sample
time (e.g., forecasting) with a split such that each
person’s last two days of responses are reserved
for testing. When building our forecasting dataset,
we filter participants for those that responded to
at least three days of EMAs. This is done so that
these users can still be used for testing, as they
have at least one authentic response to use as input.

1affective essays are 200 characters in length

Figure 1: Overview of drinking behaviors data from a
random sample of 30 participants ordered by AUDIT-C
score. White cells indicate days to missing data where
the participant did not respond to any EMA.

Additionally, we restrict to those users who were
selected for three responses per day thus allowing
our model to have more daily language to use as
a signal for prediction. After applying this filter,
we are left with 242 people, where 219 are kept for
training and 23 are used as a held-out validation set
for hyperparameter tuning.

For building our time-series features, we include
an averaged RoBERTa embedding (Liu et al., 2019)
of all affective essays of a given day, which is then
dimensionality reduced to using pre-trained PCA
models from Ganesan et al. (2021). At each time
step, we concatenate these language features with
the number of drinks and another small set of fea-
tures representing a day-of-week marker defined as
a 7-dimension one hot encoded feature space.

Lastly, to deal with participants who do not al-
ways remember to respond each day, we apply a
simple imputation technique that fills missing gaps
with the last available authentic response (Che et al.,
2018).

4 Methods

Document Sequential Model We apply trans-
former networks (Vaswani et al., 2017) to our time-
series as shown in Figure 2 describing our architec-
ture. After the sequence is processed through the
transformer network, the final representation is an
average pooling over the output vectors for each
time step. The average pooled representation is
then run through a dense layer to predict the daily
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number of drinks2.
We also investigate multiple configurations of

our models, namely multivariate and univariate
forecasting. In the case of univariate, only past
knowledge of drinking is used, such that a single
variable represents each time-step. In multivari-
ate, all available features per time-step are used as
inputs.

Multi-level Sequential Model We incorporate
both user-level variables and historic document-
level social media language into our document-
only sequential model. These features have been
linked to both overall well-being and drinking be-
havior (Jose et al., 2022; De Choudhury et al.,
2013). Thus, we include them as a separate module
to perform a type of user-factor adaptation (Lynn
et al., 2017).

The user-level features are as follows: degree
of depression and anxiety, AUDIT-C, age, gender,
and RoBERTa embeddings of the past two years of
Facebook language that occurred before the start
of the EMA period. The RoBERTa embeddings
are reduced to 64 dimensions using the same pre-
trained models from Ganesan et al. (2021). The
models from Ganesan et al. (2021) are used as
they have shown to be competitive on small data
for human-level tasks and are pre-trained over a
larger corpus.

These features are highlighted on the left side
of Figure 2. They are concatenated with the av-
erage pooled representation of the document se-
quential transformer network and passed through
a meta-learner, which is trained to perform the fi-
nal prediction. The meta-learner used is a 2-layer
feed-forward neural network with relu activation
between the linear layers. The use of a small neural
network as the meta-learner is motivated by allow-
ing the model to adapt to the non-linear interactions
between user-level and sequential features.

Alternative Models & Baselines We evaluated
two heuristic baselines and two statistical baselines.
These chosen heuristic baselines are often quite
competitive in time-series applications, predicting
the last observation again and an average of all
past observations (Matero and Schwartz, 2020). In
the case of our application, these are equivalent to
predicting the last reported day’s number of drinks
and the average of all current and past days’ drinks.

2However, when mutl-level features are used, an FFNN is
utilized.

Our statistical baselines are a linear (ridge) au-
toregression and Gated Recurrent Unit (GRU) cell
recurrent neural network (Chung et al., 2014).
We train our GRU network using multi-head self-
attention as introduced in Vaswani et al. (2017).

Language Association for Within-Person Drink-
ings Consumption To further understand the re-
lationships between drinking behaviors and partici-
pants’ language from affective essays, we analyze
the associations between word usage and number
of drinks quantitatively. We analyzed 4,939 affec-
tive essays from 489 participants. (some partici-
pants have missing data within the 14 days). Firstly,
we employed Latent Dirichlet Allocation (LDA)
(David M. Blei, 2003) topic modeling (n = 200,
α = 2) to identify the primary themes that emerged
from the text to extract topic features for all es-
says. To identify the distinctive language used
about drinking behavior, we applied differential
language analysis (DLA) (Schwartz et al., 2017)
to search for topic features that had the strongest
positive or negative correlation with the number
of drinks consumed on the previous day. To fo-
cus on the within-person signals, we applied fixed
effects models, in which we mean-centered the in-
put language features and output number of drinks
with participant-wise averages across time. Conse-
quently, this new multi-level differential language
analysis shows insights into the language and be-
havior of participants changes compared to their
daily language and average consumption. The re-
ported correlations are beta coefficients from a stan-
dardized multi-level regression model where sig-
nificance is validated via Benjimini-Hochberg cor-
rection (Benjamini and Hochberg, 1995).

Particularly for each participant i, with Xi,t as
the language topic features for the day t and yi,t
as the number of drinks consumed 24 hours before
the day t, consider the linear unobserved effects
model:

yi,t = Xi,t.β + αi + ϵi,t (1)

Where β is the parameter to be learned, αi is
the unobserved time-invariant individual drinking
effect we aim to eliminate, and ϵi,t is the error
term. Since αi is not observable, it cannot be di-
rectly controlled for. To implement the fixed effects
model, one can eliminate αi by de-meaning X and
y: Ẍi,t = Xi,t − X̄i and ÿi,t = yi,t − ȳi, where
t indexes the particular instance measurement for
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Figure 2: Architecture of our multi-level forecasting
model with the contextual user-level module highlighted
by a dashed box on the left-hand side. The sequential
module is the document-level transformer that processes
daily language and drinking data as per EMA responses.
The avg-pooled sequential representation is concate-
nated with the user-level features and passed through a
2-layer FFNN called meta-learner.

participant i and the mean is over all instances of
that user.

Since αi is constant over time: α̈i = αi − ᾱi =
0 and the individual effect is eliminated. Thus
equation (1) is transformed into equation (2) where
the fixed effects estimator β̂FE is then obtained by
an OLS regression of ÿ and Ẍ .

ÿi,t = Ẍi,t.βFE + ¨ϵi,t (2)

Language Association for High and Low Risk
Drinkers We partitioned the population into two
groups based on their AUDIT-C scores for further
investigation by gender. Males with scores greater
than or equal to 5.5 and females with scores greater
than or equal to 4.5 were deemed to belong to the
high AUDIT-C category (Johnson et al., 2013),
while the rest were placed in the low AUDIT-C
category. The resulting sample comprised 234 high
AUDIT-C participants (2,393 affective essays) and
241 low AUDIT-C participants (2,438 affective es-
says). For each category, we identified the top 30
topics correlated with the corresponding category.
We then applied DLA algorithms to distinguish the
language used to describe the drinking behaviors
within each group.

Model (num days) MSE MAE r

Heuristic Baselines
Last Day 9.48 1.70 0.36
Average Drinks 5.02 1.44 0.58

Linear Models
LinAR (5) 4.56 1.52 0.58

Deep Learning
GRU (7) 4.62 1.44 0.59
TRNS (7)* 4.22 1.33 0.62

Table 1: Overall performance of our document sequen-
tial forecasting models. Models are trained using past
drinking behavior, daily language features from EMA
responses, and day-of-week markers. All models use the
number of days found ideal during training, which was
7 for all except linear. Bold indicates best in column and
* indicates statistical difference via paired t-test with
p < .05 w.r.t GRU (7).

5 Results

Here, we showcase results using three separate met-
rics. First, we focus on mean squared error (MSE)
as it is helpful to measure the impact of outliers
where our models failed to predict as accurately and
is also the metric we optimize for during training.
Second, mean absolute error (MAE) shows errors
within the same units (drinks per day). Lastly, Pear-
son r is used as a scale-invariant metric to show
the relationship between model predictions and the
actual trend.

For all tables shown, LinAR refers to a linear
ridge (L2-normalized) autoregressive model, GRU
is a gated recurrent neural network, and TRNS is
our transformer based architecture.

Multivariate Forecasting We start by showing
our best-performing multivariate sequential mod-
els compared to our baselines; shown in Table 1.
We find that our heuristic baselines perform quite
strongly, with the average number of drinks being
the most competitive. In fact, we find that modeling
the multivariate sequence using an autoregressive
linear model fails to out-predict these baselines in 2
out of 3 metrics. However, both deep learning base-
lines offer improved performance, with both having
a modest drop in MSE, showing their robustness
to outliers. The transformer-based model performs
better across all metrics, showcasing lower error
and higher correlations. We believe this to be due to
the superior modeling capabilities when it comes to
modeling the complexities of changes in language
over time.
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Model (num days) MSE MAE r

With Language
TRNS (7)* 4.22 1.33 0.62

Without Language
GRU (7) 5.48 1.51 0.46
LinAR (9) 4.49 1.35 0.59
TRNS (7) 4.29 1.43 0.62

Table 2: Comparison of predictive power using only
past knowledge of number of drinks to forecast future
number of drinks. All models use the number of days
found ideal during training, which was 7 for all except
linear. Bold indicates best in column and * indicates
statistical difference via paired t-test with p < .05 w.r.t
LinAR (9).

Univariate Forecasting We also compare our
multivariate sequential models to the performance
of univariate models in Table 2. None of the uni-
variate models are capable of more accurate predic-
tions than the best multivariate model, highlighting
the importance language plays in detecting future
behaviors. Interestingly, when shifting from multi-
variate to univariate, the GRU model fails to learn
anything beyond the original average drinks base-
line. On the other hand, the linear model sees quite
a substantial performance improvement, implying
that these models behave quite differently when
limited to just a single feature dimension as input.
Historically, linear univariate autoregressive mod-
els have been quite competitive with other sequen-
tial models such as RNNs (Matero and Schwartz,
2020; Sánchez Gavilanes, 2022; Menculini et al.,
2021). At the same time, the modeling of language
over time is likely too complex for such a model.

Covariates Only Next, in Table 3, we investigate
the ability to forecast future drinking behaviors
without knowledge of past drinking. For example,
these models are trained using only a sequence of
daily language as captured in the experienced well-
being affective essays and the day-of-week markers.
The transformer network is once again the best per-
forming compared to the other statistical models,
where we can get an absolute error close to that
of knowing the number of drinks a person had the
day before. This shows excellent utility for those
running a study or clinicians already collecting lan-
guage data from participants but do not have access
to explicit drinking information. Only having a sin-
gle open response field (experienced well-being)
can predict future drinking almost as well as know-

Model (num days) MSE MAE r

Heuristic Baselines
Last Day 9.48 1.70 0.36
Average Drinks 5.02 1.44 0.58

No Drinking History
GRU (7) 7.21 1.80 0.28
TRNS (7) 5.85 1.77 0.42

Table 3: Evaluation of predictive power when the mod-
els do not have access to previous drinking behavior, a
strong univariate signal, and instead are trained using
only daily language and day-of-week flags. Bold indi-
cates best in column.

Model (num dims) MSE MAE r

TRNS (768) 4.91 1.45 0.54
TRNS (64) 4.39 1.34 0.60
TRNS (32)* 4.22 1.33 0.62
TRNS (16) 4.48 1.47 0.60

Table 4: Impact of number of language dimensions on
predictive power. All models are trained with seven
steps of history, which was found ideal. Bold indicates
best in column and * indicates statistical difference via
paired t-test with p < 05 w.r.t TRNS (768).

ing how much a participant drank recently (past 24
hours).

Dimensionality Reduction We perform an addi-
tional sensitivity analysis over our models, where
we explore the performance of the language fea-
tures based on the number of dimensions. While
previous studies have shown trends in the perfor-
mance of dimensionality reduction sizes on human-
level NLP tasks (Ganesan et al., 2021), they’ve not
done so for tasks that span the temporal dimen-
sion or tasks specifically predicting beyond mental
health or demographics. Thus, we show if these
trends continue to hold in such a scenario in Table 4.
We find that performance across all three metrics
continues to increase as dimensions are reduced
until only 16 language dimensions remain. This
corroborates the findings of Ganesan et al. (2021),
which suggests 32 dimensions for ideal results on
a dataset of 200 people.

User-level Modeling In Table 5, we show the
performance of using only the user-level features
through the meta-learner as a stand-alone neural
network (only using the user-module pipeline from
Figure 2). We find that using only language gives a
weak but reliable signal in terms of daily drinking.
Alternatively, the baseline survey’s psychological

138



Figure 3: Worldcloud topics from the responses to affective essays associated with drinking more or less than
average within participants. Association (β) is the coefficient from standardized multiple linear models (p < 0.05;
Benjamini-Hochberg adjusted for false discovery rate, N=4,939 essays).

Model MSE MAE r

Heuristic Baselines
Last Day 9.48 1.70 0.36
Average Drinks 5.02 1.44 0.58

User-level
Language 6.92 1.74 0.09
Survey 5.45 1.66 0.44
Lang+Survey* 4.81 1.50 0.51

Table 5: Performance of our user-level features as in-
put into the meta-learner without using the document
sequential (daily) module. Features use a user embed-
ding representing past language used on social media
and baseline survey responses. Bold indicates best in
column and * indicates statistical difference via paired
t-test with p < 05 w.r.t Average Drinks.

and demographic features are quite competitive
compared to the heuristic baselines. It is important
to note that these survey features do not include
any past information on drinking behaviors that
the baselines have access to. When combining the
language with the survey responses we see an in-
crease in predictive power across all three metrics
suggesting that the language features capture dif-
ferent covariance of drinking behaviors. While the
user-level features do not outperform the heuristic
baselines, they are still rather impressive as they
are not leveraging the inputs of the sequential mod-
ule and thus make the same prediction (static) for
both testing days. Thus, there is likely a consistent
personal factor for each individual that drives their
drinking behaviors.

Model MSE MAE r

Document Sequential
TRNS 4.22 1.33 0.62

Multi-level Sequential
TRNS* 4.22 1.23 0.62

Table 6: Performance of our multi-level model when
incorporating contextual user-level information via the
user module compared to using sequential data only.
Both models use seven days of history, with the multi-
level model also leveraging historic user-level features.
Bold indicates best in column and * indicates statistical
difference via paired t-test with p < .05 w.r.t Document
Sequential TRNS.

Multi-level Sequential Forecasting Finally, in
Table 6, we investigate the effect of using a multi-
level forecasting model that leverages both the
static user-level features and the dynamic time-
series inputs. We see a small but significant in-
crease in the ability to predict raw drinks per day
(MAE) while maintaining the same level of MSE
and Pearson r. This indicates that the feature
spaces have overlapping covariance, but there are
some aspects that are not accounted for in the se-
quential features. Especially concerning the abso-
lute error in the raw number of drinks per day, in
which most other approaches struggled to see large
gains.

Language Association with Drinking Behaviors
Figure 3 shows significant topics correlated posi-
tively (blue) and negatively (red) to drinking. Days
when participants drink more than usual predomi-
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Figure 4: Worldcloud topics from the responses to affective essays associated with drinking more or less than
average within participants, divided into groups of high AUDIT-C (N=2,393 essays) and low AUDIT-C (N=2,438
essays). Association (β) is the coefficient from standardized multiple linear models (p < 0.05; Benjamini-Hochberg
adjusted for false discovery rate).

nantly relate to social experienced well-being lan-
guage. For example, when participants drink more
than usual, their language relates to friends, family,
and social events (e.g., birthdays and dinners). Con-
sidering the positive relationship between spend-
ing time with others and positive affect (Grimm
et al., 2015; Killingsworth and Gilbert, 2010; Di-
ener and Seligman, 2002), and that positive affect
rises on drinking days (Dora et al., 2022), the so-
cial language pattern related to drinking days is
not surprising. Topics associated with drinking not
related to social events include hangover-related
language ("headache" and "woke, body, anxiety").
Conversely, the language associated with consum-
ing less alcohol relates to accomplishment, energy,
and urges to drink. Specific topics such as "energy,
ready" and "fall asleep" seem contradictory. How-
ever, alcohol-consuming behavior is complex, and
while the β values (0.05 - 0.15) are similar to the
previous meta-analytic correlation between posi-
tive affect and drinking (Dora et al., 2022), the
complexity of alcohol behavior (Geiger and MacK-
erron, 2016; Massin and Kopp, 2014) likely explain
why language features divergent in meaning relate
similarly to alcohol consumption. Further, no so-
cial language related to drinking less than normal,
indicating that drinking can be the social platform
for some individuals.

Language Analysis for High and Low AUDIT-C
group The topics displayed in Figure 4 depict

language that positively and negatively correlates
with the number of drinks individuals consume,
separated into high and low AUDIT-C. The high
AUDIT-C group’s motivations usually refer to so-
cial context, while the low AUDIT-C group refers
to special occasions. For the low AUDIT-C group,
the language significantly related to drinking was
exclusively social, while for the high AUDIT-C
group, the social aspects attenuated compared to
the language pertaining to drinking, and the hang-
over language remained. When drinking less than
usual, the high AUDIT-C group’s language indi-
cates the urge to drink and sleep, and the low
AUDIT-C group mainly describes their common
daily emotions.

Past research (Kornfield et al., 2018; Marengo
et al., 2019; Moreno et al., 2016; van Swol et al.,
2020; Jose et al., 2022) that has studied between-
person signals across AUDIT-C scores find high
AUDIT-C drinkers engage in discussions about al-
cohol consumption and profane language and low
AUDIT-C drinkers often express an emphasis on
religious beliefs. Here, we find that high AUDIT-C
drinkers talk about alcohol consumption but do not
use profane language, and low AUDIT-C drinkers
do not mention religion. Our results provide an
additional perspective on the complexities of drink-
ing, where the language-based analyses demon-
strate how divergent feelings and aspects can relate
to drinking behaviors simultaneously.
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6 Conclusion

Longitudinal, multi-level language analyses can
be important for understanding human behavior,
such as alcohol consumption and its motivations.
In this work, we propose a multi-level longitudinal
approach to analyze the language associations with
drinking behaviors to find within-person signals.
While much of previous work about language and
drinking found characteristic differences between
people, our approach yielded results that signal day-
to-day changes, aligning with previous research
on within-person changes in drinking associated
with emotions and socializing. Our multi-level ap-
proach also yielded evidence for differing drinking
motivations between people depending on their al-
cohol use disorder risk level, with lower AUDIT-C
drinkers (those at lower risk) mentioning celebra-
tions or special occasions more than those with
higher risk.

7 Limitations

This study focuses on those who are potentially
high-risk drinkers in the service industry, such as
bartenders and restaurant workers in the United
States. While participation was possible three times
a day over 14 days, some participants dropped out
after a few days or came in and out over the study.
This lack of reports led to potentially noisy time
series per participant, which had to be filled via
interpolation techniques. All participants were also
required to respond in English when crafting their
experienced well-being affective essay responses
and were filtered out if another language or spam
was used.

Additionally, given that this dataset and task def-
inition are novel, the size of the dataset used for
forecasting could be considered small as it spans
only 242 participants. While the data is longitu-
dinal, with each participant having upwards of 14
days of data, the overall number of users motivates
us to use techniques to avoid the curse of dimen-
sionality (Ganesan et al., 2021).

Further, our multi-level model forecasts daily
drinking consumption using focused language (af-
fective essays), general public language (Face-
book statuses), demographics (Age/Gender), and
responses to psychological questionnaires (AUDIT-
C, Depression, and Anxiety levels). The AUDIT-C
is a shorthand questionnaire to get a rough esti-
mate of one’s level of alcoholism risk level. While
there are more complete representations via the full

AUDIT questionnaire, the structure of the study
focused on short information-dense questionnaires
as part of the initial participant baseline survey to
capture many psychological outcomes.

8 Ethics Statement

This work aims to advance multi-disciplinary NLP-
psychology research for understanding human be-
haviors associated with language. The models in
this paper are not intended or validated for deploy-
ment in specific clinical settings and are not to be
used for other commercial use cases, such as tar-
geted marketing. The use cases this research is
working towards are for developing more accurate
and validated techniques for the benefit of society
and human health. All participants in this research
did so under informed consent without agreement
to further share their non-anonymized individual
data. The research was approved by an independent
academic institutional review board (IRB).

This work is intended as a step toward an assis-
tive tool, but it is not evaluated for such use at this
point. Currently, we do not enable the use of our
model(s) independently in practice to label a per-
son’s potential behaviors. Before our models are
used by trained clinicians, they must demonstrate
validity in a clinical setting for the target clinical
population, with steps for evaluation reviewed by
an ethical review board. Practice should follow
clinical guidelines.
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A Appendix

A.1 EMA Question Details
The exact phrasings of the relevant EMA questions,
number of drinks, and experienced well-being es-
says are as follows:

• How many standard drinks did you have in
the past 24 hours?

• Using the box below, please describe in 2 to 3
sentences how you are currently feeling.

A description of ”standard drink” is given along-
side the question describing the typical definitions
in beer, malt liquor, wine, and distilled spirits. Such
that the following are defined as a standard drink:
(1) 12 fl oz of a 5% beer, (2) 8-9 fl oz of a 7% malt
liquor, (3) 5 fl oz of 12% wine, and (4) 1.5 fl oz of
a 40% spirit.

A.2 Implementation Details
All models were built using PyTorch (Paszke et al.,
2019) and Lightning (Falcon, 2019) with hyperpa-
rameter tuning using Optuna (Akiba et al., 2019).
Hyperparameters explored were learning rate be-
tween 5e−2 and 5e−5 and weight decay between
0.01 and 1.0. 10% of users were selected as a held-
out validation set for hyperparameter tuning by
random sampling. For these users, their last 2 days
of drinking were only used for parameter tuning
and thus were not included in the test set. How-
ever, their first k days of responses were included
in training data using an out-of-sample time con-
figuration (Matero and Schwartz, 2020). A random
seed of 1337 was used for all training experiments.
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Abstract

Social anxiety represents a prevalent challenge
in modern society, affecting individuals across
personal and professional spheres. Left unad-
dressed, this condition can yield substantial
negative consequences, impacting social inter-
actions and performance. Further understand-
ing its diverse physical and emotional symp-
toms becomes pivotal for comprehensive di-
agnosis and tailored therapeutic interventions.
This study analyze prevalence and frequency
of social anxiety symptoms taken from Mayo
Clinic, exploring diverse human experiences
from utilizing a large Reddit dataset dedicated
to this issue. Leveraging these platforms, the
research aims to extract insights and examine
a spectrum of physical and emotional symp-
toms linked to social anxiety disorder. Uphold-
ing ethical considerations, the study maintains
strict user anonymity within the dataset. By em-
ploying a novel approach, the research utilizes
BART-based multi-label zero-shot classifica-
tion to identify and measure symptom preva-
lence and significance in the form of probability
score for each symptom under consideration.
Results uncover distinctive patterns: "Trem-
bling" emerges as a prevalent physical symp-
tom, while emotional symptoms like "Fear of
being judged negatively" exhibit high frequen-
cies. These findings offer insights into the mul-
tifaceted nature of social anxiety, aiding clin-
ical practices and interventions tailored to its
diverse expressions.

1 Introduction

Social anxiety is prevalent in our society, posing
a significant and widespread difficulty for individ-
uals. The impact is deep and goes beyond limits,
affecting both personal and professional aspects.
If not addressed, this illness can have a signifi-
cant impact, leading to a series of negative conse-
quences. Going beyond just being shy, its enduring
nature can result in significant repercussions (Hur
et al., 2020; Lépine and Pelissolo, 2000), spanning

from limited social contacts to compromised per-
formance in several areas of life. The consistent
existence of this phenomenon in the lives of many
emphasises the importance of understanding its
complexities and identifying its various forms in
order to provide appropriate intervention and assis-
tance. Social anxiety is a mental health problem
that can have long-term consequences (Blood and
Blood, 2016). The long-lasting character of the
phenomenon emphasises the crucial importance of
thoroughly analysing its physical and emotional
symptoms, in order to fully comprehend its fre-
quency and influence on the individuals afflicted
(Liu and Tan, 2023; Zech et al., 2023). Understand-
ing these symptoms not only helps to make the
diagnosis clear but also facilitates the development
of customised therapies, enabling prompt and accu-
rate assistance for individuals struggling with this
incapacitating condition.

In order to gain a comprehensive understanding
of this complex subject, this study undertakes an in-
vestigative exploration into the realm of symptoms
associated with social anxiety. This study aims to
extract insights by analysing the diverse range of
human experiences reported on Reddit subreddits
dedicated to this issue. These platforms provide an
unedited view of the real-life experiences of peo-
ple dealing with the intricacies of social anxiety,
including a large amount of text data that is suit-
able for research. By utilising this highly important
resource, the research seeks to examine and define
the intricate range of physical and emotional symp-
toms linked to social anxiety disorder. We strictly
ensured that ethical and privacy consideration dur-
ing our analysis, does not reveal any reddit user
identity in the study.

This work utilises a new method by apply-
ing a multi-class zero-shot classification strat-
egy assisted by BART (Bidirectional and Auto-
Regressive Transformers). This framework utilises
NLP and deep learning to identify and measure
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common symptoms, leading to a better understand-
ing of the complex nature of social anxiety with
respect to different emotional and physical symp-
toms. BART zero shot classification has already
been used for such studies e.g. in (Farruque et al.,
2021; Yang et al., 2023). This research aims to
provide which symptoms are more frequent than
the others comparatively using deep context pro-
vided by the BART language model. This study
can further be used to inform clinical practices, in-
terventions, and support mechanisms specifically
designed to address the various ways in which so-
cial anxiety is expressed.

2 Social Anxiety Symptoms

This study considers the following common symp-
toms facing by common people during social anx-
iety disorder in order to analysis their prevalence
frequency in reddit social anxiety dataset.

2.1 Physical Symptoms

We selected common physical symptoms associ-
ated with social anxiety disorder, as listed on the
Mayo Clinic website (May, 2021) mentioned in
Table 1 and 2, for deeper analysis within the Red-
dit dataset. These symptoms encompass a range
of experiences, including blushing, a rapid heart-
beat, trembling, sweating, upset stomach or nausea,
difficulty breathing, feelings of dizziness or light-
headedness, experiencing mental blankness, and
muscle tension. These specific manifestations rep-
resent key indicators of the physical impact that
social anxiety can exert on individuals, prompting
our exploration within the Reddit dataset to glean
insights and understand the prevalence frequency
of these symptoms in real life.

2.2 Emotional Symptoms

We have also extracted common emotional symp-
toms associated with social anxiety disorder from
the Mayo Clinic website. These symptoms en-
compass a range of experiences, including a per-
vasive fear of negative judgment in social situa-
tions, concerns about potential embarrassment or
humiliation, and an intense fear of interacting with
strangers. Additionally, these symptoms encom-
pass a fear of others noticing anxious behavior,
avoidance of social interactions due to fear of em-
barrassment, and evading situations where attention
might be directed toward oneself. The anticipation
of anxiety-inducing activities, intense fear or anx-

iety during social interactions, and expecting the
worst possible outcomes from negative experiences
within social settings also form part of these emo-
tional symptoms. These descriptors serve as cru-
cial elements for further analysis within the Reddit
dataset, providing a comprehensive understanding
of the emotional complexities experienced by indi-
viduals grappling with social anxiety disorder.

3 Method

In this methodology section, we’ll first outline the
Reddit dataset chosen for the study on social anx-
iety disorder. This dataset forms the core of our
investigation. Next, we introduce and examine
the emotional and physical symptoms associated
with social anxiety disorder, employing a zero-shot
classification approach. This method allows us to
explore a wide array of symptoms without requir-
ing specific training data. Finally, we provide a
detailed explanation of BART (Bidirectional and
Auto-Regressive Transformers) and its utilization
in a multi-label zero-shot classification setup. This
methodology enables us to calculate the average
probability of each social anxiety symptom within
the dataset, offering a comprehensive insight into
their prevalence and significance within the scope
of this research.

3.1 Social Anxiety Reddit Dataset

The dataset utilized in this research, as detailed by
(Low et al., 2020), was acquired using the pushshift
API of Reddit. Researchers gathered posts from
15 distinct subreddits dedicated to various mental
health communities. These subreddits encom-
passed a wide range of mental health concerns,
including communities like r/EDAnonymous,
r/addiction, r/alcoholism, r/adhd, r/anxiety,
r/autism, r/BipolarReddit, r/bpd, r/depression,
r/healthanxiety, r/lonely, r/ptsd, r/schizophrenia,
r/socialanxiety, and r/SuicideWatch.

In the context of our study’s specific objec-
tives, we narrow our focus to the subreddit
r/socialanxiety, honing in on discussions related
to social anxiety disorder. The dataset under con-
sideration comprises 12,277 text documents or sub-
reddits, capturing social anxiety-related content
posted between 2018 and 2019. Within the dataset
of the r/socialanxiety Reddit community, individu-
als engage in discussions about their real-life expe-
riences, opinions, and symptoms related to social
anxiety. Notably, each document is associated with
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Figure 1: The bar chart illustrates the average zero-shot classification probability scores for emotional symptoms
mentioned in Table 1 related to social anxiety. The scores were computed by averaging all individual scores for all
12,277 subreddits text documents / subreddits.

a distinct user, resulting in a dataset intentionally
diversified with contributions from 12,277 unique
users—a deliberate choice to enhance reliability in
the context of crowd-sourcing tasks.

Our purpose in utilizing this dataset is to delve
into the unique perspectives and challenges voiced
by individuals within these online communities.
The central objective is to conduct a thorough anal-
ysis, aiming to comprehend the intricate interplay
and associations among various prevalent symp-
toms discussed within the r/socialanxiety subreddit.
Our exploration involves examining the diverse ex-
periences shared within this particular online com-

munity, with the primary goal of uncovering and
scrutinizing the complex relationships between dif-
ferent symptoms linked to social anxiety disorder.
This investigative approach provides a distinctive
opportunity to gain valuable insights into the multi-
faceted nature of social anxiety, as perceived and
expressed by members of this specific online com-
munity.

3.2 BART Based Multi-Label Zero Shot
Classification

Facebook AI Research (FAIR) is accountable for
the development of BART (Bidirectional and Auto
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No. Emotional Symptoms
e1 Fear of situations in which you may be judged negatively
e2 Worry about embarrassing or humiliating yourself
e3 Intense fear of interacting or talking with strangers
e4 Fear that others will notice that you look anxious
e5 Avoidance of doing things or speaking to people out of fear of embarrassment
e6 Avoidance of situations where you might be the center of attention
e7 Anxiety in anticipation of a feared activity or event
e8 Intense fear or anxiety during social situations
e9 Expectation of the worst possible consequences from a negative experience during a

social situation

Table 1: The table illustrates the emotional symptoms associated with social anxiety as outlined on the Mayo Clinic
(May, 2021)

No. Physical Symptoms
p1 Blushing
p2 Fast heartbeat
p3 Trembling
p4 Sweating
p5 Upset stomach or nausea
p6 Trouble catching your breath
p7 Dizziness or lightheadedness
p8 Feeling that your mind has gone blank
p9 Muscle tension

Table 2: The table illustrates the physical symptoms
associated with social anxiety as outlined on the Mayo
Clinic (May, 2021)

Regressive Transformer), a progressive language
model (Lewis et al., 2019). The model is pre-
trained using a combination of denoising autoen-
coding and sequence-to-sequence tasks, and it is
based on the Transformer architecture. The archi-
tecture of the BART model consists of encoders
and decoders. The encoder receives the input se-
quence and proceeds to process it through a se-
quence of transformer layers. Every transformer
layer includes position-wise feed-forward neural
networks alongside multi-head self-attention ap-
proaches. The model can effectively capture the
relationships between individual words in the in-
put sequence through a technique known as self-
attention.

The encoder generates an encoded representa-
tion, which is subsequently handed to the decoder.
The decoder then produces the output sequence
in an autoregressive manner. In addition to utilis-
ing transformer layers, it also has a cross-attention
mechanism that focuses on the encoded input se-

quence. As a result, the model has the capability
to produce output tokens that depend not just on
the input sequence but also on the tokens it has pre-
viously generated. During the pre-training phase,
BART undergoes training using vast amounts of
data, which can be either monolingual or paral-
lel. It gains the capacity to reconstruct the initial
sequence of input data from damaged copies, allow-
ing it to better capture significant representations
of the entered data. The versatility of BART in
performing various text generation tasks, including
text summarization, machine translation, and text
completion, is a very notable feature of this applica-
tion. By conducting fine-tuning on specific down-
stream tasks and adjusting the model accordingly, it
is feasible to optimise the pre-trained BART model
to generate high-quality outputs for a diverse range
of natural language processing applications.

(Yin et al., 2019) introduced an innovative tech-
nique harnessing the capabilities of pre-trained Nat-
ural Language Inference (NLI) models as adept
zero-shot sequence classifiers. (Tesfagergish et al.,
2022; Chae and Davidson, 2023) This approach in-
volves structuring the sequence under examination
as the NLI premise, then formulating a hypothesis
for each potential label. For instance, when scru-
tinizing whether a sequence aligns with a specific
social anxiety symptom, such as "Trembling," a
corresponding hypothesis might read, "This text is
about Trembling." Following this framing, the prob-
abilities associated with entailment (alignment) and
contradiction (misalignment) undergo transforma-
tion into probabilities specifically linked to each
symptom label (Patadia et al., 2021; Basile et al.,
2021). In instances where multiple labels could
be pertinent, activating the multi-label setting, uti-
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Figure 2: The bar chart illustrates the average zero-shot classification probability scores for physical symptoms
mentioned in Table 2 related to social anxiety. The scores were computed by averaging all individual scores for all
12,277 subreddits text documents / subreddits.

lizing the huggingface BART implementation, en-
ables the independent computation of probabilities
for each symptom class.

The BART-based zero-shot classification solu-
tions distinguish themselves from traditional super-
vised learning classification approaches by lever-
aging pre-trained language models. In contrast
to supervised learning, which necessitates labeled
training data for each class, BART-based zero-shot
classification can generalize to new, unseen classes
without specific training on them (Moreno-Garcia
et al., 2023). This adaptability renders BART-based
solutions superior to traditional classification algo-

rithms. It proves particularly advantageous when
dealing with evolving or dynamic datasets where
labeled examples for all potential classes may not
be readily accessible.

In our study, we employ this methodology to
calculate the probabilities for each label represent-
ing various social anxiety symptoms within each
individual Reddit text document. This meticu-
lous analysis allows us to determine the relative
strength of association between the document and
each symptom label. Subsequently, by computing
the arithmetic mean of these probabilities across
all documents for each symptom label, we unveil
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the prevalence frequency of each social anxiety
symptom within the dataset. This rigorous pro-
cess provides a comprehensive understanding of
the varying degrees of manifestation for different
symptoms within the context of social anxiety ex-
pressed in Reddit conversations.

4 Results and Discussion

Tables 1 and 2 present a comprehensive list of both
physical and emotional symptoms of social anx-
iety utilized in this study. Additionally, Figures
1 and 2 display bar charts illustrating the average
zero-shot classification probability scores for these
symptoms. Figure 1 focuses on the physical symp-
toms outlined in Table 2, showcasing the average
zero-shot classification probability scores related to
social anxiety. These scores were calculated by av-
eraging individual scores across all 12,277 subred-
dit text documents. Similarly, Figure 2 depicts the
average zero-shot classification probability scores
for emotional symptoms from Table 1 associated
with social anxiety. The computation involved av-
eraging individual scores across the entire set of
12,277 subreddit text documents.

Beginning with an analysis of the results con-
cerning physical symptoms, the data reveals intrigu-
ing patterns. Notably, the most prevalent physical
symptom observed within social anxiety disorder
emerges as "Trembling," boasting significantly, av-
erage probability score of 49 percent. Trembling,
an outward manifestation characterized by body
shaking, stands out prominently within this con-
text, reflecting its substantial association with so-
cial anxiety experiences.

Following closely after Trembling, the subse-
quent prominent physical symptom is the sensa-
tion of catching one’s breath. This finding rein-
forces the study’s validity by mirroring the reality
experienced by numerous individuals worldwide
grappling with social anxiety. Moreover, the data
highlights additional moderately prevalent symp-
toms, including rapid heartbeat, sweating, and mus-
cle tension, each scoring approximately around 20
percent. This categorization positions Trembling
and catching breath as higher-frequency symptoms,
while the trio of rapid heartbeat, sweating, and
muscle tension forms the middle tier in terms of
prevalence. Conversely, the analysis also unveils
relatively lower-frequency physical symptoms of
social anxiety. Symptoms such as blushing, mental
blankness, and upset stomach emerge with proba-

bility scores ranging from approximately 11 to 14
percent. These findings collectively delineate a gra-
dient of symptom prevalence within the spectrum
of social anxiety, showcasing the varying degrees
of manifestation experienced by individuals grap-
pling with this condition (Heerey and Kring, 2007;
Weeks et al., 2008).

When examining the prevalence and frequency
of emotional symptoms, notable trends surface
within the dataset. Particularly striking is the promi-
nence of three emotional symptoms, each register-
ing a notably high frequency: "Fear of being judged
negatively," "Anxiety or fear of events," and "In-
tense fear of social situations." These three emo-
tions exhibit probability scores ranging from 64 to
68 percent, signifying their substantial occurrence
among individuals grappling with social anxiety
disorder. Additionally, the analysis uncovers that
the fear of others noticing one’s nervousness ranks
as the second-highest emotional concern among
respondents. Following closely behind, in the third
position, are two emotional states: "Fear of worst
consequences due to negative social experiences"
and "Fear of talking with strangers," each carrying
a notable probability score of 33 to 35 percent.

Conversely, the emotional symptoms exhibiting
the lowest probability scores are "Avoidance of
situations where attention might be drawn" and
"Avoidance of speaking to people due to fear of
embarrassment." These findings offer nuanced in-
sights into the varying degrees of emotional distress
experienced by individuals dealing with social anx-
iety disorder. These intriguing discoveries (Beard
and Amir, 2008), obtained through observational
studies, hold significant potential for fostering a
deeper understanding of social anxiety from a com-
munity perspective. Moreover, they pave the way
for crowd-sourced insights, potentially contribut-
ing to the development of innovative remedies and
interventions aimed at alleviating the challenges
posed by social anxiety. The insights gleaned from
these emotional symptom prevalence patterns can
serve as a valuable resource in guiding future re-
search and therapeutic strategies aimed at address-
ing this prevalent mental health issue.

As previously stated, the findings presented
herein are derived from a comprehensive analy-
sis of 12,277 subreddits belongs to social anxiety,
each associated with distinct users. It is crucial to
acknowledge the potential for bias in the informa-
tion gathered from these diverse sources. However,
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to mitigate this concern, we have adopted a method-
ological approach that involves averaging the preva-
lent scores. This calculation entails determining
the probability score for each symptom across all
subreddits. In doing so, we strive to enhance the
authenticity of the information, particularly in the
context of crowd-sourced data.

Nevertheless, to further bolster the credibility
and reliability of these observational results, it
is imperative to seek validation through clinical
verification. The integration of clinical assess-
ments would provide a more robust foundation for
the findings, ensuring a comprehensive and well-
rounded evaluation of the presented information.

5 Limitations

This study explores the experiences of individuals
coping with social anxiety disorder, utilising user-
generated content from Reddit. Nevertheless, it is
crucial to recognise the inherent limitations asso-
ciated with this observational methodology. The
collected data includes self-reported experiences
obtained from an open platform, which may in-
troduce biases in terms of accuracy and complete-
ness. Moreover, the absence of clinical validation
or expert assessment of these symptoms could af-
fect the precision and clinical significance of the
collected information. This study solely captures
experiences that are unique to the Reddit platform,
perhaps disregarding a wide range of opinions or
individuals, which in future may be verified from
the clinical point of view for the further validation
of this study.

Ethics Statement

This study upholds stringent ethical and privacy
considerations throughout its entirety. Specifically,
the dataset sourced from Reddit is rigorously main-
tained under the Public Domain Dedication and
License v1.0, ensuring the preservation of Reddit
users’ privacy. Importantly, the study maintains
a strict adherence to anonymity, refraining from
disclosing any user identities within the article or
its findings. This commitment to confidentiality
and privacy safeguards the individuals contribut-
ing to the dataset, upholding their anonymity and
confidentiality in line with ethical standards.
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Abstract
The recognition of mental health’s crucial sig-
nificance has led to a growing interest in utiliz-
ing social media text data in current research
trends. However, there remains a significant
gap in the study of panic and anxiety on these
platforms, despite their high prevalence and
severe impact. In this paper, we address this
gap by presenting a dataset consisting of 1,930
user posts from Quora and Reddit specifically
focusing on panic and anxiety. Through a
combination of lexical analysis, emotion detec-
tion, and writer attitude assessment, we explore
the unique characteristics of each condition.
To gain deeper insights, we employ a mental
health-specific transformer model and a large
language model for qualitative analysis. Our
findings not only contribute to the understand-
ing digital discourse on anxiety and panic but
also provide valuable resources for the broader
research community. We make our dataset,
methodologies, and code available to advance
understanding and facilitate future studies.

1 Introduction

The indisputable importance of mental health is re-
cently reflecting in the increased research interest,
putting the emphasis on identifying related issues
in the textual sources in social media and focus-
ing mainly on depression (William and Suhartono,
2021; Bhadra and Kumar, 2022; Parapar et al.,
2023) and suicide (Bayram and Benhiba, 2022;
Malhotra and Jindal, 2022). We contend that anx-
iety and panic, despite being understudied, are
equally significant. Panic is conventionally de-
scribed as a sudden, overwhelming fear (Bloom
et al., 2009), while anxiety is marked by persis-
tent unease and uncontrollable worry (Stein and
Sareen, 2015). Despite their shared characteristics,
the literature indicates that the differentiation be-
tween generalized anxiety and panic is valid (Rus-
sell Noyes et al., 1992). While anxiety, in the re-
lated literature, is typically coupled with depression

ANXIETY: “I honestly don’t think it can be even de-
scribed in words. I think anxiety comes in different ways
in different people, so i am just going to say about my
experience. Having anxiety is not being able to remember
the last time that you were relaxed without a disturbing
thought in your head. Having anxiety means that your
brain is extremely creative with coming up with the worst
improbable almost impossible scenario. It is like having a
brain that thinks every minor chest pain as a heart attack,
every headache a brain tumor and every numbness ms.
Having anxiety means to always overthink every action
and saying and every situation. It means that you have
to forget about having fun and enjoying life. It means
that you have always to doubt yourself. I can literally go
on forever.”
PANIC: “Picture yourself sitting on the couch enjoying
a television show. You feel relaxed and decide to get up
and get something to drink. You open the cabinet door
to get a glass when... our of nowhere you feel this big
surge of suffocating fear.. your heart starts pounding out
of your chest, reality suddenly doesn’t feel real. All you
know is that you must be alone. You feel like you are
free falling faster and faster into the dark pit of hell. You
feel depressed and defeated and when it passes you feel
exhausted.”

Figure 1: An example of an ANXIETY and a PANIC
post extracted from Quora website.

Source Panic Anxiety Total
Quora 526 976 1502
Reddit 187 241 428
Total 713 1217 1930

Table 1: Number of samples per source and per class.

(Burkhardt et al., 2022; Tasnim et al., 2023), panic
is, in general and with few exceptions (Mitrović
and Kanjirangat, 2022), (Mitrović et al., 2023), far
less studied. Discriminating between anxiety and
panic is important, given that individuals experienc-
ing panic face a higher risk of more profound psy-
chological and psychiatric issues, including acute
suicidality and agoraphobia. Moreover, the study
of panic can be instrumental in identifying indi-
viduals with PTSD, making it a highly worthwhile
topic. Thus, the ability to identify patients under-
going panic is crucial, carrying substantial clini-
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cal implications. Nevertheless, to the best of our
knowledge, current literature lacks computational
approaches for discerning panic and anxiety in so-
cial media textual resources. To bridge this gap,
we collected a related dataset of 1,930 user posts
originating from two well-known websites, Quora1

and Reddit2, and we conduct a versatile analysis to
address the following research questions:

[RQ1]: How (dis)similar are panic-annotated to
the anxiety-annotated posts? And how different are
the posts coming from different blogs?

[RQ2]: How successfully can a classifier discern
a panic post from an anxiety one?

[RQ3]: What a qualitative NLP-assisted analysis
on this dataset can tell about mental health and
related context?

Besides the insights of various lexical, emotion,
writers’ attitudes, classical machine learning and
(large) language models-based approaches, we con-
tribute the literature by providing the dataset, anal-
ysis and code3.

We anticipate that certain discoveries from our
research may contribute to practical applications.
In particular, distinguishing between anxiety and
panic triggers holds potential clinical utility and
could guide the deployment of emergency medical
assistance. Additionally, it may encourage individ-
uals to reach out to their designated support person.
In general, the paper could aid in screening posts
on social media displaying indications of anxiety
or panic, thereby contributing to a better mental
health understanding and practice.

2 Dataset collection

We web scraped the data4, starting from the well-
known question answering website Quora and a set
of questions related primarily to panic (attacks), ex-
tending it to similar questions related to anxiety (or
other anxiety-related questions that we came upon
in Quora). We then switched to another popular
blogging website, Reddit, and looked for seman-
tically similar questions and answers. We only
collected the original question and the first reply
to it, without tracking the whole conversation (re-
plying to a reply is frequently common in Red-
dit). Question could contain either “anxiety” or
“panic” keyword and we applied rule-based annota-
tion based on the keyword presence (considering

1https://www.quora.com/
2https://www.reddit.com/
3https://github.com/SandraMNE/QRPanicAnxiety
4For implementation details see Appendix A.1.

panic class as positive). It is important noting that
questions, albeit used for determining class label,
are not considered as the integral part of the dataset.

Tab. 1 presents basic distribution of posts per
class per blog, while the questions used for data
collection can be found in Appendix A.2, Tab. 4.
It is noteworthy to mention that we adhered to this
predetermined set of questions to guarantee the
distinct separation of classes, guided by the rule-
based strategy driven by question formulation.

3 [RQ1] How (dis)similar are panic- to
the anxiety-annotated posts? And is
there any difference wrt the post source
(originating blog)?

To this end, we conducted a multifaceted analysis.

Linguistic Perspective Using LIWC-22 (Pen-
nebaker et al., 2022) features, we could see than
panic posts have on average more words than those
of anxiety (169.87 vs. 160.83), also containing
more pronouns and verbs. Anxiety posts, on the
other hand, contain on average more words per sen-
tence (20.64 vs 18.47) and longer words (23.17 vs.
17.45) than panic (see A.2, Fig. 5). Quora posts
contain more words in general (191.64 vs. 67.77),
more words per sentence and longer words than
Reddit ones, which, on the contrary, are richer in
verbs, adverbs and pronouns (see A.2, Fig. 6).

Readability Perspective Upon calculating differ-
ent readability scores we have noticed prominent
difference between two classes on average Flesch
score (FS) for Quora posts, with 49.84 for anxi-
ety versus 63.72 for panic, meaning that in Quora,
posts denoted as anxiety are more difficult to read
than those denoted as panic (see A.2, Fig. 9). Red-
dit texts are in general, more similar with respect
to readability and also easier to read (with average
FS per both classes being around 70).

Emotion Perspective We analyzed two different
aspects related to emotions: their presence and their
intensity. To determine how represented the emo-
tions are in a post, we employed a pretrained Hug-
gingFace language model (Demszky et al., 2020)
and used inferred emotion probabilities relative
to 28 different emotions, from the Go-Emotions
dataset, as a proxy.

When considering only 5 most represented emo-
tions per post (Fig. 2), we can notice that gratitude,
nervousness and pride have higher average rank in
the anxiety posts than in the panic ones. Similar
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Figure 2: Average rank of emotions, calculated based
on the 5 most important emotions per post.

pattern, although with much less important aver-
age rank, can be observed for disgust and surprise,
while fear, remorse, caring and love have higher
average rank in the panic posts. Within the top
5 most represented emotions per post, the 5 most
frequent are neutral emotion, nervousness, fear and
approval for both panic and anxiety; realization for
panic and caring for anxiety (see A.2, Fig. 4).

When considering all the emotions per post, the
Mann-Whitney U-test revealed a statistically sig-
nificant difference in the mean ranks of fear, admi-
ration, amusement, approval, disgust, gratitude, op-
timism, realization and surprise emotions between
panic and anxiety posts, with a significance level
set at α = 0.05.

To assess emotion intensities, we used intensity

lexicon (Mohammad, 2018) considering only 8
emotions: anger, anticipation, disgust, fear, joy,
sadness, surprise, trust. As expected, fear is the
emotion with the highest intensity in both classes.
In panic posts, fear and anger have higher inten-
sity on average than in anxiety posts (fear intensity:
0.46 in anxiety vs. 0.53 in panic posts; anger in-
tensity: 0.34 in anxiety vs. 0.40 in panic posts).
Conversely, anticipation and sadness have higher
average intensity in anxiety posts than in the panic
ones (see Fig. 7). With regard to the post sources,
as displayed in A.2, Fig. 8, all considered emotion
intensities are amplified in Quora as compared to
Reddit.

Writer’s Attitude Perspective We investigate
writer’s attitude from the perspective of convinc-
ingness (Gretz et al., 2019), persuasiveness and
usage of irony (Barbieri et al., 2020). While almost
no difference could be noted in the irony and per-
suasiveness average scores between the two classes,
average score for convincingness somewhat differs
(0.76 for anxiety vs. 0.73 for panic). When con-
sidering the sources, we observe that panic posts
in both sources have similar convincingness level.
However, on overall Quora posts exhibit higher
average convincingness (0.78 vs. 0.7) and persua-
siveness scores (0.36 vs. 0.29) than Reddit. On the
contrary, Reddit posts contain more irony (average
score 0.17) than Quora’s (0.12).

4 [RQ2] How successfully can a classifier
discern panic from anxiety posts?

In order to answer this question, we build a Gra-
dient Boosting classifier. Apart from already men-
tioned LIWC variables (denoted as L), emotion
probabilities (denoted as M), emotion intensities
(denoted as I), convincingness, persuasiveness and
irony scores (denoted together as W), we calculated
also the embeddings (B) of the posts and included
them as input features. The obtained results can
be seen in Tab. 2. Fairly good performance of
classifier, low variance across 10 runs and rela-
tively small discrepancy between F1-macro and
F1-weighted/F1-micro scores, despite the strong
class imbalanceness, showcase the good predictive
power of features and classifier robustness. Ad-
ditionally, sacrificing a bit of performance by ex-
cluding embeddings we can obtain an explainable
model. The latter, as depicted in A.2, Fig. 10,
showcases that LIWC mental, fear intensity and
LIWC long words are considered important in all
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10 runs.

Features F1-weighted F1-macro F1-micro ROC AUC MCC
B 0.896 (0.01) 0.889 (0.01) 0.897 (0.01) 0.960 (0.01) 0.780 (0.02)
L+M+I+W 0.816 (0.02) 0.801 (0.02) 0.819 (0.02) 0.891 (0.02) 0.609 (0.03)
B+L+M+I+W 0.899 (0.01) 0.891 (0.01) 0.898 (0.01) 0.960 (0.01) 0.783 (0.02)

Table 2: XGBoost classifier average performance in
terms of F1-score, ROC AUC and MCC (and standard
deviation) across 10 runs. Notation: B - embedding, L -
LIWC, M - emotion probabilities, I - emotion intensities,
W - writer’s attitude.

Probing the rule-based annotation One might
argue that the rule-based class separation used for
annotation makes the two classes easily distinguish-
able based on the two keywords. We therefore
perform two straightforward yet efficient analysis.

First, we investigated whether the imposed one-
question-one-keyword pattern holds for the an-
swers as well. It turned out that it was not the case.
More specifically, out of total 1930 blog posts, as
much as 386 (20%) contain both “panic”and “anxi-
ety” keywords. The co-occurrence of “panic”and
“anxiety” keywords is specifically prominent in
Quora where 343 out of 1502 posts (22.84%) con-
tain both keywords, while in Reddit this is less
frequent (only 43 out of 428 posts or 14.06%).

Second, we replaced all the occurrences of the
two keywords with “MASKEDCONTENT” token,
recalculated the respective features on the obtained
texts and retrained the classifier. As could be seen
from Tab. 3, although, as expected, the perfor-
mances drop in terms of all considered metrics, the
downgrade in the performance is not prominent.
This indicates that the presence of the “panic” and
“anxiety” keywords in not crucial for classification.

5 [RQ3] What a qualitative NLP-assisted
analysis on this dataset can tell about
mental health and related context?

We conduct a two-fold analysis. First, we aim to
determine what the posters were experiencing. To
this end, we prompted language model pretrained
on mental health discussions (Ji et al., 2021)), re-
questing a YES/NO answer related to stress and
open answers related to “experiencing”. Results
are depicted in A.2, Fig. 12 and 11 respectively.

Second, we leveraged Large Language Models
(LLM), specifically ChatGPT-3.5. We initially used
it to assess the dataset annotation quality, finding
that only 8.4% of collected panic posts were mis-
classified as anxiety by ChatGPT, and merely 3.8%
of original anxiety posts were erroneously labeled

Features Dataset F1-weighted F1-macro F1-micro ROC AUC MCC

B
Original 0.896 (0.01) 0.889 (0.01) 0.897 (0.01) 0.960 (0.01) 0.780 (0.02)
Masked 0.875 (0.01) 0.866 (0.01) 0.876 (0.01) 0.940 (0.01) 0.734 (0.02)

B+L+M+W
Original 0.896 (0.01) 0.889 (0.01) 0.897 (0.01) 0.960 (0.01) 0.779 (0.02)
Masked 0.873 (0.01) 0.864 (0.01) 0.874 (0.01) 0.940 (0.01) 0.730 (0.02)

Table 3: XGBoost classifier average performance (and
standard deviation) in terms of F1-score, ROC AUC and
MCC across 10 runs on the original and masked dataset.
Notation: B - embedding.

as panic. We then conducted a comprehensive mul-
tidimensional thematic and content analysis. This
involved automated coding and key-phrase extrac-
tion across various dimensions (see A.2 for details).
Several noteworthy observations emerged from our
investigation. Notably, panic attacks exhibited a
higher “Strong” intensity (21%) compared to anx-
iety attacks (7%). In the context of relationships,
the top four categories were shared among classes.
However, the fifth differed, with “Work” for anxiety
and “Romantic partners” for panic. Location-wise,
the prevalent places were Home, School, Work,
and Public places. In the triggers category, social
events constituted 33% of anxiety triggers, contrast-
ing with only 9% for panic attacks. Traumatic expe-
riences accounted for 11% of panic triggers, as op-
posed to 5.6% for anxiety. Notably, financial stress
was among the top five anxiety triggers but was
absent in panic (see Fig. 3). Understanding anxi-
ety and panic triggers is vital for uncovering their
root causes and informing targeted interventions
(Johnson et al., 2014; Craske, 1991; Barzegar et al.,
2021). Examining specific triggering events helps
elucidate factors contributing to distress. Focusing
on locations where these experiences occur pro-
vides insights into environmental influences (Swee
et al., 2021), aiding the development of strategies
for supportive environments. Investigating relation-
ships contributes valuable insights into the impact
of social interactions on these conditions (Tonge
et al., 2020), facilitating interventions to improve
social relationships and support systems. Figure 3
emphasizes these dimensions to enhance compre-
hension.

In the category of other_medical_conditions,
stress-related conditions were prevalent in both
anxiety and panic. However, panic exhibited a
unique pattern, with breath-related conditions like
asthma, COPD, sinus infections, nasal congestion,
and COVID-19 being the most frequently men-
tioned. More details on different distributions, in-
cluding professional inteventions, is provided in
A.2, Tab. 5.
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Figure 3: Context mentioned (Location, Social relationship and Trigger) in posts of personal experiences. Posts
coded as “None” or “Other” on a specific axis were disregarded to enhance the readability.

6 Conclusion

In this study, we collected a dataset on two preva-
lent and closely related mental disorders: panic and
anxiety. Our analytical exploration centered around
three primary questions. Firstly, we focused into
uncovering the distinctions and similarities, both in
content and sources, between the anxiety and panic
classes. To address this, we conducted lexical anal-
yses, emotion assessments, and evaluations of writ-
ers’ attitudes. Secondly, we assessed the efficacy of
a classical machine learning classifier, leveraging
combinations of the various extracted features, in
distinguishing between posts belonging to these
classes. Importantly, we conducted experiments to
ensure the classifiers did not rely solely on the pres-
ence of explicit “panic”/“anxiety” keyword. Lastly,
we sought insights into these disorders through
a qualitative analysis of the dataset, leveraging a
bidirectional transformer model trained on men-
tal health texts (Mental-RoBERTa) and a large-
language model (ChatGPT-3.5).

As a part of our contribution, we provide the
entire output resulting from the NLP processes,
including the collected codings and key-phrase ex-
tractions derived from the qualitative analysis. We
hope that the obtained insights could be further ex-
ploited by domain experts. Looking ahead, future
explorations aim to contribute to bring more layers
of understanding within the context of these men-
tal health disorders, for example, including a more
in-depth analysis and clustering of key-phrase ex-
cerpts, with a particular focus on those associated
with coping strategies, negative behavioral changes,
and the impact on daily life.
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8 Limitations

As with any research, our study is not without lim-
itations. With respect to data collection, the limi-
tations are manifold. First, we considered limited
number of questions which additionally have not
been very well balanced between panic and anxi-
ety. Second, the collected dataset is quite small and
also the class distribution is quite skewed, hence
we have to be very careful in assuming its gener-
alizability. Third, as with all studies relying on
the social media data, there is no possibility to
know who is posting or how accurately. Fourth,
we acknowledge that individuals writing may be
experiencing anxiety, but they are unlikely to be
blogging during a panic attack. Therefore, their
narratives or teachings are more likely to revolve
around recounting or educating about panic, rather
than experiencing it in real-time.

Additionally, the emotion intensities were not
calculated for all 28 emotions considered for the
analysis of the emotions presence. Moreover, de-
spite the small dataset size, we could have still tried
to train a classifier with deep architecture.

9 Ethical considerations

Although Quora and Reddit data are publicly avail-
able, we do understand that the collected content
is privacy-sensitive and that we might, even in-
voluntarily, expose person’s mental health-related
privacy. To prevent easy backtrack to the author,
we decided to delete not only users’ usernames but
also the original questions posed.
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A Appendix

A.1 Implementation details
Web scraping To collect the data, we employed Oc-
toparse: https://www.octoparse.com/, a web
scraping tool that is capable of recognising the
structure of a web page and allows a user to se-
lect which specific content from the web page to
extract.

Linguistic and psychometric features were ob-
tained using LIWC-22, https://www.liwc.app/
(Pennebaker et al., 2022).

Readability scores were calculated using
Python library: https://pypi.org/project/
py-readability-metrics/.

Emotion probabilities were inferred using
a pretrained HuggingFace language model

SamLowe/roberta-base-go_emotions that can
be found at: https://huggingface.co/
SamLowe/roberta-base-go_emotions (Dem-
szky et al., 2020). The list of 28 different
emotions that are considered can be found
at: https://github.com/google-research/
google-research/blob/master/goemotions/
data/emotions.txt.

Emotion intensities were calculated using inten-
sity lexicon from: https://saifmohammad.com/
WebPages/AffectIntensity.htm(Mohammad,
2018).

Writer’s Attitude: Convincingness
class softmax scores were obtained using
fine-tuned HuggingFace model: https:
//huggingface.co/jakub014/bert-base-\
uncased-IBM-argQ-30k-finetuned-\
convincingness-acl2016 (Gretz et al.,
2019). Persuasiveness class softmax scores
were obtained using pretrained Hugging-
Face model: https://huggingface.co/
paragon-analytics/roberta_persuade. Irony
class softmax scores were obtained using
HuggingFace model specifically fine-tuned for
irony detection: https://huggingface.co/
cardiffnlp/twitter-roberta-base-irony
(Barbieri et al., 2020).

Classifier was implemented using XGBoost
library https://xgboost.readthedocs.io/en/
stable/. Training was done using 100 boosting
rounds, logloss as evaluation metric, 0.1 as eta
(learning rate) and setting 5 as maximum depth of
each tree. The procedure was repeated 10 times.

Embeddings were obtained us-
ing Hugging Face model: https:
//huggingface.co/sentence-transformers/
all-distilroberta-v1.

Stressor scores: We utilized a bidirectional
masked language model known as Mental-
RoBERTa (Ji et al., 2021), trained on a corpus
collected from social forums dedicated to mental
health discussions. We prompted the pretrained
model with each post appending the query "Con-
sider this post on social media to answer the ques-
tion. Is the poster of this post stressed? Return Yes
or No. mask ". We collected the predicted next to-
ken and its probability for inference. Additionally,
we explored the experiences of the posters using
a similar approach, prompting Mental-RoBERTa
with: "Consider this post on social media to answer
the question. The poster of this post is experiencing
mask ", without guiding the model with expected
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responses.
Analysis using LLM: LLM analysis involved

automated coding and key-phrase extraction across
various dimensions. Within the coded dimensions,
we inferred classifications such as determining
whether the poster experienced anxiety, a panic
attack, or none at all. Additionally, we classified
posts into main types related to mental disorders,
encompassing Personal experience, Giving infor-
mation, Advocacy and awareness, Support and en-
couragement, Tips and strategies, as well as Ques-
tion and discussion. Furthermore, we coded in-
formation related to the poster’s diagnosis by a
professional, ongoing treatment, and mentions of
medications.

Among the other coded axes, we explored the
relationship context and triggers associated with
panic attacks, categorizing them into Financial
stress, Argument or conflict, Traumatic experi-
ence, Social event, Life transition, Upcoming tests,
Health concern, and Other. We also considered free
mentions of stressors associated with these triggers.

The location (physical place) mentioned in re-
lation to the occurrence of panic attacks was also
coded into classes such as School, Work, Home,
Hospital, Public spaces, Club or social venues, and
Other. Additionally, we used codes for First time,
Few times, and Recurrent to analyze mentions of
the frequency of panic attacks.

In the realm of free-form text extraction, we fo-
cused on five axes: Mentions of physical symptoms,
Cognitive symptoms, Behavioral changes, Emo-
tional well-being, and Impact on daily life. These
axes allowed us to categorize explicit or implicitly
conveyed information related to the individual’s
experiences.

Furthermore, we extracted two additional types
of shared knowledge. First, we delved into coping
mechanisms individuals use to deal with panic
attacks. Second, we explored perceived signs of
distress that others can observe to identify when
someone close is suffering from anxiety or a panic
attack.

A.2 Additional material

Figure 4: Average frequency of emotions, calculated
based on the 5 most important emotions per post.
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Figure 5: Linguistic features of panic and anxiety classes

Figure 6: Linguistic features of two sources
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Figure 7: Emotion intensity on panic and anxiety class

Figure 8: Emotion intensity for different sources
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Category Question

Panic

What are panic attacks like?
Whats the worst panic attack you’ve ever had?
How can I try to calm myself down while I’m having a panic attack?
What was your first panic attack?
What is it like to have a panic attack in public
How does it feel like to have a panic attack at work?
How can I tell if I had a panic attack?
What do you do when you get panic attacks
How to overcome panic attacks
When was your last panic attack and how bad was it
How-can-you-best-control-a-panic-attack-before-it-gets-out-of-control
What is happening in the brain during a panic attack?
Why can’t I stop having panic attacks?
How do i prevent panic attacks from happening when I’m sleeping?
What do you take for panic attacks?
How can I handle panic attacks at school?
Have you ever seen someone having panic attacks?

Anxiety

What is an anxiety?
Is anxiety disorder a mental illness?
What are anxiety disorders
Is there any difference between anxiety and social anxiety?
Chemically and biologically what is anxiety?
What is anxiety? What are its symptoms and its treatments?
Why is anxiety so common today?
What does anxiety feel like?
What are the symptoms of anxiety
How do you calm down when feeling anxious
What is the real cause behind anxiety?
How do i beat anxiety permanently?
What did you first anxiety attack feel like?
How do I know if I suffer from anxiety?
How do I beat social anxiety?

Table 4: Questions used to retrieve posts per class (panic and anxiety) from two sources

Figure 9: Different readability scores per class per source
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Figure 10: Most important features according to XGB feature importance across 10 runs, when considering
L+M+I+W as input features. The x axis represents the number of runs where the features was considered among the
top 10 most important features, while the y axis displays the average score across 10 runs.

Figure 11: Variations in the distribution of anxiety and panic within the context of the poster’s experiences (i.e., What
is experiencing), obtained by prompting Mental_RoBERTa, are illustrated with counts presented on a logarithmic
axis.
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Figure 12: Stress labels per different classes and sources

Anxiety Panic
Profesionally_diagnosed Profesionally_treated Taking_medication Profesionally_diagnosed Profesionally_treated Taking_medication

Type_of_post Counts Response

Personal_experience 1,024 N/A 215 215 209 129 131 117
NO 370 360 371 239 232 224
YES 36 46 41 35 40 62

Giving_information 457 N/A 307 311 308 93 93 89
NO 59 56 53 12 12 12
YES 5 4 10 1 1 5

Tips_and_strategies 183 N/A 63 63 63 92 93 92
NO 15 15 15 13 11 11
YES 0 0 0 0 1 2

Support_and_encouragement 150 N/A 47 47 49 49 48 46
NO 20 20 18 29 30 26
YES 0 0 0 5 5 11

Advocacy_and_awareness 14 N/A 7 8 8 3 3 3
NO 3 3 3 0 0 0
YES 1 0 0 0 0 0

Question_and_discussion 17 N/A 11 11 11 1 1 1
NO 2 2 2 3 3 3

Other 59 N/A 50 50 50 9 9 9

Quora: 976 Reddit 241 Quora: 526 Reddit: 187
1,217 713

Table 5: Dataset distribution with respect to post type and professional intervention, as identified by ChatGPT-3.5.
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Abstract

This paper addresses the quality of annotations
in mental health datasets used for NLP-based
depression level estimation from social media
texts. While previous research relies on social
media-based datasets annotated with binary cat-
egories, i.e. depressed or non-depressed, recent
datasets such as D2S and PRIMATE aim for
nuanced annotations using PHQ-9 symptoms.
However, most of these datasets rely on crowd
workers without the domain knowledge for an-
notation. Focusing on the PRIMATE dataset,
our study reveals concerns regarding annota-
tion validity, particularly for the lack of inter-
est or pleasure symptom. Through reannota-
tion by a mental health professional, we intro-
duce finer labels and textual spans as evidence,
identifying a notable number of false positives.
Our refined annotations, to be released under
a Data Use Agreement, offer a higher-quality
test set for anhedonia detection. This study
underscores the necessity of addressing anno-
tation quality issues in mental health datasets,
advocating for improved methodologies to en-
hance NLP model reliability in mental health
assessments.

1 Introduction

Applying various NLP techniques to automatically
estimate the depression level from social media
texts has been a widely researched topic in the
field of NLP applied for mental health. Most of
these datasets consist of online posts gathered from
popular social media platforms, such as Twitter or
Reddit. These posts are usually annotated by crowd
workers who had only a brief training with a mental
health professional (MHP) or sometimes only had
access to the annotation instructions.

While there exist multiple depression-related
datasets based on social media texts, most of them
only present binary annotation, i.e. whether the
user is depressed or not. The most common sources
of data are Reddit (Losada and Crestani, 2016;

Yates et al., 2017; Pirina and Çöltekin, 2018) and X
(former Twitter) (Coppersmith et al., 2014; Syarif
et al., 2019). Most of the studies use automatic
methods of annotations, such as regular expression
matching of self-reported terms, like “I have been
diagnosed with depression”. Some of them per-
form manual verification and annotation either via
layman crowd workers (Yates et al., 2017) or by
the authors themselves (Coppersmith et al., 2014;
Losada and Crestani, 2016).

Recently, the interest in more fine-grained de-
pression annotation has emerged. In particular,
the two recent datasets D2S (Yadav et al., 2020)
and PRIMATE (Gupta et al., 2022), identify de-
pressed social media posts from X and Reddit, re-
spectively and annotate them with PHQ-9 symp-
toms (Kroenke and Spitzer, 2002). Both datasets
have been annotated with the help of crowd workers
and later verified by MHPs. However, the verifi-
cation process was different. For D2S, conflicting
annotations were resolved with the majority vot-
ing, and the psychiatrist resolved the ties. After
that, 100 random samples were selected for quality
control and verified by a psychiatrist. Additionally,
Zirikly and Dredze (2022) annotated a random sam-
ple of D2S with the explanations for each symptom
with the help of two MHPs1, increasing the validity
of the data. In the case of PRIMATE, no infor-
mation is given on the quality control procedure.
This raises concerns about the validity of the anno-
tations; thus, we selected PRIMATE for our case
study.

In this study, on the example of the PRIMATE
dataset, we show that the validity of the annota-
tions for the mental health data is a concern when
performed by layman crowd workers. Our MHP re-
annotated 170 posts from the PRIMATE dataset for
the lack of interest or pleasure (anhedonia) symp-

1Zirikly and Dredze (2022) did not report any conflicts
between their annotation and the labels provided with D2S.
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tom. The MHP is the second author of the paper,
who is also a practising clinical psychology intern.
Our annotations include more fine-grained labels
(“mentioned” vs “answerable”, as well as an addi-
tional “writer’s symptom” label) as well as spans
of texts that serve as evidence of the labels. We
observe a high number of false positives in the PRI-
MATE labels, which can be related to the high dif-
ficulty of conceptualizing anhedonia (Rizvi et al.,
2016). The annotations are to be released under a
Data Use Agreement (DUA), and we believe that it
can serve as a higher-quality test set for anhedonia
detection.

2 Dataset

PRIMATE (Gupta et al., 2022) is a dataset based
on the Reddit posts from the r/depression_help sub-
reddit. Each post is annotated with binary labels
for each PHQ-9 question, where “yes” means that
a post contains the answer to a PHQ-9 question and
“no” otherwise. The nine symptoms are shortly
described as follows: lack of interest or pleasure
in doing things (LOI), feeling down or depressed
(DEP), sleeping disorder (SLE), lack of energy (ENE),
eating disorder (EAT), low self-esteem (LSE), prob-
lems with concentrating (CON), hyper or lower ac-
tivity (MOV), suicidal thoughts (SUI).

The annotation was performed by five crowd
workers with additional quality control by an MHP.
The information about the annotation procedure
or crowd worker training, as well as how exactly
the MHPs were involved in the quality control,
are not provided in the paper. The only metric on
the annotation process is an annotator agreement
using Fleiss’ kappa, which is reported to be 67%
for initial annotation and 85% after involvement of
the MHPs.

In total, the dataset consists of 2003 posts. Ta-
ble 1 shows the distribution of the labels2. Note
that the exact numbers of labels are slightly differ-
ent from the ones presented by Gupta et al. (2022).
The dataset is not pre-split into train, validation and
test sets; thus, we randomly sample 200 posts for
validation and another 200 posts for testing.

Figure 1 shows the label co-occurrence matrix
of the training set. Two symptoms, DEP and LSE,
co-occur the most with all the other symptoms,
which can be explained by their general prevalence
in the dataset. The connection between the lack

2The order of the symptoms in the original work by Gupta
et al. (2022) is different from the one of PHQ-9. In our work,
we reordered the symptoms to match PHQ-9.

PHQ-9
Symptom

Number of Posts

Present Absent

LOI 949 1054
DEP 1664 339
SLE 374 1629
ENE 688 1315
EAT 194 1809
LSE 1680 323
CON 195 1808
MOV 527 1476
SUI 743 1260

Table 1: Label distribution in PRIMATE.

LOI DEP SLE ENE EAT LSE CON MOV SUI

LO
I

DE
P

SL
E

EN
E

EA
T

LS
E

CO
N

M
OV

SU
I

1.00 0.47 0.52 0.60 0.56 0.52 0.55 0.47 0.38

0.83 1.00 0.83 0.83 0.84 0.82 0.82 0.88 0.84

0.20 0.19 1.00 0.25 0.51 0.20 0.36 0.22 0.18

0.42 0.33 0.45 1.00 0.53 0.36 0.39 0.30 0.30

0.11 0.10 0.26 0.15 1.00 0.10 0.13 0.09 0.10

0.92 0.83 0.90 0.92 0.90 1.00 0.89 0.81 0.85

0.11 0.10 0.19 0.12 0.13 0.10 1.00 0.10 0.09

0.26 0.28 0.32 0.24 0.27 0.26 0.28 1.00 0.26

0.30 0.37 0.35 0.33 0.38 0.38 0.34 0.36 1.00
0.2

0.4

0.6

0.8

1.0

Figure 1: Symptom label co-occurrence matrix of
the PRIMATE training set. Each value is normalized
column-wise by dividing it by the highest value in the
column.

of interest or pleasure (LOI) and lack of energy
(ENE) is also seen in the dataset, which reflects high
comorbidity of these symptoms (van Borkulo et al.,
2015; Park and Kim, 2020).

3 Experimental Setup

In our experiments, we aimed to test how well
current pre-trained language models can model
the depression symptom detection problem us-
ing the PRIMATE dataset. We first chose Dis-
tilBERT (Sanh et al., 2019) as a baseline and
BERT-Base (Devlin et al., 2018), RoBERTa-Base,
RoBERTa-Large (Liu et al., 2019), DeBERTa-Base,
and DeBERTa-Large (He et al., 2020) as higher-
performing models. In particular, DeBERTa has
shown constant improvements in various NLP tasks
and replaced BERT and RoBERTa as the state-of-
the-art model for many of them3.

For fine-tuning, we used the implementation
from Transformers library (Wolf et al., 2020). Each

3https://gluebenchmark.com/leaderboard
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Model LOI DEP SLE ENE EAT LSE CON MOV SUI

DistilBERT .64 .88 .67 .58 .60 .90 .50 .67 .81
BERT-Base .55 .88 .66 .55 .63 .90 .46 .66 .79
RoBERTa-Base .54 .88 .70 .57 .57 .90 .51 .69 .85
RoBERTa-Large .57 .86 .75 .63 .65 .91 .52 .71 .85
DeBERTa-Base .58 .91 .69 .52 .42 .90 .36 .61 .81
DeBERTa-Large .60 .90 .68 .64 .47 .91 .50 .73 .83

Table 2: Symptom-wise F1-scores on the validation set.

Mentioned:

I simply want everything to
finish. I have no drive to
do anything. I am very
irritable. Nothing is going
as I want to and even if it
was I probably wouldn't
appreciate it.

Answerable:

I feel like I'm spending my
life for nothing. I used to
escape my problems by
browsing Youtube and Reddit
for hours, but now I don't
even find that enjoyable
anymore.

Not author's symptoms:

I've tried to talk about
looking for other options
or just ways to deal with
the stress, but he's not
really interested now.

Figure 2: Examples of reannotated posts. Evidences are highlighted in bold.

Predictions Against PRIMATE Against “mentioned” Against “answerable”

A P R F1 A P R F1 A P R F1

DistilBERT .58 .56 .62 .58 .56 .30 .71 .42 .51 .10 .75 .18
PRIMATE Labels - - - - .56 .27 .58 .37 .54 .09 .58 .15

Table 3: Results on the reannotated part of the validation set. Here, A stands for Accuracy, P for Precision, R for
Recall, and F1 for F1-score for the positive class.

model consists of a pre-trained encoder with a clas-
sification head on the top of the [CLS] token. The
classification head is represented by a linear layer;
in the case of DeBERTa, another linear layer fol-
lowed by GELU (Hendrycks and Gimpel, 2016) is
added before the classification head. We trained
each model for 20 epochs using AdamW optimizer
with the learning rate of 2e−5, ϵ of 1e−6, β1, β2 of
(0.9, 0.999), and weight decay λ of 0.01. Addition-
ally, a linear learning rate scheduler is applied with
a warmup ratio of 0.1. Finally, the training batch
size was set to 16.

4 Results and Discussion

Table 2 shows that larger models, such as
RoBERTa-Large and DeBERTa-Large, perform
better for ENE, LSE, MOV, and SUI. Additionally,
DEP shows slight improvement with DeBERTa
models, however, decreased performance for EAT.

RoBERTa models perform better for SLE and SUI
prediction. Nevertheless, DistilBERT sets a strong
baseline and performs on par with larger models
overall. Finally, LOI shows a decrease in perfor-
mance for all the models compared to the Distil-
BERT.

We investigate the diminished performance of
the LOI symptom since it is a core symptom of a
major depressive disorder (Association, 2013) and
shows unstable results for our models. Further-
more, LOI is one of the symptoms of schizophre-
nia (Association, 2013) and is associated with both
anxiety and depression (Winer et al., 2017). Thus,
we selected a subset of 170 posts from the valida-
tion set based on the DistilBERT predictions: if at
least one symptom was predicted incorrectly, the
post was selected. Next, an MHP read all the posts
in the subset and labelled them for the presence
of loss of interest or pleasure (LOI). The MHP as-
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signed three labels to each post: a) “mentioned” if
the symptom is talked about in the text, but it is not
possible to infer its duration or intensity; b) “an-
swerable” if there is clear evidence of anhedonia;
c) “writer’s symptoms” which shows whether the
author of the post discusses themselves or a third
person. Additionally, the MHP selected the part of
the text that supports the positive label.

Figure 2 shows examples for the reannotated
posts4. The first example is labelled as “mentioned”
since it contains evidence of a symptom but does
not contain information about the loss of interest.
The second example is labelled as “answerable”
because it is possible to infer that the person used
to have interest in what they were doing before
but lost it at some point in time. Finally, the last
example shows the post without signs of LOI that
describes the condition of another person.

Table 3 shows accuracy, precision, recall and
F1-score for positive class against different sets of
labels on our manually reannotated subset. Distil-
BERT, when measured against “mentioned” and
“answerable” labels, performs considerably worse
than against original labels from PRIMATE. It is
unsurprising given the extremely low agreement be-
tween these sets of labels with Cohen’s kappa of 9%
and 3%, respectively. Furthermore, the most com-
mon error type is a false positive, i.e., a symptom
marked as present in PRIMATE when our MHP
found no evidence of it in the text. Additionally, us-
ing PRIMATE labels as predictions and comparing
their performance against our labels shows lower
performance than the DistilBERT model.

Considering the “writer’s symptom” label, in 18
out of 170 selected posts, the author describes a
symptom of another person rather than themselves.
This raises the question of how these posts should
be annotated and whether they should be included
in the dataset at all. We suspect that the language
of describing one’s condition or feelings in the
first person is different from the third person. We
leave this question for future debate and assign
“mentioned” and “answerable” labels to the posts
describing a third person in the same manner as to
the personal posts.

Our findings are consistent with the original
results presented by Gupta et al. (2022). Simi-
lar to our experiment, they also trained a classi-
fier based on the BERT-Base model and reported
low MCC for LOI. However, we provided the evi-

4All example posts are paraphrased for privacy.

dence that this might be caused by annotation er-
rors. Additionally, we noticed that many posts
that were mistakenly labelled with LOI are more
closely related to the “inner tension” symptom from
the Montgomery-Åsberg Depression Rating Scale
(MADRS) (Montgomery and Åsberg, 1979).

While we agree that our reannotated test set is
also, to some extent, susceptible to errors, we be-
lieve that it serves as a more reliable benchmark
for the anhedonia symptom. A more fine-grained,
evidence-based labelling scheme reduces the risk of
mislabelling and is more transparent for further ver-
ification. Finally, it lays the foundation for future
collaboration to produce a higher-quality Reddit-
based dataset for depression symptom estimation.

5 Conclusion

In conclusion, this study highlights the importance
of evaluating and enhancing the quality of annota-
tions in mental health datasets, particularly within
the context of automated depression level estima-
tion from social media texts. While recent datasets
such as PRIMATE introduce commendable efforts
toward nuanced annotations using PHQ-9 symp-
toms, our examination of the PRIMATE dataset
reveals concerns about annotation validity, specif-
ically regarding the lack of interest or pleasure
symptom. Through careful reannotation by a men-
tal health professional, we discerned a considerable
number of false positives among the original labels
indicative of challenges in conceptualizing anhedo-
nia.

The findings presented here advocate for a more
rigorous and standardized approach to mental
health dataset annotation, emphasizing the need
for greater involvement of domain experts in the
annotation process. The release of our refined an-
notations under a Data Use Agreement (DUA) con-
tributes a valuable resource for future research, of-
fering a higher quality test set for anhedonia detec-
tion. Moving forward, a concerted effort toward
refining annotation methodologies and promoting
collaboration between domain experts and NLP
practitioners is imperative to foster advancements
in this crucial intersection of technology and men-
tal health research.

6 Availability of Data

The instructions for accessing the annotations pre-
sented in this paper can be found here: https:
//github.com/501Good/primate-anhedonia.
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7 Ethical Considerations

According to Benton et al. (2017), studies involv-
ing user-generated content are exempt from Institu-
tional Review Board (IRB) requirements if the data
source is public and user identities are not identifi-
able. We access and use the data according to the
Data Use Agreement provided with the PRIMATE
dataset. Finally, we are going to release our an-
notations under another Data Use Agreement and
separate them from the original PRIMATE data.
We also acknowledge that no automatic system can
replace a real mental health professional and cannot
be used as a sole instrument of diagnostics.

8 Limitations

We acknowledge the limitations inherent in our
work and findings. First, the manually annotated
explanations serve as a proxy for what clinicians
might find informative in assessing Reddit posts
flagged as depressive. While evaluating the infor-
mativeness of explanations in a true clinical setting
would provide more insight, it falls beyond the
scope of this paper. Furthermore, our reannotation
was carried out by only one mental health profes-
sional, which does not allow for performing an
inter-annotator agreement analysis. However, we
believe that our evidence-based labelling scheme
partially mitigates this problem. Finally, anhedo-
nia is extremely challenging to conceptualize and
binary labels may not be the best choice in situ-
ations when the difference between the presence
or absence of the symptom is marginal. In this
case, labels based on the Likert scale, as in PHQ-9,
would be more appropriate and allow us to cap-
ture the intensity of the symptom more accurately.
Furthermore, different demographics, for example,
adolescents and adults, express signs of anhedonia
differently (Watson et al., 2020).

Acknowledgements

This research was supported by the Estonian Re-
search Council Grant PSG721 and the FHU A2M2P
project funded by the G4 University Hospitals of
Amiens, Caen, Lille and Rouen (France). The cal-
culations for model’s training and inference were
carried out in the High Performance Computing
Center of the University of Tartu (University of
Tartu, 2018).

References
American Psychiatric Association. 2013. Diagnostic

and statistical manual of mental disorders: DSM-5™
(5th ed.). American Psychiatric Publishing, Inc.

Adrian Benton, Glen Coppersmith, and Mark Dredze.
2017. Ethical research protocols for social media
health research. In Proceedings of the First ACL
Workshop on Ethics in Natural Language Process-
ing, pages 94–102, Valencia, Spain. Association for
Computational Linguistics.

Glen Coppersmith, Mark Dredze, and Craig Harman.
2014. Quantifying mental health signals in Twitter.
In Proceedings of the Workshop on Computational
Linguistics and Clinical Psychology: From Linguistic
Signal to Clinical Reality, pages 51–60, Baltimore,
Maryland, USA. Association for Computational Lin-
guistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Shrey Gupta, Anmol Agarwal, Manas Gaur, Kaushik
Roy, Vignesh Narayanan, Ponnurangam Kumaraguru,
and Amit Sheth. 2022. Learning to automate follow-
up question generation using process knowledge for
depression triage on Reddit posts. In Proceedings of
the Eighth Workshop on Computational Linguistics
and Clinical Psychology, pages 137–147, Seattle,
USA. Association for Computational Linguistics.

Pengcheng He, Xiaodong Liu, Jianfeng Gao, and
Weizhu Chen. 2020. Deberta: Decoding-enhanced
bert with disentangled attention. arXiv preprint
arXiv:2006.03654.

Dan Hendrycks and Kevin Gimpel. 2016. Gaus-
sian error linear units (gelus). arXiv preprint
arXiv:1606.08415.

Kurt Kroenke and Robert L Spitzer. 2002. The PHQ-9:
a new depression diagnostic and severity measure.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

David E Losada and Fabio Crestani. 2016. A test collec-
tion for research on depression and language use. In
International conference of the cross-language eval-
uation forum for European languages, pages 28–39.
Springer.

Stuart A Montgomery and MARIE Åsberg. 1979.
A new depression scale designed to be sensitive
to change. The British journal of psychiatry,
134(4):382–389.

Seon-Cheol Park and Daeho Kim. 2020. The centrality
of depression and anxiety symptoms in major depres-
sive disorder determined using a network analysis.
Journal of affective disorders, 271:19–26.

170

https://doi.org/https://doi.org/10.1176/appi.books.9780890425596
https://doi.org/https://doi.org/10.1176/appi.books.9780890425596
https://doi.org/https://doi.org/10.1176/appi.books.9780890425596
https://doi.org/10.18653/v1/W17-1612
https://doi.org/10.18653/v1/W17-1612
https://doi.org/10.3115/v1/W14-3207
https://doi.org/10.18653/v1/2022.clpsych-1.12
https://doi.org/10.18653/v1/2022.clpsych-1.12
https://doi.org/10.18653/v1/2022.clpsych-1.12
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Abstract

We present a novel task that can elucidate the
connection between anxiety and ADHD; use
Transformers to make progress toward solving
a task that is not solvable by keyword-based
classifiers; and discuss a method for visualiza-
tion of our classifier illuminating the connec-
tion between anxiety and ADHD presentations.

Up to approximately 50% of adults with ADHD
may also have an anxiety disorder and approx-
imately 30% of adults with anxiety may also
have ADHD. Patients presenting with anxiety
may be treated for anxiety without ADHD ever
being considered, possibly affecting treatment.
We show how data that bears on ADHD that
is comorbid with anxiety can be obtained from
social media data, and show that Transform-
ers can be used to detect a proxy for possible
comorbid ADHD in people with anxiety symp-
toms.

We collected data from anxiety and ADHD on-
line forums (subreddits). We identified posters
who first started posting in the Anxiety subred-
dit and later started posting in the ADHD sub-
reddit as well. We use this subset of the posters
as a proxy for people who presented with anxi-
ety symptoms and then became aware that they
might have ADHD. We fine-tune a Transformer
architecture-based classifier to classify people
who started posting in the Anxiety subreddit
and then started posting in the ADHD subreddit
vs. people who posted in the Anxiety subred-
dit without later posting in the ADHD subred-
dit. We show that a Transformer architecture
is capable of achieving reasonable results (76%
correct for RoBERTa vs. under 60% correct for
the best keyword-based model, both with 50%
base rate).

1 Introduction

Up to 53% of adults with ADHD may also
have an anxiety disorder (Children and with
Attention-Deficit/Hyperactivity Disorder Report,
2018) (Quinn and Madhoo, 2014) and up to 28%

of adults who have an anxiety disorder may also
have ADHD (Van Ameringen et al., 2011). How-
ever, patients presenting with anxiety or depres-
sive symptoms may be treated for these disorders
without ADHD ever being considered (Quinn and
Madhoo, 2014) (Katzman et al., 2017). Misdiag-
nosis of ADHD is common, as many clinicians are
still not aware that ADHD is a valid diagnosis in
adults (Quinn and Madhoo, 2014) and physicians
are more familiar with mood and anxiety disorders
(Katzman et al., 2017). The danger of misdiag-
nosed comorbid ADHD and anxiety is that only the
symptoms for anxiety will be treated and ADHD
will be left untreated (Katzman et al., 2017). Social
media such as Reddit provides publicly available
text data of anonymous first-person experiences
(Low et al., 2020).

We analyze people talking about their mental
health on the forum website Reddit. We propose
classifying posts from people who only posted in
the Anxiety subreddit (forum) and never in the
ADHD subreddit vs people who posted in the Anx-
iety subreddit and will later have started posting
in the ADHD subreddit. This way, we can dis-
tinguish text from users whose posting will show
interest/concern with ADHD in the future from
people whose posting will not do that. Posting
about ADHD is a proxy for being concerned about
ADHD. Showing that this task is possible indi-
cates that there is a systematic difference between
the two groups of Reddit users. Our hope is that
analyzing the classifier can elucidate the connec-
tion between anxiety and anxiety-comorbid ADHD.
A limitation is that posting on Reddit is a proxy
for concern with ADHD, and there can be both
false positives and false negatives if Reddit post-
ing is used as a proxy for identifying patients with
ADHD.

We demonstrate that the task above is not solv-
able using keyword-based methods such as Naive
Bayes and logistic regression. We then demonstrate
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that the task is better solved using RoBERTa (Liu
et al., 2019), indicating that the connection between
anxiety and anxiety-comorbid ADHD is more com-
plex than what can be captured with keywords. We
report on visualizing the “explanation" for the clas-
sifier’s prediction. In future work, we plan to use
this visualization to gain insight into the connection
between anxiety and anxiety-comorbid ADHD.

Transformer models such as RoBERTa have
been used to classify mental health disorders from
social media text (Ameer et al., 2022) (Murarka
et al., 2020). However, we are not aware of re-
search published of using transformers to classify
comorbid anxiety with ADHD.

In the rest of the paper, we expand on comor-
bid ADHD and anxiety (Section 2.1), and using
learned classifiers on mental health-related text
(Section 2.2). We then discuss our data collection
process (Section 3) and report on our experiments
showing that it is possible to predict which posts in
the Anxiety subreddit come from people who will
never post in the ADHD subreddit vs. people who
will post in the ADHD subreddit (Section 5). We
discuss the limitations of our work in Section 7 and
ethical considerations in Section 8.

2 Background

2.1 Comorbid ADHD and Anxiety

Up to 53% of adults with ADHD may also have
an anxiety disorder (Children and with Attention-
Deficit/Hyperactivity Disorder Report, 2018) and
about 3 in 10 children with ADHD had anxiety 1.
ADHD and anxiety are frequently seen together;
however, ADHD and anxiety are separate condi-
tions (Ellis, 2017). ADHD is a common men-
tal health disorder with symptoms such as inat-
tention (not being able to keep focus), hyperactiv-
ity, and impulsivity (Elmaghraby and Garayalde,
2022). Anxiety disorders may involve symptoms
of excessive fear (Muskin, 2022) which does not
go away over time (NIMH, 2023). People who
have anxiety disorders may struggle with intense
and uncontrollable feelings of anxiety, fear, worry,
or panic (American Psychiatric Association et al.,
2013).

Although ADHD and anxiety have different
symptoms, there are instances when the two con-
ditions have overlapping symptoms, making it dif-
ficult to distinguish between the two conditions

1https://www.cdc.gov/ncbddd/adhd/data.html

(Story, 2022). For instance, individuals with anxi-
ety may have trouble concentrating in situations
that trigger anxiety. Those with ADHD may
have trouble concentrating in any type of situation
(Story, 2022).

It is important to correctly diagnose patients
with ADHD and anxiety, as the co-occurrence of
ADHD and anxiety may make the symptoms of
both conditions seem more extreme (Koyuncu
et al., 2022). For example, anxiety can make it
even more difficult for someone with ADHD to
pay attention and follow through on tasks (Story,
2022).

Misdiagnosed comorbid ADHD and anxiety may
lead to treating only the symptoms for anxiety
while the root of the problem, which is ADHD, re-
mains untreated (Katzman et al., 2017) (Hallowell,
2018). Undiagnosed ADHD can cause anxiety and
depression which, in turn, can mask ADHD, mak-
ing it more difficult to diagnose accurately (Kistler,
2022).

Diagnosis of ADHD typically occurs in children;
however, ADHD is now recognized to be persistent
to adulthood in 50-66% of people (Johnson et al.,
2020). Misdiagnosis of ADHD is common as many
clinicians are still not aware that ADHD is a valid
diagnosis in adults (Johnson et al., 2020).

2.2 Classification of Mental Health-related
texts with Deep Learning

Machine learning techniques have been utilized
for multi-class classification of mental health
condition-related text, particularly on Reddit.
(Ameer et al., 2022) trained various models to de-
tect texts related to anxiety, ADHD, bipolar disor-
der, depression, and PTSD. Ameer et al. observed
that a pre-trained and then fine-tuned RoBERTa
classifiers achieved the best performance. (Mu-
rarka et al., 2020) used RoBERTa to detect and
classify texts related to mental health conditions
and observed better accuracy and F-1 scores than
BERT or LSTM models. However, their model per-
formed poorly in classifying anxiety, partially due
to the term “anxiety" occurring in 12% of ADHD
posts.

The dataset that was used for both papers was
data scraped from 13 subreddits using the Red-
dit API: 17,159 posts and title texts. Of the
13 subreddits, 5 were directly associated with a
mental illness: "bipolar", "adhd", "anxiety",
"depression", and "ptsd" while the remaining
were chosen from a wide range of subreddit topics
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and assigned the class label of "none".
Previously, work such as (Shen and Rudzicz,

2017) applied machine learning to classifying text
by associated mental health condition.

Note that, in our work, we aim to distinguish
finer-grained categories than in previous work: we
are specifically interested in disintguishing posts
in the Anxiety subreddit into two classes: posts
from people who will and will not later post in the
ADHD subreddit. That is a more difficult task than
distinguishing posts in the Anxiety subreddit from
posts in the ADHD subreddit, as in previous work.

3 Data Collection

Text data was collected from the Anxiety and
ADHD subreddits on Reddit. Although Reddit
posts are not formal clinical diagnoses, Reddit data
offers advantages such as being immediately and
publicly available, including a timeframe to track
historical data, and anonymous posts documenting
vulnerable first-person experiences (Low et al.,
2020).

All posts were scraped from the Anxiety and
ADHD subreddits from the dates February 16, 2020
to Nov 28, 2022.

3.1 Data Preprocessing

The data was cleaned by removing empty or re-
moved posts. The data was filtered to only contain
posts from users that only ever posted in the Anx-
iety subreddit or who first posted on the Anxiety
subreddit only then in the ADHD subreddit.

For users who started posting in the ADHD sub-
reddit eventually, we only kept posts from the Anx-
iety subreddit that were posted 6 months or more
before the first post in the ADHD subreddit. No
posts from the ADHD subreddit were used.

In total, 47482 posts were downloaded from the
ADHD and Anxiety subreddits. 33% were retained
for the test set.

4 Models

4.1 Baseline Model

Our baseline models were regularized logistic re-
gression and binomial Naive Bayes.

4.1.1 Transformer Model
We fine-tined the pre-trained RoBERTa model
from HuggingFace (Huggingface, 2020) with the
RoBERTa tokenizer, the cross-entropy loss func-

tion, the Adam optimizer with a learning rate of
1e− 5, and a dropout layer with p = 0.3.

5 Results

5.1 Baseline Results
With a baserate of 50%, the best logistic regression
model achieved a correct classification rate of 54%
and the best Naive Bayes model achieved a correct
classification rate of 59%.

As seen, Logistic Regression models performed
at 54% accuracy and Naive Bayes performed at
58.6% accuracy. Attributing to its performance,
as seen in Figure 6, the majority of samples fell
correctly into the true positive and true negative
class.

5.2 RoBERTa Results
With a test set baserate of 50%, the RoBERTa
model achieved a correct classification rate of 76%.

5.3 Discussion
Our results demonstrate that, for posts in the Anxi-
ety subreddit, it is possible to predict which posts
come from people who will later post in the ADHD
subreddit as well from posts that come from people
who will not, without using any information “from
the future.”

Further, we have shown that keyword-based
methods, Naive Bayes and logistic regression, are
not sufficient for this task, while it is possible to
make progress with RoBERTa. This indicates that
complex cues can be used to detect which posters
will later post in the ADHD subreddit.

6 Experiments with explainability

One application of our trained classifier is obtaining
further insight into the relationship between anxiety
disorders and ADHD.

To enable qualitative analysis, we have ex-
perimented with visualizing the reason that the
RoBERTa classifier outputs “will post in ADHD”
or “will not post in ADHD” for a given post. We
visualize the difference in output caused by mask-
ing out each individual word and each individual
phrase in the post.

Aggregate analysis will be available in the fu-
ture.

7 Limitations

Our primary goal is to gain insight into the con-
nection between anxiety and ADHD, as well as
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Model (Ameer et al., 2022) (Murarka et al., 2021)
LSTM 76% 72%
BERT 78% 82%
RoBERTa 83% 86%

Table 1: Multiclass classification accuracy for Reddit posts

ADHD co-morbid with anxiety. We use a particular
social media platform (Reddit), which is primarily
English-speaking and whose audience is known to
skew male 2. Conclusions about symptoms drawn
from Reddit therefore are likely biased by language,
gender, and culture. We do not have specific demo-
graphic information about the Anxiety and ADHD
subreddits, so that conclusion is itself tentative.

The classifier we train is not intended as a diag-
nostic tool and should not be used as such.

Classification results on text from outside of Red-
dit and outside of the Anxiety subreddit would
likely not match what we report.

8 Ethical considerations

We use public data, and as such the research is not
human-subjects research, as confirmed by our IRB.

Owing to the sensitivity of the topic, we have
decided not to include samples from our data in the
paper.

Creating classifiers whose output is mental
health conditions is fraught with the danger that
such a classifier would be used without consent on
users’ text. Care should be taken that this does not
happen. Our classifier is not diagnostically useful.

9 Conclusions

We present a novel task: predicting whether inter-
net text that comes from a person discussing their
anxiety comes from a person who in the future
will also discuss ADHD. We demonstrate that this
task is not solvable using keyword-based methods,
while it progress can be made using RoBERTa.

The immediate application of our method is for
obtaining qualitative insight into the connection be-
tween anxiety and ADHD by visualizing the reason
that the RoBERTa classifier outputs “will post in
ADHD” or “will not post in ADHD” for a given
post.

2https://www.statista.com/statistics/1255182/distribution-
of-users-on-reddit-worldwide-gender/
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Abstract

We present the overview of the CLPsych 2024
Shared Task, focusing on leveraging open
source Large Language Models (LLMs) for
identifying textual evidence that supports the
suicidal risk level of individuals on Reddit.
In particular, given a Reddit user, their pre-
determined suicide risk level (‘Low’, ‘Mod-
erate’ or ‘High’) and all of their posts in the
r/SuicideWatch subreddit, we frame the task of
identifying relevant pieces of text in their posts
supporting their suicidal classification in two
ways: (a) on the basis of evidence highlighting
(extracting sub-phrases of the posts) and (b)
on the basis of generating a summary of such
evidence. We annotate a sample of 125 users
and introduce evaluation metrics based on (a)
BERTScore and (b) natural language inference
for the two sub-tasks, respectively. Finally, we
provide an overview of the system submissions
and summarise the key findings.

1 Introduction

Recent statistics on mental health related problems
during and after the COVID-19 pandemic are strik-
ing. In the US, almost 50% of adults aged 18-44
reported a mental illness in 2023,1 whereas sim-
ilar rates of the EU population had experienced
emotional or psychosocial problems between June
2022-23.2 Partially due to the limited accessibility
of support services, individuals often seek support
in online social media by sharing their thoughts and
concerns and engaging in discussions with their
peers. Research at the intersection of natural lan-
guage processing (NLP) and mental health has fo-
cused on exploiting such user generated content in
order to automatically detect vulnerable users (Cop-
persmith et al., 2015; Shing et al., 2018; Zirikly

*Denotes equal contribution.
1https://www.apa.org/news/press/releases/2023/

11/psychological-impacts-collective-trauma
2https://europa.eu/eurobarometer/surveys/

detail/3032

et al., 2019) or monitor their well-being over time
(Tsakalidis et al., 2022b; Tseriotou et al., 2023).
However, in real-world scenarios, detection is only
part of the need: downstream evaluation and inter-
vention would be facilitated by an understanding
of why a user’s text led them to be flagged (Ophir
et al., 2022).

Large language models (LLMs) (Brown et al.,
2020; Sanh et al., 2022; Chowdhery et al., 2022;
Touvron et al., 2023) are currently dominating
the field of NLP. Work at the intersection of
NLP and mental health has leveraged such mod-
els for classification (Amin et al., 2023), data
augmentation (Liyanage et al., 2023) or reason-
ing (Xu et al., 2023), among others. Recent re-
search explores the language understanding and
mental health reasoning capabilities of LLMs us-
ing instruction fine-tuning and Chain-of-Thought
prompting (CoT) (Yang et al., 2023; Xu et al.,
2023). Instead of direct phrase extraction, LLMs
are instructed to provide step-by-step reasoning,
leveraging inherent knowledge to generate human-
like language (Xu et al., 2023). Such approaches
pose the risk of incorrect predictions and flawed
reasoning, especially in complex conversations (Li
et al., 2023).

This year’s CLPsych Shared Task focused on
leveraging open source LLMs for the purpose of
finding evidence in online posts that supports the
level of suicidal risk of their author. In particular,
we define two sub-tasks (thereafter ‘tasks’) on the
basis of (a) highlighting and (b) summarising such
supporting evidence. Working with the UMD Red-
dit Suicidality dataset (Shing et al., 2018; Zirikly
et al., 2019), we present the process of defining the
task (Section 3), selecting and annotating a subset
of 125 Reddit users (Section 4), introducing our
evaluation metrics (Section 5) and summarising the
approaches and the best-performing system of each
team (Section 7).

In this overview paper we make the following
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contributions:

• we introduce two novel tasks on identifying
evidence that supports the suicidal risk level
of a particular user;

• we describe the annotation process;

• we provide an overview of the approaches
followed by the participating teams, our evalu-
ation approach and an overview of the results.

2 Related Work

2.1 NLP and Mental Health
Related work during the last decade has been pri-
marily focusing on classifying documents (Sawh-
ney et al., 2022a) or users, with the latter being
performed at a static (Coppersmith et al., 2015;
Shing et al., 2018; Zirikly et al., 2019; Sawhney
et al., 2022b) (e.g., suicide level of an individual)
or a longitudinal basis (Tsakalidis et al., 2022b,a;
Hills et al., 2023). Recent work has started paying
attention to more fine-grained analysis with respect
to mental health as well as explaining model predic-
tions. The 2023 eRisk Task 1 focused on ranking
of sentences based on their relevance to depres-
sive symptoms (Parapar et al., 2023). Nguyen et al.
(2022) proposed a spectrum of BERT-based meth-
ods for depression detection that are constrained by
the presence of PHQ-9 symptoms for improved
generalizability and interpretability of the mod-
els. Nemesure et al. (2021) used SHAP values
(Lundberg and Lee, 2017) to explain predictions
for generalized anxiety and major depressive disor-
der prediction models. Zirikly and Dredze (2022)
used the PHQ-9 questions as auxiliary tasks to pro-
vide explanations for a depression detection model
using LIME (Ribeiro et al., 2016) and measured
performance on a manually annotated sample of
highlighted text spans. Garg (2024) also annotated
a dataset with highlighted text spans over several
‘wellness’ dimensions. In this year’s Shared Task
we also highlight text spans of online posts, which
serve as evidence for an online user’s suicide risk
level, and we further accompany this with a sum-
marisation of such evidence found at the user level.
The task then sets out to explore to what extent
such text spans and summaries can be obtained by
leveraging open source LLMs.

2.2 LLMs for evidence extraction
The use of Large Language Models (LLMs) in ev-
idence extraction is an ongoing area of research

and discussion. LLMs have shown promise in
retrieving supporting evidence for generated re-
sponses and in self-detecting hallucinations within
them (Huo et al., 2023). In the context of medi-
cal evidence, domain-agnostic LLMs, like GPT-3,
have been found to be potentially precise at zero-
and few-shot information extraction from clini-
cal unstructured texts (Agrawal et al., 2022), yet
prone to inconsistent generated summaries, raising
concerns about potential harm due to misinforma-
tion (Tang et al., 2023). In NLP for mental health,
existing work has predominantly explored the ca-
pabilities of LLMs to predict critical mental states
(e.g., stress and depression) or high-risk actions
(suicide) by forcing LLaMA-2 or GPT3 to act as
an expert in a zero- or few-shot setting (Lamich-
hane, 2023; Amin et al., 2023; Yang et al., 2023).
Other work has systematically explored the mental
health reasoning capabilities of various LLMs in
an instruction fine-tuning setting, employing CoT
prompting to elucidate the reasoning behind their
predictions (Yang et al., 2023; Xu et al., 2023).
However, these approaches do not directly extract
precise phrases from the text. Instead, they in-
struct LLMs to provide step-by-step reasoning or
explanations for their output, leveraging inherent
knowledge and paraphrasing the text to generate
human-like natural language based on embedded
knowledge (Xu et al., 2023). This could result
not only in incorrect predictions but also in flawed
reasoning processes, particularly in more complex
conversation contexts (Li et al., 2023).

2.3 LLMs for Summarisation

LLMs have demonstrated promising summarisa-
tion performance across document types includ-
ing news articles (Goyal et al., 2022; Zhang et al.,
2023b) and instructional texts (Maynez et al.,
2023), and have shown significant improvements
in challenging areas such as meeting transcripts
(Laskar et al., 2023) and long narratives (Chang
et al., 2024). While most use simple prompts
(e.g. “Summarize the following article:”), prior
work on news (Wang et al., 2023) and social media
(Song et al., 2024) suggest that multi-step prompt-
ing strategies with prompt design informed by do-
main expertise can steer models to produce im-
proved information-rich summaries. Nonetheless,
how to effectively leverage the generative capabili-
ties of LLMs while ensuring outputs are grounded
in supporting evidence and consistent with expert
knowledge remains an ongoing research problem,
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especially in high stake applications such as mental
health.

3 Task Definition and Instructions

We define two tasks aimed at leveraging LLMs in
order to find evidence within text that has been
shared by particular online social media users
supporting their pre-assigned Suicide Risk Level
(‘Low’, ‘Moderate’ or ‘High’). The distinction be-
tween the two tasks is based on the way that this
evidence is expected to be provided.

Task A For our first task, participants were asked
to provide the evidence supporting the pre-defined
Suicide Risk Level of a user by highlighting rel-
evant phrases within the text posted by the user.
Each user could have multiple posts in the dataset;
Task A was defined at the post (document) level –
i.e., highlighting relevant phrases within each post
made by a particular user.

Task B Our second task required generating a
summary of evidence supporting a user’s assigned
risk level, across multiple posts made by the user.
As opposed to Task A, Task B was performed at
the user level – i.e., generating a single summary
per user. Summaries were limited to 300 tokens.

No ground truth data were provided to the teams,
except for a single example of a user with a pre-
assigned Suicide Risk Level for whom we shared
the expected highlights (Task A) and summary
(Task B), as annotated by our experts (see Sec-
tion 4.2). Compared to the latest CLPsych Shared
Tasks, where the expected outputs were a class la-
bel either at the user level (Zirikly et al., 2019) or on
a longitudinal basis (Tsakalidis et al., 2022a), this
year’s edition was considerably more open-ended.
We therefore provided a list of ‘aspects to consider’
to the teams, which were compiled on the basis of
our internal annotation instructions. These aspects,
which were based on literature on suicidal risk (see
Section 4.2), included, but were not limited to, the
following:

• Emotions: How does the individual feel?
From feeling sad to experiencing unbearable
psychological pain, the self-disclosed emo-
tions of the user could play an important role
in the risk level assigned to the individual.

• Cognitions: What are the individual’s
thoughts and perceptions about suicide? For
example, what is the level and frequency of

suicidal thoughts? Does the individual in-
tend to self-harm/suicide? Does the individual
have a plan about it?

• Behaviour and Motivation: What are the
individual’s acts or behavior related to sui-
cide? For example, do they have access to
means and a concrete plan? What is the user’s
ability to handle difficult/stressful situations
(‘behaviour’)? What is the motivation behind
their wish to be dead?

• Interpersonal and social support: Does the
individual have social support/stable relation-
ships? How does the individual feel towards
significant others?

• Mental health-related issues: Consider psy-
chiatric diagnoses associated with suicide
such as schizophrenia, bipolar/anxiety/eating
disorder, previous self-harm/suicidal attempts
and others.

• Context/additional risk factors: For ex-
ample, socioeconomic and demographic fac-
tors, exposure to suicide behaviour by others,
chronic medical condition, ...

Each team was allowed to provide (up to) three
submissions for each task. Additional submissions
were also allowed in order to facilitate ablation
and further analysis by the teams, but were not
included in our official results presented in this
overview paper. Upon receiving the submissions,
we returned the results based on our evaluation
metrics (see Section 5) on a test set of 125 users
(see Section 4).

4 Data and Annotation

4.1 Data

We use a subset of the The University of Mary-
land (UMD) Reddit Suicidality Dataset, Version 2
(Shing et al., 2018; Zirikly et al., 2019) for both
tasks. The dataset contains posts made by a larger
number of Reddit users.3 The data was previously
annotated at the user level with respect to level of
suicide risk (‘No’, ‘Low’, ‘Moderate’ or ‘Severe’
risk labels), where the main difference between
Moderate and Severe is that the latter indicates im-
minent or crisis-level risk. This annotation was
performed in two ways (by (a) crowdsourcing and

3https://www.reddit.com/

179

https://www.reddit.com/


TITLE: No one will hear from me again after this.  

BODY: I tried again. Just like last month I broke and started
taking as many pills as I could. No matter what I do I can't bring
myself to try anymore, I'm just always in pain or feel sick and it's
stressful, it's like being trapped in a room caught on fire and
there's no way out but the window, every day I pray the Lord will
take me and end my miserable life and tonight it's the window or
nothing for me, it's the only way. 

Risk Level: High Gold-standard  
Evidence Summary 

This individual describes a recent
suicide attempt. They have a
clear intent to die and a specific
plan for suicide. They express
hopelessness, a sense of feeling
trapped, and believe suicide to
be the only solution.

summarized_evidence: Based on
the text excerpt, there is a
high risk of suicide for this
individual. The statement \"No
one will hear from me again\"
suggests a sense of hopelessness
and despair, which are common
indicators of emotional distress
and suicidal ideation. ...

highlights: ["No one will hear
from me again after this.",
"taking as many pills as I
could" ... ]

Participant Submission

Figure 1: Example posts, gold evidence spans and summary, and corresponding submission data. Texts have
been paraphrased for privacy. Participants are provided with posts and user-level risk labels, then asked to predict
supporting evidence spans (Task A) and synthesise summaries (Task B). Each user can have multiple posts.

(b) experts, where the experts annotated a subset of
the users) and it involved an annotator reading all of
the posts that a user had made in the r/SuicideWatch
subreddit in order to make a labelling decision for
that particular user.

The inter-annotator agreement was higher
amongst the expert annotators (Shing et al., 2018);
we therefore ignored the crowdsourced annotations
for this Shared Task and focused strictly on the
245 users annotated by the experts. Since our task
involves finding evidence about the suicide risk
level of a particular user, we only kept the ‘Low’,
‘Moderate’ and ‘Severe’ classes (209 users) and
ignored the ‘No risk’ category. Also, since the orig-
inal annotation was performed on the basis of the
r/SuicideWatch posts only, we further focused ex-
plicitly on those 332 posts made by the 209 users.
Lastly, we selected 125/209 users (162/332 posts)
to be annotated by our annotators (see Section 4.2)
and serve as our ground truth during the evaluation
stage of the Shared Task. This final selection was
based on (a) filtering out any users whose posts
were very short, (b) ignoring users with more than
3 posts in r/SuicideWatch to accommodate faster
annotation (i.e., prioritising more users instead of
more posts in our evaluation data) and (c) prioritis-
ing the inclusion of ‘Severe’, followed by ‘Moder-
ate’ risk users. In the end, 93 users had only one
post, 27 users had two posts and five users had
three posts. Table 1 shows the overall numbers
of users and posts in r/SuicideWatch that were se-
lected for annotation purposes (and therefore, our
gold standard during evaluation), as described next.

4.2 Annotation
The annotators were two graduate students (fluent
English speakers) in a clinical psychology training
program at Bar-Ilan University. Their task was
to read the posts of each user on r/SuicideWatch,

No Low Moderate Severe Total
Original (users) 36 50 115 44 245
Annotated (users) – 13 74 38 125
Original (posts) 45 77 162 93 377
Annotated (posts) – 17 91 54 162

Table 1: Summary of the data that was annotated in this
Shared Task and used as our ground truth, compared to
the original UMD Reddit Suicidality Dataset.

and highlight text spans as evidence supporting the
suicide risk level previously assigned by experts
in Shing et al. (2018). Next, they were asked to
synthesize the textual evidence and related clinical
observations in a short summary.

Annotators were provided with detailed guide-
lines and expert annotated examples. The guide-
lines for the annotations were based on the clinical
literature about suicidal risk (Posner et al., 2011;
Turecki et al., 2019; Rogers et al., 2023) and their
main aspects are provided as a list in Section 4.1.
We conducted two rounds of training supervised by
a senior clinical psychology expert. In each round,
annotators labelled posts independently. We man-
ually checked the agreement on these posts, then
addressed areas of disagreement and clarified task
guidelines in training meetings. Next, the team
was asked to refine their existing annotations and
work on new ones. We repeated this process until
satisfactory agreement levels were obtained upon
manual inspection, where the most important key
phrases were captured by both annotators, and the
summarised evidences were mutually consistent.
Out of the 125 posts, 13 were labeled twice by both
annotators. The final pairwise relaxed F1 (Hripcsak
and Rothschild, 2005; Deléger et al., 2012) over ev-
idence spans from these doubly annotated instances
is .96.
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5 Evaluation Metrics

5.1 Task A
The main metric we consider is the recall of ev-
idence spans. For a given user, given predicted
evidence spans E and gold evidence spans H , we
average the maximum recall-oriented BERTScore
(Zhang et al., 2020):

Recall =
1

|E|
∑

e∈E
max
h∈H

RBERT(e, h)

To provide a more holistic view of evidence
identification performance, we compute precision
by averaging the maximum precision-oriented
BERTScore for each predicted evidence span e ∈
E against each gold evidence span h ∈ H:

Precision =
1

|H|
∑

h∈H
max
e∈E

PBERT(e, h)

We also report a weighted version of recall,
which is sensitive to predicted evidence lengths
relative to gold evidence lengths. For a given
user with gold evidence spans of cumulative token
count ngold and predicted spans with cumulative
token count npred, if the predicted evidence spans
are longer than the gold-standard ones, we apply
weight w to the user-level recall:

w =

{
ngold
npred

if npred > ngold

1 otherwise

Finally, we report F1, the harmonic mean
between precision and unweighted recall,
2×Precision×Recall

Precision+Recall .

5.2 Task B
Following prior work in general domain (Maynez
et al., 2020) and mental health summarisation
(Song et al., 2024), we leverage predictions from
a natural language inference (NLI) model (Laurer
et al., 2024) for summary evaluation.4 We consider
consistency to be the absence of contradiction. For
each sentence in a submitted summary s ∈ S, we
use the NLI model to compute its mean probability
of contradicting each sentence in the correspond-
ing gold-standard evidence summary g ∈ G, taking
the gold sentence as premise and the submitted sen-
tence as hypothesis:

CS = 1
|S|·|G|

∑
s∈S

∑
g∈G (1− NLI(Contradict|g, s))

4https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli

To complement consistency, we also evaluate
summaries by their contradiction to expert sum-
maries. We expect there to be some natural con-
tradictory information in most summaries, since
summarised evidence can include both risk factors
and protective factors. We compute the contradic-
tion score by averaging the maximum contradiction
probability of a predicted sentence against gold
evidence summary sentences:

CT =
1

|S|
∑

s∈S
max
g∈G

NLI(Contradict|g, s).

6 Participating Process & Teams

6.1 Registration Process

The registration process included (a) a team mem-
ber initialising the process by filling an online form
as the team representative, (b) reading and signing
a data sharing agreement and (c) receiving instruc-
tions on how to download the data in a password
protected zip folder. Each team member would
also sign up for their team upon completing an in-
dividual registration form. The (b) data sharing
agreement (among others) prohibited transferring
any part of the data to third party providers in order
to use their LLMs.

6.2 Participating Teams

Overall 23 teams (75 members) registered for the
task. Members of four teams mentioned that they
had participated in a previous CLPsych Shared
Task, whereas members of three teams stated that
they had previous experience with the UMD Suici-
dality Dataset. 15 out of 23 teams submitted their
outputs for either of the two tasks – a percentage
of 65% compared to 60% for Shared Task 2022
(Tsakalidis et al., 2022a) – and 13 teams submitted
a paper at the end of the Shared Task (see Table 2).

7 Results

7.1 Overview

Task A The results are summarised in Table 3.
The highest evidence recall comes from sys-
tems employing different approaches, including
relying on smaller expert models for sentence-
level predictions (SophiaADS), CoT prompting
(UoS NLP), and prompting then post-processing
(UniBuc Archeology). To improve precision and
reduce incorrect outputs (e.g., hallucinations and
unintended text normalisation where LLM corrects
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#Submissions
Team Name #Members Task A Task B Paper submitted
CSIRO 6 3 – ✓
DONUTS Colaboratory 6 2 2
INF@UoS 2 1 1 ✓
ISM 2 3 3 ✓
LAMA 3 3 3 ✓
MHNLP 1 1 1
SBC 1 3 3 ✓
SCALAR-NITK 3 1 1 ✓
SKKU-DSAIL 5 3 3 ✓
sophiaADS 3 3 3 ✓
SWELL 11 3 3 ✓
UniBuc Archaeology 3 3 3 ✓
UoS NLP 4 3 3 ✓
UZH_CLyp 2 1 1 ✓
Xinhai 3 3 3 ✓
Total (sum) 55 36 33 13/15

Table 2: Summary of the team information and submis-
sions for the CLPsych Shared Task 2024.

typos in noisy user text), most teams applied post-
processing procedures to align predicted spans to
the original text, and some employed formal gram-
mars to constrain model outputs (CSIRO, SBC).

Task B Submissions that achieved the highest
consistency scores commonly incorporated domain
knowledge, such as using expert models to re-
trieve emotionally charged text before summaris-
ing (UZH_CLyp), designing detailed instructions
around the Shared Task guidelines (SBC, SWELL),
and summarising evidence spans that were ex-
tracted based on psychology theory, e.g. Joiner’s
Interpersonal Theory of Suicide (SWELL). While
there was no definitively superior LLM, top per-
forming submissions on this task used Mistral
(Jiang et al., 2023) and its derivative Openhermes5,
as well as LLaMA-2 (Touvron et al., 2023) and
its mental health oriented derivative MentaLLaMA
(Yang et al., 2023).

LLM Characteristics and Resources. As per
the data use agreement, participants were forbidden
from using Cloud APIs, relying on private and self-
hosted instances. Figure 2 outlines the employed
models. All submissions used instruction-tuned
LLMs. The majority of submissions used models
that are 7B or smaller (52%), the rest includes 13B
and 8x7B mixture-of-expert models (35%) and 70B
models (13%). Models were typically deployed
with quantization, in some cases using libraries
such as llama.cpp to run on consumer hardware.6

5https://huggingface.co/teknium/
OpenHermes-2-Mistral-7B

6https://github.com/ggerganov/llama.cpp
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llama-2-13b-chat
llama-2-7b-chat
tulu-70b-dpo
orca-2-7b
mentallama-13b-chat
mentallama-7b-chat
mistral-7b-instruct
mixtral7bx8
openhermes-7b
starling-7b

Figure 2: LLMs used in official submissions, grouped
by model family and lineage.

7.2 Individual Team Submissions

UoS_NLP Singh et al. (2024) explored prompt-
ing strategies with Mixtral7bx8 (Jiang et al., 2024),
a LLM with the same high-level architecture as
Mistral (Jiang et al., 2023) but utilising mixture-of-
experts layers, and Tulu-2-DPO-70B (Ivison et al.,
2023), LLaMA-2 further instruction finetuned us-
ing direct preference optimisation (Rafailov et al.,
2023). Their best performing evidence extraction
approach involved few-shot CoT prompting Tulu,
choosing exemplars by embedding posts with so-
cial media fine-tuned RoBERTA (Barbieri et al.,
2020) then applying k-means clustering and man-
ually selecting representative examples. For evi-
dence summarisation, their best approach involved
zero-shot instruction prompting Mixtral with ad-
ditional meta-information, i.e. inferred emotion,
inferred sentiment, and suicide risk label.

SCALAR-NITK Koushik et al. (2024) used at-
tention weights from hierarchical attention net-
works (Yang et al., 2016) to extract evidence
spans. For evidence summarisation, they zero-shot
prompted LLaMA-2-7B-chat, providing the con-
tent of the user’s post(s) concatenated with their
extracted evidence spans as input.

LAMA Alhamed et al. (2024) used LLaMA-7B-
chat with instruction prompting. For evidence ex-
traction, they zero-shot prompted the LLM and
combined the outputs with keywords extracted us-
ing a suicide lexicon (Alhamed et al., 2022) as well
as manually curated depression-related keywords.
Evidence summaries were separately obtained by
first prompting to provide explanations of the indi-
vidual’s suicide risk level then synthesising them.
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Task A: Evidence Extraction Task B: Evidence Summarisation

Team Hybrid Recall Precision Weighted Recall Harmonic Mean Hybrid Mean Consistency Max Contradiction
SophiaADS ✓ .944 .906 .489 .924 ✓ .944 .175
UoS NLP ✓ .943 .916 .527 .929 .966 .107
UniBuc Archaeology .939 .890 .390 .914 .973 .081
ISM ✓ .935 .911 .564 .923 ✓ .961 .125
SKKU-DSAIL ✓ .922 .912 .549 .917 .970 .096
CSIRO .919 .917 .701 .917 – –
SWELL ✓ .915 .892 .542 .903 ✓ .973 .081
UZH_CLyp .910 .916 .742 .913 ✓ .979 .064
MHNLP ✓ .910 .888 .197 .909 .873 .204
SBC .907 .912 .738 .909 .976 .079
Xinhai .887 .906 .617 .911 .958 .126
SCALAR-NITK ✓ .886 .893 .784 .889 .901 .233
DONUTS Colaboratory .872 .900 .626 .907 .942 .159
INF@UoS ✓ .850 .893 .630 .896 ✓ .934 .165
LAMA ✓ .577 .899 .513 .888 .964 .060

Table 3: Evaluation scores for Task A, by selecting the top-performing submission of each team on the basis of
Recall. The associated Task B evaluation scores are shown on the right. ‘Hybrid’ denotes that the shown submission
incorporated non-LLM techniques, including using inputs derived via non-LLM methods, and excluding standard
post-processing. For details and methods explored in other submissions, please refer to Section 7.2.

Team Mean Consistency Max Contradiction
UZH_CLyp .979 .064
UoS NLP .977 .079
SBC .977 .083
SKKU-DSAIL .973 .086
SWELL .973 .081
UniBuc Archaeology .973 .081
LAMA .964 .060
ISM .961 .125
Xinhai .959 .121
SophiaADS .944 .175
DONUTS Colaboratory .942 .159
INF@UoS .934 .165
SCALAR-NITK .901 .233
MHNLP .873 .204

Table 4: Evaluation scores for Task B, by selecting the
top-performing submission of each team on the basis of
Mean Consistency.

Xinhai Zhu et al. (2024) used instruction prompt-
ing on a version of the open-source ChatGLM-3-
6B (Du et al., 2022) model adapted to healthcare
data. They revised their prompt using GPT-4. For
evidence span extraction, they ensured LLM pre-
dictions obtained from instruction prompting were
text spans directly present in the input texts using
regular expressions and aligning phrases by their
semantic similarity.

SophiaADS Tanaka and Fukazawa (2024) pro-
posed a hybrid solution comprising task-specific
models, handcrafted rules, and MentaLLaMA-chat-
7b. For evidence extraction, they first picked sen-
tences corresponding to high probabilities of sui-
cide risk, as predicted by a bert-base-uncased clas-
sifier (Devlin et al., 2019). The latter was fine-
tuned on a binary sentence-level suicide ideation

dataset heuristically developed from the Shared
Task data. In cases of insufficient evidence, they
added the most negative sentences as predicted
by a Tweet sentiment classifier (Barbieri et al.,
2020), and supplemented with predictions from
instruction-prompting MentaLLaMA as necessary.
To summarise evidence, the team combined LLM
summaries with rules that produce descriptions of
risk level, posting behaviour, and several mental
health related risk factors.

ISM Tran and Matsui (2024) leveraged Mixtral-
8-7B-Instruct (Jiang et al., 2024) in two distinct
stages: a) knowledge self-extraction and b) output
refinement. During the knowledge self-extraction
phase, participants provided users’ posts along with
the associated risk levels, prompting the model to
address the task. The resulting output comprises a
set of generated highlights, summaries, and iden-
tifications of suicide risks. Next, they selected the
most optimal generated outputs aligned with the
risk level to enrich the model’s knowledge in stage
2, creating an enhanced and knowledge-rich rep-
resentation (i.e., concatenation of the best knowl-
edge responses). In the final step, the model under-
went an iterative refinement process, continuously
prompting for adjustments to the newly generated
summaries and highlights until no further changes
were observed.

CSIRO Chen et al. (2024) introduced instruc-
tive prompting for a range of psychological and
socioeconomic factors to extract evidence aligned
with users’ suicidal risk from LLaMA-2-70b-chat
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in a zero-shot setting. They investigated prompt
engineering approaches across three different varia-
tions: a) A naive approach, instructing the model to
extract phrases as evidence supporting suicide risk,
thereby evaluating the inherent knowledge of the
model. b) They enhanced the input content with
a collection of psychological and socioeconomic
factors, namely factor-orientied instruction. c) Fi-
nally, they reformulated the risk levels provided by
annotators into a set of selected risk factors. The
model was then guided by rules to choose the most
appropriate prompt based on a user’s risk level.

SBC Blanco-Cuaresma (2024) investigated open-
source LLMs – OpenHermes, Orca2, Starling 7B
alpha – in a one-shot setting. They employed the
same crafted prompts, consisting in prefixed psy-
chological and social factors provided by the orga-
nizers, to extract evidence from users’ posts or to
summarize evidence associated with their risk level.
When extracting evidence, they utilized Backus-
Naur Form (BNF), which is a metasyntactic no-
tation for context-free grammars. This approach
ensured that the order of words in the generated out-
put matched the order of those in the users’ posts.

INF@UoS Preiss and Chen (2024) proposed a
two-stage pipeline to address span extraction and
summarization related to suicidal risk levels. In the
first stage, they fine-tuned a suicide risk classifier,
i.e., MentalRoBERTa (Ji et al., 2022). Additionally,
they employed Linguistic Inquiry and Word Count
(LIWC-22) to extract informative features from
the language, including desire for connection, cer-
tainty, negative tones, emotions, negative emotions,
sadness emotions, mental health behavior, persua-
siveness, and feelings. The additional extracted in-
formation was integrated with users’ posts to train
the classifier. Subsequently, SHAP was utilized
to identify crucial phrases from the input content
that contributed to the classifier’s decision. In stage
two, they prompted Mistral-7B-Instruct to generate
summaries across five diverse factors—emotion,
cognition, social support, mental health issues, and
conceptual risk—using the extracted phrases from
stage one.

SKKU-DSAIL For Task A, Jeon et al. (2024)
prompted MentaLLaMA by assigning it a ‘psy-
chiatrist’ identity and further providing it with (a)
an example (partially highlighted) post, (b) a list
of suicide-related words present in the post (Lee
et al., 2022), (c) the post under consideration and

(d) the suicide risk level of its author. For Task B,
they used a similar setting, followed by two meth-
ods (‘extract-then-generate’ (Zhang et al., 2023a),
integrating the highlighted phrases from Task A,
and SOLAR (Kim et al., 2023)) for tackling hal-
lucinations and inconsistencies in the generated
summaries.

UZH_CLyp Uluslu et al. (2024) provided
Mistral-7B-Instruct with the post and the author’s
label, asking it to extract the highlights for Task A
as a suicide prevention therapist expert. For Task
B, the levels of three emotions were calculated at
the post-level and the top-5 saddest posts were in-
cluded in the prompt (alongside the post, the user’s
risk level and the emotions) in order to generate
the summary. In their ablation analysis, the authors
showed that selecting the top-5 saddest posts had a
large (positive) impact on model performance.

SWELL For Task A, Varadarajan et al. (2024)
followed three approaches: (a) they constructed
‘suicidality archetypes’ on the basis of Joiner’s
IPTS (Joiner, 2007) in order to calculate their simi-
larity against the sentence embeddings of a given
post and extract the spans with the highest simi-
larity; (b) they fine-tuned separate LMs using data
from users with different suicidal risk levels and
calculated the difference in entropy between these
models for each sentence in a given post (Lahnala
et al., 2021); (c) they prompted LLaMA-2 to ex-
tract sentences signalling any of the three main
Joiner’s IPTS constructs. For Task B they prompted
LLaMA-2 in a few-shot setting, providing it with
highlights and asking it to generate a summary by
considering the six aspects present in Section 3.

UniBuc Archaeology Sandu et al. (2024) exper-
imented with ‘traditional’ NLP approaches and
LLMs: (a) for Task A, they used SHAP (Lundberg
and Lee, 2017) on the outputs of a logistic regres-
sion trained to split ‘No’ vs ‘Low/Moderate/High’
risk users on the basis of tfidf ngrams and per-
formed Task B as an extractive summarisation task;
(b) they prompted OpenHermes 2.5 based on Mis-
tral for extracting highlights and summarising the
evidence.

7.3 Performance by Risk Level

Figure 3 summarises performance on test users at
each risk level aggregated over all submissions. For
the complete table of performance per team, see
Table 3. While mean evidence recall values are
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relatively similar, for precision and metrics assess-
ing summary consistency the lower the risk level
the lower the average performance. This suggests
that linguistic cues for lower to moderate risk can
be subtler compared to those of higher risk levels,
and it may be more challenging to describe protec-
tive factors and the absence of risk factors. Future
approaches should aim to more fully capture the
nuances within the spectrum of suicide risk factors.

low moderate high
0.75

0.80

0.85

0.90

0.95

1.00
Evidence Precision

low moderate high

Evidence Recall

low moderate high
0.0

0.2

0.4

0.6

0.8

1.0
Summary Consistency

low moderate high

Summary Contradiction

Figure 3: Mean performance by user’s risk level. From
left to right: evidence precision, recall, summary consis-
tency, summary contradiction. Higher is better except
for summary contradiction.

8 Conclusion

This work presented the overview of the CLPsych
Shared Task 2024, focusing on leveraging open
source LLMs to find supporting textual evidence
for the suicide risk level of an online user, based on
their online posts. We defined two tasks for finding
such evidence – based on (a) text highlighting of
relevant spans at the post-level and (b) summaris-
ing the evidence at the user-level. We generated
a dataset of 125 social media users to facilitate
evaluation and introduced the associated evalua-
tion metrics for measuring system performance.
Lastly, we have summarised the approaches taken
by 13 teams and provided an overview of their re-
sults, their commonalities and novel aspects of their
work.

Limitations

As in the vast majority of prior work on leveraging
social media for user-level mental health assess-
ments, this year’s Shared Task involved users who
were classified with respect to their suicide risk
level on the basis of content they generated. This
implies that the annotation of their suicidality risk
level, as well as this Shared Task’s additional anno-
tations (see Section 4.2), have been made on the ba-
sis of self-report. Moreover, the present tasks were
conducted using social media posts made on a par-
ticular subreddit in the English language, by users

who willingly self-disclosed their thoughts and feel-
ings. Generalisation of the approaches presented
in this work to other contexts (e.g., in psychother-
apy sessions) remains an open question. Lastly, we
have examined the presence of evidence around
suicidality at the post-level; importantly longitu-
dinal linguistic cues that might be present in the
data cannot be captured by our annotations – and
therefore, by the approaches outlined in this work.

Ethics

This task explored the extent to which evidence
for suicidal risk from online posts can be obtained
by leveraging information inherent in open source
LLMs, and how this information can be further
summarised. However, the task cannot make any
claims about the potential evidence providing ex-
planations for suicidal risk and neither do the ag-
gregate summaries constitute such explanations.
The motivation behind the task was to explore the
possibilities for evidence extraction provided by
LLMs and the corresponding limitations. We hope
that this is a first step to research that can actually
make causal links between evidence and suicidality
and augment models with symbolic of inference
methods that can reveal reasoning processes.

The task also does not promote in any way the
notion that LLMs could provide evidence for diag-
nosis that would not involve a human. Any such
evidence would need to be reviewed by a human
expert and our intuition is that better models could
help augment the capacity of clinical experts by
providing information that would not otherwise be
available to them.

The UMD Reddit Suicidality Dataset was made
available for the shared task following a determi-
nation by the University of Maryland College Park
IRB that doing so was exempt from IRB review
according to U.S. federal regulations. All of the
data have been provided to the participants in an
anonymised fashion. An application form was re-
quired to be signed by each of the teams before
accessing the data, clarifying that only the listed
members could have access to the dataset and the
location where it would be hosted locally had to
be stated. Even though we are using publicly avail-
able data from Reddit, we prohibited the use of
any third-party LLMs that would require sending
(part of) the data in the provider’s servers, as to
protect the suicide risk label of each user in the
UMD Reddit Suicidality Dataset.
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Abstract

This paper presents our approach to the
CLPsych 2024 shared task: utilizing large
language models (LLMs) for finding support-
ing evidence about an individual’s suicide risk
level in Reddit posts. Our framework is con-
structed around an LLM with knowledge self-
generation and output refinement. The knowl-
edge self-generation process produces task-
related knowledge which is generated by the
LLM and leads to accurate risk predictions.
The output refinement process, later, with the
selected best set of LLM-generated knowledge,
refines the outputs by prompting the LLM re-
peatedly with different knowledge instances
interchangeably. We achieved highly competi-
tive results comparing to the top-performance
participants with our official recall of 93.5%,
recall–precision harmonic-mean of 92.3%, and
mean consistency of 96.1%.

1 Introduction

In the unprecedented rapid evolution of large lan-
guage models (LLMs), the ninth workshop on
Computational Linguistics and Clinical Psychol-
ogy (CLPsych 2024) introduced the shared task
of utilizing LLMs for finding supporting evidence
about an individual’s suicide risk level in Reddit
posts (Chim et al., 2024). It is evident that re-
cent work on LLMs suggest their potential applica-
tions on clinical tasks such as information extrac-
tion (Agrawal et al., 2022) and question answer-
ing (Singhal et al., 2023).

The CLPsych 2024 shared task uses the same
Reddit dataset as the CLPsych 2019 shared task
(Shing et al., 2018; Zirikly et al., 2019) which con-
sisted of Reddit posts and annotated users’ suicide
risk labels at 4 levels: no risk, low risk, moder-
ate risk, and high (severe) risk. The annotations
were performed by both experts and crowd-source
workers. The CLPsych 2024 shared task focuses
on the expert annotations of users and posts on the

subreddit ‘r/SuicideWatch’, where users are anno-
tated with risk labels at 3 levels: low risk, moderate
risk or high risk. From the user posts and annota-
tions, the task’s goal is to find supporting evidence
in the form of post highlights and a summarized
evidence given a user. It is important to note that
the ground-truth evidence is not available for the
task participants, so no direct optimization using
ground-truth evidence is possible.

Task Definition. Formally, given a user i who
was assessed with either low risk, moderate risk,
or high risk of committing suicide, a set of their
Reddit posts Vi, and their suicide risk assessment
Ai in 3 risk levels (low risk, moderate risk, high
risk), the goal is to identify the evidence supporting
the assessment Ai in the form of post highlights
and a summary: {Hi, Si}.

Overview of Our Approach. Our framework
is constructed around an LLM with knowledge
self-generation and output refinement. Inspired by
MedPrompt (Nori et al., 2023) where using LLM-
generated knowledge of solving a task as a part
of task prompting can help boost the performance
of such task, we ask the LLM to respond with its
knowledge of how to make suicide risk assessment
and find supporting evidence from social media
posts. The best set of LLM-generated knowledge
is selected based on the prediction accuracy. Now
we have output candidates from potential knowl-
edge leading to accurate predictions. We design
an output refinement process to aggregate and re-
fine the output candidates to obtain the final output.
In the refinement process, the LLM is prompted
with interchanging knowledge on the same input
repeatedly, so when finished, we obtained an output
with more agreement among different knowledge
instances. Similar to our idea of output refinement,
Madaan et al. (2023) proposed a self-refinement
process where the output is put back to the same
LLM, albeit the same conversation, to get feedback
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and refined output. Our approach, instead of going
in-depth with one conversation, collectively refines
the output under various input knowledge.

2 Method

2.1 Framework
Our framework is constructed around an LLM
and consists of two stages: 1) knowledge self-
generation, and 2) output refinement. In stage 1
- knowledge self-generation, we ask the LLM to
generate its knowledge of how to handle the task
and use the LLM’s generated responses as a part
of the inputs for finding evidence, i.e. extracting
highlights and generating summaries, and making
suicide risk predictions. We, then, find the best
set of the LLM’s generated knowledge responses
leading to accurate predictions. In stage 2 - output
refinement, with the best set of knowledge, outputs
are aggregated and refined by repeatedly prompt-
ing the LLM with each instance in the best set of
the generated knowledge until no further change is
observed. Our framework is illustrated in Figure 1.

Stage 1. We sample responses from the LLM to a
knowledge prompt with our pre-defined knowledge
generation instructions Ig asking for the LLM’s
understanding of the task:

K l = gLLM(Ig) (1)

and obtain a set of generated knowledge responses
to be used as knowledge inputs: {K l}.

For each user i, we prompt the LLM with knowl-
edge input K l, the user’s posts Vi, and our pre-
defined instructions Ih for extracting highlights Ĥ l

i ,
generating a summary Ŝl

i and making a risk-level
prediction Âl

i as following:

{Ĥ l
i , Ŝ

l
i, Â

l
i} = hLLM(K l, Vi, I

h) (2)

After that, for each user i, we select a subset of
knowledge inputs {K l} leading to top-k accurate
predictions with the following scoring:

scorei(K l) = (1Âl
i=Ai

+ ε)×
∑

j

1Âl
j=Aj

(3)

where ε is a very small positive number to avoid
zero-scoring. It means that given a user, the se-
lected knowledge inputs yield accurate predictions
for that specific user and overall high accuracy for
all users1.

1Tie-breaks are decided by the earlier time order.
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Figure 1: Our framework with and without using
ground-truth assessments, i.e. risk labels, in stage 2
prompts.
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Stage 2. Instead of the user posts Vi as in stage 1,
we input the extracted highlights and generated
summaries

⋃
l{Ĥ l

i , Ŝ
l
i} aggregated over all {K l}

selected in stage 1, and our pre-defined instruc-
tions If to select new highlights, generate a
new summary and make a new risk-level predic-
tion. The procedure is repeated with newly ex-
tracted/generated highlights/summaries as inputs
for further refinement as following:

{Ĥ l
i , Ŝ

l
i,Â

l
i}t
= fLLM(K l,

⋃

m

{Hm
i , Sm

i }t−1, I
f ) (4)

After each step t, we filter out knowledge inputs
with inaccurate predictions Âl

i ̸= Ai.
We also investigate an alternative procedure of

the refinement process. In addition to the highlights
and summaries, we input the ground-truth risk as-
sessment instead of predicting it as following:

{Ĥ l
i ,Ŝ

l
i}t
= f ′

LLM(K l,
⋃

m

{Ĥm
i , Ŝm

i }t−1, Ai, I
f ′
)

(5)

where our pre-defined instructions If
′

are for ad-
ditionally using ground-truth risk assessment to
select new highlights and generate a new summary.

We repeat the refinement process until⋃
m{Ĥm

i }t =
⋃

m{Ĥm
i }t−1 for a maximum

number of iterations T . Let τ ≤ T be the stopped
iteration, the final set of highlights is

⋃
m{Ĥm

i }τ ,
and the final summary is selected from the sum-
mary candidates {Ŝm

i }τ using TextRank (Mihalcea
and Tarau, 2004) with BERTScore-F1 (Zhang
et al., 2019) for measuring summary-pair similarity.
As the results, the final set of highlights can be seen
as a stable extraction across different knowledge
inputs, and the final summary can be seen as the
best summary over plausible summaries.

2.2 Experimental Settings
We used the LLM named Mixtral2 with the spe-
cific version Mixtral-8x7B-Instruct-v0.13 trained
to follow instructions. We used the original model
weights and didn’t further train the LLM. For ef-
ficient utilization of the LLM, we used the Hug-
gingface transformers library4 and loaded the LLM

2https://mistral.ai/news/mixtral-of-experts/
3https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-

v0.1
4https://huggingface.co/

with 4-bit quantization (Dettmers et al., 2023). The
temperature of the LLM is set to 1 for prompt-
ing knowledge (Equation 1) and is set to 0 for
finding evidence and making predictions (Equa-
tions 2, 4, and 5). We set top-k = 3 for stage 1.
For the final summary ranking in stage 2, we com-
puted BERTScore-F1 using roberta-large (Liu et al.,
2019).

In stage 1, to obtain the set of knowledge re-
sponses, we prompted the LLM with instructions
Ig as following:

1. “Suppose you are a mental health care pro-
fessional, describe in details steps to assess
suicide risk of a person by reading their public
posts on social media.”

2. “Response” from LLM, which describes ab-
stractly about professional suicide risk analy-
sis.

3. “According to that, what are the cues to look
for where the assessment is one of the 3 levels
of risk (low, moderate, and high). Explain the
cues for each of the level.”

4. “Response” from LLM to use as the generated
knowledge response.

In addition to the generated knowledge re-
sponses, we also use manual provided by the shared
task organizer, “aspects to consider” specifically,
as an instruction of the aspects to focus on during
finding evidence.

Other instructions are:

• Ih: “Firstly, do a step-by-step analysis of the
user posts. Secondly, give a list of extracted
text spans from the TITLE and the BODY,
which serve as evidence for your assessment.
Thirdly, give a summary of the evidence in
less than 100 words. Finally, give your assess-
ment in just one of the three options: low risk,
moderate risk, or high risk.”

• If : “Firstly, select all important highlights
linked to the suicide risk level. Secondly, in
less than 100 words, write a summary given
the selected highlights and the above summary
candidates. Finally, give your assessment in
just one of the three options: low risk, moder-
ate risk, or high risk. ”

• If
′
: “The mentioned user has been assessed

with a suicide risk level of {risk-level}. Firstly,
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select all important highlights linked to the
suicide risk level. Secondly, in less than 100
words, write a summary given the selected
highlights and the above summary candidates.”
Where {risk-level} is filled with the user’s
suicide risk level annotated.

For the final submission, we submitted 3 runs
with the following options:

• Run 1: Skipping the refinement process.
The highlights/summaries from stage 1 are
merged/ranked to obtain the final outputs.

• Run 2: Not using ground-truth risk labels as
input of the refinement process (Equation 4).

• Run 3: Using ground-truth risk labels as input
of the refinement process (Equation 5).

3 Results & Discussions

The results are obtained with the metrics briefly
described below.

• Highlights: recall, precision, and recall–
precision harmonic-mean. Recall weighted
by length-ratio of gold highlights vs. submit-
ted highlights is also reported.

• Summary: mean consistency and max con-
tradiction between submitted summary (hy-
pothesis) and gold summary (premise) using
a natural language inference model.

Please refer to the organizer’s paper (Chim et al.,
2024) for the details of the evaluation metrics.

As the official results shown in Table 1, we
achieved a recall of 0.935 (4th rank), a harmonic-
mean of 0.923 (3rd rank) and a mean consistency
of 0.961 (8th rank). The top results are pretty close
with the best recall of 0.944, the best harmonic-
mean of 0.929 and the best mean consistency of
0.979.

In stage 1, we acquired 320 knowledge re-
sponses, averaging 55.4% accuracy in risk predic-
tion, with a peak accuracy of 72.8%. An example
of the responses is shown in Appendix A.

In stage 2, we observed convergence with
stopped iteration τ not going over 5 and having
an average of 1.4 for run 2 and 1.9 for run 3.

The refinement process helps reduce the length
of extracted highlights from 53% to 32–33%,
which leads to a big improvement of weighted re-
call despite the cost of lower recall (Table 2). The

Team Name Rec HM MeC
CSIRO (baseline) .919 .917 -
DONUTS Colaboratory .872 .907 .942
INF@UoS .850 .896 .934
LAMA .577 .888 .964
MHNLP .910 .909 .873
SBC .907 .909 .976
SCALAR-NITK .886 .889 .901
SKKU-DSAIL .922 .917 .970
sophiaADS .944 .924 .944
SWELL .915 .903 .973
UniBuc Archaeology .939 .914 .973
UoS NLP .943 .929 .966
UZH_CLyp .910 .913 .979
Xinhai .887 .911 .958
ISM (Ours) .935 .923 .961
Our ranking 4 3 8

Table 1: Official results. Rec: recall, HM: recall–
precision harmonic-mean, MeC: mean consistency.

Run Rec Prec WR HM MeC MaC
1 .935 .911 .564 .923 .961 .125
2 .910 .918 .715 .913 .952 .145
3 .904 .917 .744 .910 .957 .127

Table 2: Our results for different runs. Rec: recall, Prec:
precision, WR: weighted recall, HM: recall–precision
harmonic-mean, MeC: mean consistency, MaC: maxi-
mum contradiction (lower is better).

process is, however, shown to reduce mean consis-
tency and increase max contradiction. The problem
could be because of the lack of context when using
only highlights to generate a summary.

Although we achieved high (>90%) recall, preci-
sion, and consistency in finding evidence, risk level
classification accuracy is at most 72.8%, a recog-
nizable discrepancy between finding evidence and
matching it with a correct risk level.

4 Conclusion

In the concept of the CLPsych 2024 shared task,
we have constructed a framework for extracting
evidence of suicide risk from Reddit posts with
knowledge-self generation and output refinement
using an LLM. We achieved competitive results
among the top participants. Our future work needs
to focus on improving output refinement, and tack-
ling consistency problems in matching supporting
evidence with risk prediction.
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Limitations

• No guarantee of adequate domain understand-
ing. Mixtral, the LLM used in this paper was
pre-trained on data extracted from the open
Web, which means the model is not guaran-
teed to be trained on high-quality professional
data needed to understand the domain data in
this task.

• No guarantee of a strong consistency between
finding evidence and making predictions. Our
framework relies on the prediction accuracy
measurement as a critical part of our evidence
finding mechanism. However, our framework
has no mechanism for checking the consis-
tency between the prediction and the evidence
found.
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A Self-Generated Knowledge Responses

Below is an illustration of knowledge responses in
stage 1. Potentially sensitive contents are omitted.

Sure, I’d be happy to explain the cues
to look for when assessing the level of
suicide risk (low, moderate, or high)
based on a social media post. Here are
some possible cues to look for at each
level:

1. Low Risk:
Cues to look for at this level may

include:
* Expressions of vague or fleeting

suicidal thoughts, such as "I feel [OMIT-
TED]" or "I don’t know [OMITTED]"

* Indirect references to suicide, such
as "I wish [OMITTED]" or "I’m tired
[OMITTED]"

* Ambivalent or inconsistent state-
ments about wanting to live or die.

* Statements that suggest a willing-
ness to seek help or talk to someone
about their feelings.

* A support system that is actively
engaged and responsive.

2. Moderate Risk:
Cues to look for at this level may

include:
* Specific plans or intentions to com-

mit suicide, such as "I’ve been thinking
[OMITTED]" or "I’ve been looking for
[OMITTED]"

* Preparations for suicide, such
as giving away prized possessions or
putting affairs in order.

* A history of previous suicide at-
tempts or self-harm.

* Access to means of suicide, such as
firearms or medications.

* A lack of social support or a sense
of isolation.

* Statements that suggest a belief
that there is no other way out or no
hope for the future.

3. High Risk:
Cues to look for at this level may

include:
* A specific and imminent plan to

commit suicide, such as "I have a [OMIT-
TED]" or "I’m going to [OMITTED]"

* Recent suicide attempts or self-harm
that required medical attention.

* Active suicidal ideation with a
sense of calm or determination.

* A lack of impulse control or a sense
of hopelessness or desperation.

* Substance abuse or intoxication
that increases the risk of impulsive or
dangerous behavior.

* A lack of social support or a sense
of burdensomeness on others.

It is important to note that these
cues are not exhaustive and may vary
depending on the individual and their
unique circumstances. If you are con-
cerned about an individual’s suicide
risk, it is important to involve trained

professionals in the assessment and
intervention process.

This knowledge response led to the best risk
prediction accuracy of 72.8%.

B Organizer Manual: Aspects to
Consider

In addition to the generated knowledge responses,
we also use manual provided by the shared task
organizer. Specifically, we input the contents of
“aspects to consider” to the LLM as an instruction
of what to focus on during finding supporting evi-
dence. A part of the “aspects to consider“ is:

1. Emotions: How does the individual
feel? ...

2. Cognitions: What are the individ-
ual’s thoughts and perceptions about
suicide? ...

3. Behaviour and Motivation: What are
the individual’s acts or behavior
related to suicide? ...

4. Interpersonal and social support:
Does the individual have social
support/stable relationships? ...

5. Metal health-related issues: Con-
sider psychiatric diagnoses associ-
ated with suicide ...

6. Context/additional risk factors:
... socioeconomic and demographic
factors ...
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Abstract

Monitoring and predicting the expression of
suicidal risk in individuals’ social media posts
is a central focus in clinical NLP. Yet, existing
approaches frequently lack a crucial explain-
ability component necessary for extracting evi-
dence related to an individual’s mental health
state. We describe the CSIRO Data61 team’s
evidence extraction system submitted to the
CLPsych 2024 shared task. The task aims to
investigate the zero-shot capabilities of open-
source LLM in extracting evidence regarding
an individual’s assigned suicide risk level from
social media discourse. The results are assessed
against ground truth evidence annotated by psy-
chological experts, with an achieved recall-
oriented BERTScore of 0.919. Our findings
suggest that LLMs showcase strong feasibil-
ity in the extraction of information supporting
the evaluation of suicidal risk in social media
discourse. Opportunities for refinement exist,
notably in crafting concise and effective instruc-
tions to guide the extraction process.

1 Introduction

The intersection between NLP and mental health
research has provided valuable insights, uncov-
ering the diagnostic potential inherent in lan-
guage (Agrawal et al., 2022; Singhal et al., 2023).
Previous research has primarily concentrated on
static classifications of individuals’ social media
posts, with studies, for example, focusing on pre-
dicting the level of suicide risk within social media
posts (O’dea et al., 2015; Shing et al., 2018; Zirikly
et al., 2019) and tracking changes in emotion over
time (Paris et al., 2015; Larsen et al., 2015; Tsaka-
lidis et al., 2022b,a). Despite these advancements,
the increasing reliance on computational models
in mental health assessments unveils a prominent
gap — the lack of an essential explainability com-
ponent. This absence is critical for the nuanced
extraction of evidence that explains an individual’s

mental health state. This deficiency assumes signifi-
cance in supporting practitioners’ decision-making
as they navigate the intricacies of mental health
diagnostics.

In response to this problem, a shared task is
organised as part of the CLPsych 2024 work-
shop (Chim et al., 2024). In our participation, we
investigate the application of an open-source Large
Language Model (LLM), namely Llama-2 (Tou-
vron et al., 2023) within a zero-shot learning frame-
work. The principal objective is to systematically
extract text spans that can be treated as evidence
of an individual’s assigned suicide risk level from
their social media posts. Beyond the mere eval-
uation of LLM viability, we assume a proactive
stance, aiming to formulate instructive prompts
that guide the model in extracting accurate and se-
mantically rich evidence. We use a sub-sample
of the University of Maryland Reddit Suicidality
Dataset, Version 2, which includes 125 randomly
selected Reddit users and their r/SuicideWatch
posts (Shing et al., 2018; Zirikly et al., 2019), pro-
vided by the task organisers. The suicide risk levels
of these users are annotated by psychologists.

The robustness and validity of our findings are
ensured through evaluation against ground truth
evidence annotated by domain experts, employing
BERTScore (Zhang et al., 2020). Overall, we found
instructing LLM with factor-oriented and risk-level-
specific prompts achieved the best recall-oriented
BERTScore of 0.919 among our experimented ap-
proaches.

2 Dataset

A sub-sample of 125 users and their posts on the
r/SuicideWatch subreddit was selected from the
University of Maryland Reddit Suicidality Dataset
(UMD Subset) (Shing et al., 2018; Zirikly et al.,
2019). Each user in the subset creates 1.3 posts on
average, with a maximum of three posts.
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Psychology experts conducted annotations of the
suicidal risk level for each user, classifying them
as low, moderate, or high (or severe) risk through a
comprehensive review of all posts associated with a
particular user. Note that the risk level annotation is
performed at the user level rather than the post level.
Specifically, each user receives an annotation based
on the highest risk level expressed throughout their
entire collection of posts. To provide clarity, in
instances where a user conveys high-risk suicidal
thoughts in an initial post followed by expressing
low risk in a subsequent post, the user’s annotation
reflects the highest risk level.

We utilise the provided UMD Subset, consisting
of 125 users, to investigate the application of LLMs
for evidence extraction using zero-shot learning.
For development, we randomly select nine users
from the broader UMD dataset, where the suicide
risk levels are annotated through crowd-sourcing,
focusing on posts from r/SuicideWatch. This
ensures their distinction from the 125 users in the
provided UMD Subset.

3 Method

We design three approaches: (1) a baseline, (2)
a factor-oriented, and (3) a risk level & factor-
oriented approach. Each method varies in the de-
sign of the prompt in the zero-shot learning setting.

Baseline

The baseline employs a basic prompt (Listing 1) to
instruct the LLM in extracting evidence supporting
the annotation of a specific user’s expression of
suicidal thoughts. It is important to note that we
do not explicitly indicate the risk level associated
with users in specific posts. Two special linguistic
markers are utilised in the pre-training stage of
Llama-2 (Touvron et al., 2023). These linguistic
markers, [INST] and <<SYS>>, are added during
zero-shot learning to indicate the structure of the
prompt. The [INST] token marks the boundary of
the prompt instruction, while the <<SYS>> token
marks the boundary of the system message used
for setting the context for LLM.

Listing 1: Basic Prompt Template
[ INST ] <<SYS>> Here i s a p o s t c o n t a i n i n g

s u i c i d a l i d e a t i o n : { { p o s t c o n t e n t }} < </
SYS>> E x t r a c t p h r a s e s as e v i d e n c e t h a t
s u p p o r t t h e s u i c i d e r i s k [ / INST ]

Factor-oriented Instruction

The factor-oriented approach depends on more in-
structive prompts, carefully designed with instruc-
tions that explicitly address the consideration of
diverse psychological and socioeconomic factors
when evaluating the risks of suicide. A study
(Corbitt-Hall et al., 2016; Jones et al., 2003) indi-
cates that humans tend to classify a post as having a
high level of risk if it includes explicit expressions
of self-harm, prolonged severe depression, and a
lack of support from family or friends. Conversely,
a user is less likely to have suicide risk if the post
minimally contains overly dramatic complaints. A
set of risk factors formed the foundation for creat-
ing these guidelines. We synthesised our compila-
tion of risk factors and crafted prompts to instruct
the LLM in extracting evidence related to specific
factors. Table 1 shows the synthesised factors and
their indication of suicide risk. Subsequently, We
crafted a factor-oriented prompt (Listing 2) instruct-
ing the LLM in extracting evidence that supports
each risk factor.

Listing 2: Factor-oriented Prompt Template
[ INST ] <<SYS>> Here i s a p o s t w r i t t e n

by an i n d i v i d u a l : {{ p o s t c o n t e n t
}} < </SYS>> E x t r a c t p h r a s e s i f
t h e y c o v e r s any of t h e f o l l o w i n g
a s p e c t s :

1 . s i g n s o f f e a r , anger , o r s a d n e s s
2 . e x p r e s s i o n o f t h o u g h t s o r

i n t e n t i o n i n s e l f −harm or s u i c i d e
3 . e x p r e s s i o n o f d i f f i c u l t i e s i n

h a n d l i n g s t r e s s
4 . e x p r e s s i o n o f l a c k i n g s u p p o r t o r

c o n n e c t i o n from f a m i l i e s o r
f r i e n d s

5 . d i a g n o s i s o f c h r o n i c p s y c h i a t r i c
d i s e a s e , such as s c h i z o p h r e n i a ,
b i p o l a r , a n x i e t y , e a t i n g
d i s o r d e r

6 . s i g n s o f s e e k i n g p u b l i c a t t e n t i o n
[ / INST ]

Risk Level & Factor-oriented Instruction

Identifying evidence specific to various risk levels
might present a challenge for LLMs. Hence, in the
design of the baseline and factor-oriented approach,
we did not explicitly specify the risk level associ-
ated with users in certain posts. Consequently, any
text spans, irrespective of the expression of the risk
level, will be extracted as evidence. To address this
limitation, we propose a new approach that focuses
on extracting evidence directly aligned with anno-
tated risk levels in users’ posts, providing a concise
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Risk factors Explanation

Emotion Individual’s emotional state,
encompassing feelings such as
fear, anger, or intense psycho-
logical distress.

Cognition Individual’s expression of the
intention, the severity, and the
frequency of self-harm or sui-
cide thoughts.

Behavior Individuals access to means or
proposal of concrete plans to
commit suicide

Motivation The triggering events of indi-
vidual’s suicidal thoughts

Support The unstable relationship and
lack of support

Mental The psychiatric diagnosis as-
sociated suicide risk, such as
schizophrenia, bipolar, severe
anxiety, or eating disorder

Environment Exposure to suicide behaviour
by others

Table 1: A collection of risk factors referred for the
design of instructive factor-oriented prompt.

perspective for practitioners. To achieve this, we de-
veloped three prompt variations to guide the LLM.
Specifically, our instruction emphasises extracting
evidence indicative of acute situations that demand
immediate interventions for users annotated with
high risk. We incorporated selected risk factors
to formulate risk level & factor-oriented prompts.
For the formulation of risk factors, we referred to a
previous study (Corbitt-Hall et al., 2016), in which
researchers engaged college students in identifying
socio-economic factors linked to various levels of
suicide risk.

Additionally, we established rules for choosing
one of the three prompts based on the associated
risk level. To illustrate the distinctions in prompt
design for guiding evidence extraction concerning
low and high risk, we present the covered risk fac-
tors in Listing 3.

Post-processing

We employ a set of Backus-Naur form grammars
(Listing 4), which is the standard mechanism, to

Listing 3: Risk level & Factor-oriented Prompt Tem-
plate

# low r i s k :
E x t r a c t p h r a s e s i f t h e y c o v e r one o r more o f t h e

f o l l o w i n g a s p e c t s :
1 . e x p r e s s i o n o f d i f f i c u l t i e s i n h a n d l i n g s t r e s s
2 . e x p r e s s i o n o f l a c k i n g s u p p o r t o r c o n n e c t i o n

from f a m i l i e s o r f r i e n d s
3 . e x p r e s s i o n o f emot ion
4 . a c t i o n o f o v e r l y d r a m a t i c r e a c t i o n
5 . s e e k i n g a t t e n t i o n s
6 . e x p o s u r e t o o t h e r p e o p l e who commit s u i c i d e

# h igh r i s k :
E x t r a c t p h r a s e s i f t h e y c o v e r one o r more o f t h e

f o l l o w i n g a s p e c t s :
1 . e x p r e s s i o n o f s e l f −harm or s u i c i d e p l a n s
2 . e x p r e s s i o n o f s e r i o u s w a r n i n g s
3 . c a l l i n g f o r h e l p
4 . e x p r e s s i o n o f e m o t i o n a l s t a t e s , e s p e c i a l l y

d e p r e s s i o n , anger , and f e a r
5 . d i a g n o s i s o f me n ta l d i s o r d e r s , such as

s c h i z o p h r e n i a , b i p o l a r , a n x i e t y , e a t i n g
d i s o r d e r

6 . e x p r e s s i o n o f t a k i n g m e d i c i n e s o r
p r e s c r i p t i o n s f o r p s y c h i a t r i c t r e a t m e n t

regulate the output of Llama, directing it to gener-
ate only the extracted content from the original
text, without including descriptions or explana-
tions. We observed that Llama can automatically
correct spelling errors within the original text and
may slightly rephrase the content. For instance, it
rectifies “beleive” to its correct form “believe” or
omits certain words, such as “just” in the extracted
evidence of phrases like “I just feel so trapped”.
Nevertheless, the occurrences of auto-correction
or rephrasing are intermittent and unpredictable,
posing challenges in making strategies to revert the
modified extracted text back to its original form.
We propose a solution by instructing Llama to ex-
tract only concise phrases as evidence. In post-
processing, we discard any extraction that does not
match the content of the original post, ignoring
capitalization.

Experiments

LLM llama-2-70b-chat.Q4_0.gguf 1

GPU NVIDIA RTX 3500 Ada
context size 4096
batch size 4096
temperature 0

Table 2: The key environment setting and parameters
for running the experiment.

1https://huggingface.co/TheBloke/
Llama-2-70B-Chat-GGUF
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We utilise Llama-2-70B-Chat (Touvron et al.,
2023) as our LLM for the task and implement it
using the Llama C++ framework 2 and 4-bits quan-
tisation. A detailed parameters and hardware set-
tings for running Llama is shown in Table 2.

4 Evaluation Metrics

The evaluation was conducted by the shared task
organisers using BERTScore (Zhang et al., 2020).
Assume G is a set of 4 gold highlights G =
{g1, g2, g3, g4} and H is a set of 2 submitted high-
lights H = {h1, h2}. Then, the evaluation metrics
are:

• Recall: For a given user, take the average of
the maximum BERTScore from each g∗ to
each h∗.

• Precision: For a given user, find the g∗ with
the maximum BERTScore to each each h∗,
and then take the average over H .

• weighted-Recall: For a given user, sum the
token count (tokenised by Zhuang et al.) of
G as len(G) and of H as len(H). Weigh the
user-level Recall by the len(G)

len(H) , if len(H) >

len(G).

The overall submission-level score is the mean
across all test users.

5 Results

Table 3 demonstrates that the risk & factor-oriented
(RF-oriented) approach is the most effective in
extracting evidence associated with all three lev-
els of pre-annotated risks when measured under
recall-oriented BERTScore (+0.015 to baseline
and +0.007 to factor-oriented approach). Specifi-
cally, we observed that the RF-oriented approach
notably facilitates the extraction of evidence for
user annotations with low risks (0.924). The extrac-
tion of this risk level presents a greater challenge,
as the scores for high-risk tend to be higher than
those for medium and low risks. This discrepancy
is likely attributed to the fact that posts with lower
risk levels tend to employ lexicons that express
suicidal ideation less explicitly. In contrast, posts
with a high risk level may explicitly include con-
tents like “I cannot stop thinking of kill myself” or
“I want to commit suicide”. Shifting to precision-
oriented BERTScore, its deficiency compared to

2https://github.com/ggerganov/llama.cpp

the Baseline is minimal (0.01) and remains consis-
tent with the factor-oriented approach, showcasing
its robust nature. Nevertheless, the RF-oriented
approach extracts longer context as evidence to
support low-risk annotations (0.504 in weighted-
Recall). Consequently, it yields worse weighted re-
call than the baseline and factor-oriented approach.

The baseline demonstrated excellent Precision
(0.918) in extracting evidence. This observation
suggests that while the LLM may not comprehen-
sively grasp the causative factors for evaluating sui-
cide risk levels in context, and may fail to cover all
aspects, it has embedded enough knowledge to ac-
curately identify relevant context. It also achieved
the best weighted-Recall of 0.740 among the exper-
imented approaches, indicating its extraction length
is closer to the human annotation compared to the
instruction that explicitly covers the risk factors as
guidance.

Upon comparing the RF-oriented approach to
the factor-oriented approach, we noticed that refin-
ing instructions to the LLM for conciseness led to
improved performance (+0.007 in Recall; +0.002
in Precision; +0.022 in weighted-Recall) in evi-
dence extraction. Specifically, when excluding the
extraction of evidence for low-risk annotations, the
RF-oriented approach, with instructions tailored for
different risk levels, demonstrated the ability to ex-
tract shorter context and achieved better weighted-
Recall.

6 Conclusions

We investigated three approaches with varying lev-
els of instruction detail to guide LLMs in extracting
evidence related to users exhibiting low, moder-
ate, or high suicide risk levels. All approaches
demonstrated strong effectiveness, with the base-
line excelling in precision for shorter text pieces.
However, the factor-oriented and RF-oriented ap-
proaches, equipped with detailed instructions cov-
ering diverse mental health factors tailored to differ-
ent risk levels, proved more effective in capturing
comprehensive evidence, with the RF-oriented ap-
proach performing the best. Our findings highlight
the robust feasibility of LLMs in extracting infor-
mation supporting the evaluation of suicidal risk in
social media discourse. There is room for improve-
ment by creating clear and effective instructions
to steer the extraction process. This could involve
adapting existing manual annotation guidelines for
evidence extraction into instructive prompts. Ad-
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Recall Precision weighted-Recall
low moderate high low moderate high low moderate high

Median 0.910 0.906 0.617
Baseline 0.904 0.918 0.740

0.910 0.904 0.902 0.900 0.904 0.903 0.686 0.753 0.736
Factor-oriented 0.912 0.915 0.679

0.906 0.910 0.918 0.899 0.904 0.919 0.602 0.680 0.708
RF-oriented 0.919 0.917 0.701

0.924 0.919 0.920 0.899 0.917 0.923 0.504 0.721 0.737

Table 3: Results of baseline, Factor-oriented, and RF-oriented (Risk Level & Factor) approaches on submission
level. The median denotes the score of the 8-th ranked participant in the shared task from the total of 15 participants.
The median by risk level is not disclosed by the task organisers. The top row of each cell denotes the overall
submission-level score across all three risk levels, with the greatest value presented in bold; The bottom row of each
cell denotes the overall submission-level score by risk level, with the greatest value marked by underline.

dressing the auto-correction behaviour of the gen-
erative LLM is crucial for further improving Re-
call. The model’s generative settings occasionally
auto-correct spelling errors or rephrase extracted
text, posing challenges in recovering the originally
expressed content and impacting the fidelity of evi-
dence. This unpredictability introduces complexi-
ties in formulating strategies to revert the modified
text to its original form, adding an additional layer
of intricacy to the evidence extraction process.

In future, we will conduct a more comprehensive
qualitative analysis. We aim to refine the instruc-
tional prompts given to the model, adapting exist-
ing manual annotation guidelines to ensure clearer
and more effective guidance. We will explore the
integration of contextual information, aiming to
enhance the model’s ability to capture broader sit-
uational cues for improved risk assessment. Ad-
dressing the auto-correction behavior, especially in
terms of spelling errors, will be a priority, involv-
ing fine-tuning the model or implementing post-
processing steps to preserve the original expres-
sions in extracted text.

Limitations

The effectiveness of our approach heavily relies
on the performance of the leveraged LLM in
accurately processing mental health information.
We noticed that when changing the Llama-2-70B
model to Llama-2-7B, many text spans with the
expression of evidence failed to be extracted.

Another limitation is the comprehensibility of
the instructive prompts provided to the LLM. The
design of prompts plays a crucial role in guiding
the model’s behaviour. However, achieving optimal
prompt design is a challenging task, and variations

in prompt comprehension could influence the ac-
curacy and relevance of evidence extraction. We
have noticed that slightly changing the order of the
covered risk factors in the prompt may lead to a
varied output. Due to the time constraints associ-
ated with this shared task, and the lack of labelled
development and test data at the time of submis-
sion, we could not thoroughly analyze the impact
of variations in the prompt text.

Besides, the extraction granularity cannot be sys-
tematically controlled. For some posts, the model
tends to extract full sentences as evidence, while
others may only extract single keywords. This
inconsistency in extraction granularity poses chal-
lenges in achieving consistent and precise evidence
granularity, requiring further exploration.

Lastly, our approach is based on zero-shot learn-
ing. This inherently limits the real-time adaptabil-
ity of the model to evolving patterns in user be-
haviour or language expression. More advanced
approaches, such as in-context learning, could be
explored in the future.

Ethics Consideration

We affirm that the data utilised in this study is not
shared with any external entities, including cloud
services, third-party organizations, or companies.
All data processing is conducted within our orga-
nization, ensuring a secure and protected environ-
ment. Our commitment includes presenting find-
ings and insights responsibly, and avoiding poten-
tial harm. This involves careful interpretation of
results and avoiding stigmatization based on ex-
tracted information.
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A Appendix

Listing 4: Backus-Naur Form Grammars for Post-
processing

r o o t : : = P o s t
P o s t : : = " { " ws " \ " h i g h l i g h t s \ " : " ws

s t r i n g l i s t " } "
P o s t l i s t : : = " [ ] " | " [ " ws P o s t ( " , "

ws P o s t ) * " ] "
s t r i n g : : = " \ " " ( [ ^ " ] [ ^ \ t ] * ) " \ " "
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Abstract
This study explores the use of Large Language
Models (LLMs) to analyze text comments from
Reddit users, aiming to achieve two primary ob-
jectives: firstly, to pinpoint critical excerpts that
support a predefined psychological assessment
of suicidal risk; and secondly, to summarize the
material to substantiate the preassigned suicidal
risk level. The work is circumscribed to the use
of "open-source" LLMs that can be run locally,
thereby enhancing data privacy. Furthermore,
it prioritizes models with low computational
requirements, making it accessible to both in-
dividuals and institutions operating on limited
computing budgets. The implemented strat-
egy only relies on a carefully crafted prompt
and a grammar to guide the LLM’s text com-
pletion. Despite its simplicity, the evaluation
metrics show outstanding results, making it a
valuable privacy-focused and cost-effective ap-
proach. This work is part of the Computational
Linguistics and Clinical Psychology (CLPsych)
2024 shared task.

1 Introduction

Large Language Models (LLMs) like GPT (Genera-
tive Pre-trained Transformer; OpenAI et al., 2023),
Llama (Large Language Model Meta AI; Touvron
et al., 2023a,b), Mistral/Mixtral (Jiang et al., 2024,
2023), and others (based on the transformer archi-
tecture and its attention mechanism, made popu-
lar thanks to BERT and derivatives; Vaswani et al.,
2017; Devlin et al., 2018; Grezes et al., 2021, 2022)
represent a significant advancement in the field of
artificial intelligence, specifically within natural
language processing (NLP). These models have
transformed how machines understand, generate,
and interact with human language, enabling a wide
range of applications.

During the "pre-training" phase, LLMs learn
a wide range of language patterns and they en-
code knowledge from a vast corpora of text data.
In a posterior phase, they can be "fine-tuned" on

smaller/alternate datasets to become specialized on
specific tasks such as psychological assessments.
The fine-tuning can also be restricted to a smaller
number of parameters using techniques such as
LoRA (Hu et al., 2021) or QLoRA (Dettmers et al.,
2023) for quantized models (Kim et al., 2023).
However, fine-tuning can still be costly in terms
of computational resources and time investment,
requiring a high level of expertise.

Models with a higher number of parameters are
more sophisticated, encode more accurate knowl-
edge and are capable of performing more advanced
tasks with optimal results. This reduces the need
for fine-tuning, but it increases the requirements for
computational resources. There is also the option
of not running the models locally, but relying on ex-
ternal services such as OpenAI’s API and their chat-
GPT interface1. Regrettably, this approach may not
be viable due to the involvement of third parties,
which might not ensure adequate data protection
or adhere to the stringent privacy standards and
ethical codes mandated by healthcare and medical
institutions, along with other legal obligations.

Given this context, in this study I explore the use
of "open-source" LLMs that can be run locally in
current commodity hardware (thus, 4-bit quantized
models with a maximum 7 billion parameters), and
I do not fine-tune these models to specialize in any
specific task or to incorporate new knowledge rel-
evant to the domain of clinical psychology. This
evaluation is focused on the shared task proposed
by the Computational Linguistics and Clinical Psy-
chology (CLPsych) 2024 workshop (Chim et al.,
2024) at the 18th Conference of the European Chap-
ter of the Association for Computational Linguis-
tics (ACL).

1https://openai.com/
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2 Task and Data

The CLPsych 2024 shared task consisted on find-
ing evidence within Reddit comments that support
a preassigned suicide risk level. The organizers
provided access the University of Maryland Reddit
Suicidality Dataset (UMD version 2; Shing et al.,
2018; Zirikly et al., 2019), which includes posts to
the "r/SuicideWatch" subreddit plus crowdsourced
and expert risk level assessments. The risk levels
to be considered are low, moderate and high.

The evidence supporting the preassigned risk
level can take two different forms: 1) highlights
(i.e., snippets) from the user’s comments; 2) a sum-
mary that aggregates the evidence that justifies the
assigned risk level. In this study, both forms of evi-
dence were generated for a selection of 162 posts
(by 125 users) that the organizers used to evaluate
each submitted result.

3 Methods

This study considered six different LLMs, which
were selected based on their ranking on the Open
LLM Leaderboard2, and the LMSys Chatbot Arena
Leaderboard3 as of January 15th (2024). The mod-
els were obtained from Tom Jobbins’s huggingface
repository4 in GGUFv2 format ("Q4_K_M" quant
method). The inference code was run locally using
the NASA SciX Brain software (Blanco-Cuaresma
et al., 2023) on a MacBook Air with the Apple M1
chip (released on November 2020) and 16GB of
RAM. The concrete models were:

1. OpenHermes 2.55, based on Mistral 7B and
further trained on mainly GPT-4 generated
data, and other open datasets.

2. Orca 2 (Mitra et al., 2023), based on Llama
2, designed to excel in reasoning, trained on
a censored synthetic dataset. Human prefer-
ence alignment techniques such as Reinforce-
ment learning from human feedback (RLHF;
Ziegler et al., 2019) or Direct Preference Op-
timization (DPO; Rafailov et al., 2023) were
not used.

2https://huggingface.co/spaces/HuggingFaceH4/
open_llm_leaderboard

3https://huggingface.co/spaces/lmsys/
chatbot-arena-leaderboard

4https://huggingface.co/TheBloke
5https://huggingface.co/teknium/OpenHermes-2.

5-Mistral-7B

3. Starling 7B alpha (Zhu et al., 2023), based on
OpenChat 3.5 which is refinement of Mistral
7B using C(onditioned)-RLFT (Wang et al.,
2023), trained by Reinforcement Learning
from AI Feedback (RLAIF; Lee et al., 2023).

4. Dolphin 2.6, based on Mistral 7B, trained
following LASER (Sharma et al., 2023) and
aligned to human preferences using DPO.

5. Mistral 7B instruct 0.2 (Jiang et al., 2024),
based on Mistral 7B, trained with a variety of
publicly available conversation datasets.

6. Zephyr 7B beta (Tunstall et al., 2023), based
on Mistral 7B, trained on on a mix of publicly
available, synthetic datasets using DPO.

Each model is requested to either extract evi-
dences from user’s comments as text highlights or
to generate a comprehensive summary, both with
the goal of justifying a preassigned suicidal risk
level. The request is done with a crafted prompt
that sets the scene (e.g., act as a psychologist spe-
cializing in suicidal ideation), and includes a fake
interaction where the user has shared the reddit
comment and a preassigned risk level, and the
model (i.e., the assistant) has already provided an
answer. This is a one-shot prompt from where the
model can infer what we expect it to generate after
a user request. Subsequently, the real comment to
be analyzed is included, and the model’s response
is left empty for it to be completed.

My evaluation of various prompts was not ex-
haustive, but rather a manual and subjective process
based on a limited set of examples. The tests (in-
spired by a previous work; Blanco-Cuaresma et al.,
2023) suggested that a prompt in which a user out-
lines the entire task and includes an example gen-
erally yields slightly inferior results compared to a
prompt that simulates an initial round of interaction
between the user and the assistant, as if the assis-
tant had already responded to a previous request.
All the tested prompts directed the model to adopt
the role of an expert and incorporated a description
of what constitutes evidence for supporting a suici-
dal risk assessment, based on the assumption that
the LLM will rely more heavily on this provided
information than on the knowledge it has gained
through its training.

The structure of the final prompt used for extract-
ing text highlights can be found in Appendix A. For
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this particular subtask, I use a formal grammar (fea-
ture included in llama.cpp6) to constraint the possi-
ble tokens that can be sampled (i.e., discarding to-
kens that would break the rules defined by the gram-
mar). The grammar is in GBNF format, which is
an extension of BNF (Backus–Naur/Normal form,
a metasyntax notation for context-free grammars)
that primarily adds a few modern regex-like fea-
tures. The grammar imposes the generation of
a list (surrounded by square brackets) of strings
(surrounded by double quotes), and the string can
only contain words present in the user’s comment
in their original order (see a concrete example in
Appendix B).

Regarding the summarization subtask, the struc-
ture of the used prompt can be found in Appendix C.
In this case, there is no imposed grammar, the
model is free to complete the response but it is
primed by providing already the first sentence,
which states what the preassigned suicidal risk level
is.

For both subtasks, a top-p sampling (aka nu-
cleus sampling; Holtzman et al., 2019) approach is
followed (after the grammar constrains have been
applied in the case of the highlights subtask), where
only the top tokens will be considered (up to a cu-
mulative score of 0.95), and a temperature of 0.7 to
favor precision over creativity (low values makes
top tokens more likely) and a repeat penalty of 1.1
is used to prevent loops.

Thanks to the workshop organizers, the gener-
ated text highlights and summaries that support the
preassigned suicidal risk level were automatically
evaluated against a test set annotated by domain
experts (who manually generated gold highlights
and summaries). The computed metrics to evaluate
highlights are:

• Recall: For every gold highlight, find the gen-
erated highlight with the highest semantic sim-
ilarity (based on BERTScore; Zhang et al.,
2019) and compute the average across users.
It measures how relevant the highlights are as
supporting evidence.

• Precision: For every generated highlight, find
the gold highlight with the highest seman-
tic similarity and compute the average across
users. It measures the quality of the generated
highlights.

6https://github.com/ggerganov/llama.cpp

• Weighted Recall: Sum the gold and generated
highlights lengths (i.e., number of tokens) per
user. If the generated length is greater than the
gold one, correct the calculated recall value R
with the length ratio: Rweighted = R× Lgold

Lcandidate
.

It measures how relevant the highlights are as
supporting evidence and if lengths are similar
to human-highlighted ones.

• Harmonic Mean: Balances between precision
and recall (the unweighted version).

Regarding the evaluation of summaries, the com-
puted metrics are:

• Consistency: Using a natural language infer-
ence (NLI) model, obtain the probability p
of each generated sentence (hypothesis) con-
tradicting the gold sentence (premise). Then
average 1− p across all sentences and users.
It measures lack of contradiction.

• Contradiction: Similar to the previous one,
but directly takes the maximum contradic-
tion probability and averages all sentences
and users. Hence, it penalizes information
that contradicts the gold summary, and lower
scores are better.

4 Results

The CLPsych 2024 shared task only accepted three
submissions per team, but the organizers were kind
enough to evaluate additional submissions that are
not considered for the workshop ranking. For the
competition, I submitted the output from OpenHer-
mes, Orca 2, and Starling. Orca 2 was selected as
it is the sole model based on Llama 2, while the
other two were chosen for their standings in the
LLM leaderboards. In the final official ranking,
OpenHermes produced the best results. For high-
lights, based on recall and harmonic mean metrics,
it ended in the modest 10th position (out of 15).
However, if the weighted recall were considered in-
stead, it would have ended in the 3rd position. This
shows that OpenHermes’ length of its generated
highlights are closer to human-highlighted ones
compared to other systems. Regarding summaries,
based on the consistency metrics, OpenHermes
ended in an outstanding 2nd position (out of 14).
If the organizer would have considered the contra-
diction metrics, then it would have fallen to a (still
honorable) 3rd position.
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Highlights Summaries
Model Recall Precision Weighted Recall Harmonic Mean Consistency Contradiction
OpenHermes 0.907 0.912 0.738 0.909 0.976 0.079
Orca 2 0.904 0.914 0.777 0.909 0.971 0.104
Starling 0.907 0.913 0.766 0.910 0.977 0.083
Dolphin 0.910 0.913 0.736 0.911 0.971 0.093
Mistral 0.902 0.913 0.799 0.907 0.969 0.105
Zephyr 0.894 0.914 0.803 0.903 0.974 0.085

Table 1: Performance metrics for all the evaluated models. The last three models did not enter the CLPsych 2024
shared task competition. The best scores per metric are highlighted in bold.

Beyond the workshop competition, and in the in-
terest of better assessing all the considered LLMs,
the performance metrics for all the evaluated mod-
els can be found in Table 1. For the highlights, the
best performing models are Dolphin and Zephyr,
depending if we consider the weighted or un-
weighted recall metrics. Zephyr produces high-
lights of a length that is more similar to the human-
made highlights, but Dolphin generates highlights
that are more relevant. Regarding summaries,
OpenHermes and Starling are in the lead, depend-
ing if we give a higher importance to being con-
sistent or minimizing contradictions. OpenHermes
generates summaries with the lowest level of con-
tradiction, and its consistency level is only slightly
below Starling, hence it would be fair to claim that
it is the best model for this subtask.

It is also worth exploring the evaluation metrics
split by the preassigned suicidal risk level (see Ta-
ble 2 and Table 3). There is no single model that
excels at all risk levels, suggesting that a combined
strategy could lead to even better overall results.
Additionally, almost for all models and metrics, the
performance correlates with the suicidal risk level:
the higher the risk, the better the performance of
the model.

Finally, in terms of computation, the average
inference time was of 40 minutes to extract high-
lights from 162 posts (∼14.8 seconds per post),
and 30 minutes to generate summaries for 125
users (∼14.4 seconds per user). These are ex-
tremely competitive numbers for LLMs running
on a consumer-grade machine.

5 Discussion

The OpenHermes’ generated highlights and sum-
maries, when compared to other submitted sys-
tems to the CLPsych 2024 shared task competition,
ended up with remarkable comparative metrics for
an approach that has used cost-effective "open-
source" LLMs without any specific fine-tuning for

these specific tasks. The highlights subtask seems
to be the one with more margin of improvement, es-
pecially if we only consider the unweighted recall
(where matching highlight lengths are not taken
into account). It would have been interesting to
make a manual human-based evaluation, compar-
ing the generated highlights with the golden ones
(which has not been released publicly), to better un-
derstand the discrepancy between the unweighted
and weighted recall metrics (10th vs 3rd position in
the final ranking, respectively) and justify selecting
one over the other. In any case, these extraordi-
nary results seem to signal the potential that this
approach may have at other relatively similar tasks
such as Named Entity Recognition. Regarding the
generation of summaries, both evaluation metrics
placed this approach in the top 3 ranking, a stun-
ning result for a model that has not been trained
specifically for psychological assessments.

OpenHermes seems to be the best well-balance
model and one of the best for summarization, but if
we consider all the evaluated LLMs, Dolphin and
Zephyr perform better in the highlights subtask.
However, these results would likely change if other
prompt templates were used. For instance, the
crafted prompt includes only one example with
a high suicidal risk level, and we observed that
almost all models perform better for comments
from high risk users. Expanding the prompt to
include more examples of different risk levels could
potentially improve the overall performance.

6 Conclusion

Six different "open-source" Large Language Mod-
els were evaluated to accomplish the shared task
proposed by the CLPsych 2024 workshop. This
work demonstrated that following a relatively sim-
ple approach, mainly consisting on a well struc-
tured prompt with one single example, can be used
with cost-effective LLMs to extract highlights and
generate comprehensive and consistent summaries
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Recall Precision Weighted Recall Harmonic Mean
Model / Risk Low Mod. High Low Mod. High Low Mod. High Low Mod. High
OpenHermes 0.900 0.904 0.915 0.896 0.909 0.922 0.677 0.739 0.759 0.898 0.906 0.919
Orca 2 0.902 0.903 0.905 0.907 0.914 0.919 0.723 0.785 0.778 0.905 0.908 0.911
Starling 0.892 0.909 0.907 0.893 0.911 0.924 0.705 0.763 0.794 0.892 0.910 0.915
Dolphin 0.901 0.912 0.912 0.894 0.913 0.920 0.632 0.748 0.750 0.897 0.912 0.915
Mistral 0.905 0.898 0.909 0.898 0.910 0.925 0.658 0.816 0.813 0.901 0.904 0.917
Zephyr 0.890 0.893 0.896 0.900 0.914 0.917 0.792 0.811 0.791 0.895 0.903 0.906

Table 2: Performance metrics for the highlights subtask, split by users with different suicidal risk level (low,
moderate, or high). The best scores per metric and risk level are highlighted in bold.

Consistency Contradiction
Model / Risk Low Mod. High Low Mod. High
OpenHermes 0.937 0.977 0.986 0.178 0.078 0.045
Orca 2 0.958 0.975 0.970 0.125 0.092 0.119
Starling 0.962 0.978 0.979 0.113 0.079 0.079
Dolphin 0.948 0.973 0.975 0.165 0.084 0.087
Mistral 0.931 0.976 0.968 0.205 0.084 0.110
Zephyr 0.944 0.976 0.981 0.161 0.081 0.068

Table 3: Performance metrics for the summarization
subtask, split by users with different suicidal risk level
(low, moderate, or high). The best scores per metric and
risk level are highlighted in bold.

that justify a preassigned suicidal risk level of users
who participate in online text-based forums. This
approach does not rely on complex operations such
as further training or fine-tuning the models to
adapt them to the goal in hand. Hence, existing
"open-source" models with moderate hardware re-
quirements can successfully run locally to support
psychological assessments. This approach facili-
tates respecting privacy rules, best ethical practices
and other local, national, and international regula-
tions.

7 Limitations

This study has considered a selection of six models
based on two existing public rankings, but there are
many more "open-source" LLMs available. In par-
ticular, there are models with even larger number
of parameters that could still be run in advanced
commodity hardware such as gaming computers. It
would have been interesting to evaluate how differ-
ently these larger models perform compared to the
selected 7 billion parameter models. The presented
approach is also highly dependent on the prompt
template, this work has not explored and compared
other prompts with more embedded examples or
different prompt wording.

It is important to recognize that LLMs are trained
on datasets that are not necessarily representative
of the global population (e.g., many biases may be
present), and they may not always accurately inter-

pret the nuances of human psychology and emo-
tions, leading to potential misinterpretation with
severe implications. Hence, using LLMs for psy-
chological assessments has associated risks that
need to be properly handled and mitigated.

Finally, not having direct access to the golden
highlights and summaries makes understanding cer-
tain results a bit more difficult.
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A Prompt for Highlights Extraction

The specific text included as an example in the fol-
lowing prompt has been altered and paraphrased to
safeguard user privacy (the actual prompt contained
a real example):

<|im_start|>system
As a psychologist specializing in suicidal ideation, you are adept
at identifying key evidences within brief online text comments
that assess an individual’s risk of suicide. These evidences
encompass various aspects: Emotions (the individual’s feelings),
Cognitions (thoughts and perceptions about suicide), Behavior and
Motivation (actions or behaviors linked to suicide), Interpersonal
and Social Support (availability of social support and stable
relationships), Mental Health-Related Issues (potential
psychiatric diagnoses), and Risk Factors (including socioeconomic
and demographic aspects). The risk levels are categorized as low
(indicating minimal perceived risk of suicide), moderate
(suggesting a tangible risk of a suicide attempt), and high
(implying a strong likelihood of a suicide attempt in the near
future). You will now analyze several texts to extract pertinent
excerpts as evidences that effectively evaluate the individual’s
risk of suicide.<|im_end|>
<|im_start|>user
Risk level: high
Text: Recently, I attempted suicide by consuming an unspecified
amount of prescription medications. After realizing that the pills
were not lethal, I desperately prayed for an end to my suffering,
wishing to escape the torment inflicted by those who profess their
love yet demonstrate indifference through their actions.<|im_end|>
<|im_start|>assistant
[ "Recently, I attempted suicide", "I desperately prayed for an
end", "those who profess their love yet demonstrate indifference
through their actions" ]
<|im_start|>user
Risk level: risk_level
Text: user_comment
<|im_start|>assistant

The prompt above follows the Chat Markup Lan-
guage (ChatML) format, which is used by Open-
Hermes, Orca 2, and Dolphin. The prompt format
was adapted to follow the appropriate one for the
rest of the models (e.g., Starling uses GPT4 User:,
GPT4 Assistant, and no tag for the system mes-
sage).

B Grammar for Highlights Extraction

Simplified example of a grammar used to extract
highlights from the following text: ’Recently, I
attempted suicide by consuming an unspecified
amount of prescription medications.’.

root ::= "[" h (", " h)* "]"
h ::= ""̈ (t0 | t1 | t2 | t3 | t4 | t5 | t6 | t7 | t8 | t9 | t10 |
t11) ""̈
t0 ::= "Recently," (" " t1)?
t1 ::= "I" (" " t2)?
t2 ::= "attempted" (" " t3)?
t3 ::= "suicide" (" " t4)?
t4 ::= "by" (" " t5)?
t5 ::= "consuming" (" " t6)?
t6 ::= "an" (" " t7)?
t7 ::= "unspecified" (" " t8)?
t8 ::= "amount" (" " t9)?
t9 ::= "of" (" " t10)?
t10 ::= "prescription" (" " t11)?
t11 ::= "medications." (" " t12)?
t12 ::= ""

A response that respects this grammar would
be: ’["I attempted suicide", "prescription medica-
tion"]’. However, the grammar does not prevent
the model from extracting repetitive strings or out
of order strings (e.g., ’["suicide", "I attempted sui-
cide", "medications.", "I attempted suicide"]’), but
this behavior was not observed (probably thanks to
the repeat penalty).

C Prompt for Summarization

As in Appendix A, the specific text included as an
example in the following prompt was altered and
paraphrased to safeguard user privacy:

<|im_start|>system
As a psychologist specializing in suicidal ideation, you excel in
crafting concise summaries that collate evidences supporting a
designated suicide risk level for online texts. These evidences
encompass various aspects: Emotions (the individual’s feelings),
Cognitions (thoughts and perceptions about suicide), Behavior and
Motivation (actions or behaviors linked to suicide), Interpersonal
and Social Support (availability of social support and stable
relationships), Mental Health-Related Issues (potential
psychiatric diagnoses), and Risk Factors (including socioeconomic
and demographic aspects). The risk levels are categorized as low
(indicating minimal perceived risk of suicide), moderate
(suggesting a tangible risk of a suicide attempt), and high
(implying a strong likelihood of a suicide attempt in the near
future). You will now analyze various texts and succinctly
summarize the evidence that substantiates the assigned risk level
for each case.<|im_end|>
<|im_start|>user
Risk level: high
Text: Recently, I attempted suicide by consuming an unspecified
amount of prescription medications. After realizing that the pills
were not lethal, I desperately prayed for an end to my suffering,
wishing to escape the torment inflicted by those who profess their
love yet demonstrate indifference through their actions. I am
prone to anxiety, and for the past two weeks, I’ve been coerced
into tolerating the intrusive presence of my housemate’s
girlfriend. Despite my patience, my attempt to diplomatically
express the need for boundaries was met with coercion,
exacerbating my sense of violation.<|im_end|>
<|im_start|>assistant
This person is at high risk because they describe a recent suicide
attempt. They express a wish to be dead, extreme hopelessness, and
a sense of feeling trapped. Their overall tone is aroused and
agitated. They feel disconnected from others, and bullied by
others. They experience extreme anxiety.<|im_end|>
<|im_start|>user
Risk level: risk_level
Text: user_comments<|im_end|>
<|im_start|>assistant
This person is at risk_level risk.
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Abstract

Large language model classifiers do not directly
offer transparency: it is not clear why one class
is chosen over another. In this work, summaries
explaining the suicide risk level assigned us-
ing a fine-tuned mental-roberta-base model
are generated from key phrases extracted us-
ing SHAP explainability using Mistral-7B. The
training data for the classifier consists of all
Reddit posts of a user in the University of Mary-
land Reddit Suicidality Dataset, Version 2, with
their suicide risk labels along with selected fea-
tures extracted from each post by the Linguistic
Inquiry and Word Count (LIWC-22) tool. The
resulting model is used to make predictions re-
garding risk on each post of the users in the
evaluation set of the CLPsych 2024 shared task,
with a SHAP explainer used to identify the
phrases contributing to the top scoring, correct
and severe risk categories. Some basic stoplist-
ing is applied to the extracted phrases, along
with length based filtering, and a locally run
version of Mistral-7B-Instruct-v0.1 is used to
create summaries from the highest value (based
on SHAP) phrases.

1 Introduction

With the ability to use large language models
(LLMs) to classify people’s suicide risk level
comes the need for transparency: artificial intel-
ligence (AI) has been known to learn incorrect pat-
terns and make incorrect generalizations (Narla
et al., 2018). To this end, especially in a sensitive
domain such as mental health, insight into the rea-
sons for the prediction made is required to allow
an expert to look through the output and correct it
as needed. In this work, we employ SHAP values
to extract phrases contributing to the LLM’s deci-
sion regarding suicide level risk which we further
summarize using locally run generative AI to offer
an explanation for the suicide risk level assigned.

The CLPsych 2024 shared task (Chim et al.,
2024) explores the use of LLMs in order to find

evidence within text supporting an assigned suicide
risk level. The University of Maryland Reddit Sui-
cidality Dataset version 2 dataset, which was made
available to participants, contains user-linked posts
from Reddit annotated for level of suicide risk la-
belled on a four point scale (no risk, low, moderate,
and severe risk) as described in (Shing et al., 2018)
and (Zirikly et al., 2019). The evidence supporting
the risk level could be supplied in one of two ways:

1. By highlighting the relevant portions of posts.

2. By summarizing the evidence into a short ex-
planation.

For the first task, we fine-tune a pre-trained
Reddit based mental health model for suicide risk
level classification and extract SHAP value based
phrases which represent the highest contributors
to the decision. For the second task, a subset of
the phrases extracted from the first task is used
as part of a prompt to a generative AI algorithm
which is instructed to produce a summary focusing
on the aspects highlighted in the task definition,
namely: emotions, cognitions, behaviour and mo-
tivation, interpersonal and social support, mental
health related issues and additional risk factors.

2 Related work

The approach is composed of two distinct phases:
(1) fine-tuning of a suicide risk classifier, and (2)
generation of a summary. The work also explores
the integration of additional psycholinguistic based
information and transparency via explainability.

2.1 Detection of mental health state

Online social media is increasingly used by users
to share a variety of user-generated or user-curated
information, including publishing of personal sta-
tus updates and engaging in topic-specific chan-
nels (Wongkoblap et al., 2017). Language use
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has been shown to change depending on a per-
son’s mental health state (Coppersmith et al., 2015),
fuelling the creation of classifiers based on so-
cial media posts with Reddit forming a frequently
used resource due to the presence of topic-specific
channels, subreddits, such as r/SuicideWatch,
r/depression.

Increased prediction performance has been ob-
served when language models (LMs) used targetted
texts in training, for example PsychBERT, a special-
ized BERT model trained on PubMed papers in the
domain of psychology, psychiatry, mental health,
and behavioral health and social media conversa-
tions about mental health (Vajre et al., 2021), or
MentalBERT and MentalRoBERTa, which trained
BERT and RoBERTa models respectively based on
data from social forums for mental health discus-
sion (Ji et al., 2022). The models were fine-tuned
for classification of a number of mental health con-
ditions and evaluated on standard datasets, and
therefore lend themselves to fine-tuning for suicide
risk level classification.

2.2 Generative AI system
Generative AI is frequently used in chatbots, where
an AI system is generating its own, new, responses
to hold a conversation with a human participant.
The knowledge they hold stems from the wide va-
riety of training data used to create such models;
non-open-source models, such as GPT-4 (OpenAI
et al., 2023) or PaLM (Chowdhery et al., 2022),
do not share exact details of their training data or
their architectures, however open source models,
such as LLaMA-2 (Touvron et al., 2023) or Mis-
tral (Jiang et al., 2023) can be deployed in local
environments, enabling customisation with partic-
ular datasets while preserving data privacy. Their
suitability for the mental health domain can be ob-
served, for example, in the number of mental-health
chatbot apps (Haque and Rubya, 2023).

2.3 Linguistic Inquiry Word Count
Linguistic Inquiry Word Count (LIWC) is a com-
puting software used to extract features for mental
health studies (Pennebaker and King, 1999). It
has been used widely in research related to mental
health condition identification. Chen et al. (2018)
trained a log-linear classier, using LIWC as one
of the feature sets to detect mental issues, while
Sekulic et al. (2018) used LIWC features to pre-
dict bipolar disorder. In the social media domain,
Coppersmith et al. (2015) extracted LIWC features

from Twitter data to examine various mental health
conditions.

2.4 Transparency of LMs

Surrogate models, such as LIME (Ribeiro et al.,
2016) and SHAP (Lundberg and Lee, 2017), tweak
a model’s input slightly to explore the change in
prediction. This enables them to highlight words
/ phrases which are particularly significant to a
specific decision within a black box model such
as a LM, with SHAP enabling straightforward ex-
traction of important phrases from multi-class text
based classifiers.

3 Method

The creation of short summaries describing the
mental health state and depression risk of users is
of a two step design: (1) a deep learning classifier
is built for risk level prediction, which provides
access to important phrases in each post, and (b) a
subset of such phrases is summarized by a genera-
tive AI system.

3.1 Classification of suicide risk level

The provided data contains an expert assigned sui-
cide risk level alongside numerous Reddit posts
made by these users. The posts span a relatively
short time frame, with the earliest posts in the data
from 2015-09-01 and the latest 2016-01-29. While
a person’s mental health state may change over
time, we make the assumption that over the time pe-
riod covered by the data, their mental health state,
and specifically their suicide risk level, has not
changed. Therefore, each post made by the user
is assigned the same risk level label. The data is
balanced and a stratified 70 / 30 split is created to
yield training and evaluation datasets: the data is
only stratified by risk level, not user, as (a) indi-
vidual posts of a user are not linked, and (b) the
ultimate goal is not risk level prediction. Each post
is converted to a single text, by concatenating the
title and body as follows: Title: . . . Body: . . .

The classifier is built by fine-tuning
mental/mental-roberta-base, a moderately-
sized pre-trained language model which has been
trained using mental health-related posts on top
of RoBERTa-Base (cased_L-12_H-768_A-12) (Ji
et al., 2022). Early stopping is applied, which
allows (limited) exploration of hyperparameters,
specifically the learning rate, as well as the (best
portion of) input data.

212



LIWC Description
affiliation Desire for connection
allnone Certainty
tone_neg Negative tone
emotion Emotion
emo_neg Negative emotion
emo_sad Sadness emotion
mental Mental health behaviour
allure Persuasiveness
feeling Feeling

Table 1: Selected LIWC features with description

3.1.1 Inclusion of LIWC information

LIWC-22 (Boyd et al., 2022) is used to extract
additional information from each post. The most
informative of these features (see below) are in-
tegrated into the training phase of the classifier.
LIWC uses word counting to determine the percent-
age of words indicative of specific psychological
constructs or categories within a text. The words of
interest (such as personal pronouns) are based on
internal dictionaries, with LIWC-22’s dictionary
containing over over 12,000 words associated with
the selected psychologically relevant categories, re-
sulting in values for 119 different features output
for each post.

Many of the features are relatively sparse for the
current dataset, enabling feature reduction to be
performed. Standard statistics of each feature were
explored, as were correlations with risk categories.
Statistical information was extracted from data con-
strained to specific risk categories: i.e. all posts of
a user were assigned the user’s risk category, and
the mean value of each LIWC feature was com-
puted. Features with a monotonically increasing
mean across risk categories were included in the fi-
nal selection shown in Table 1; the description was
used to construct a phrase which was prepended to
the post information. Since LMs do not interpret
numbers well, values below a feature’s mean were
converted to low and above the mean were consid-
ered high. Thus a post with the title "I feel sad"
and body "It’s that time of year" with an associated
LIWC score of 0.3 for the emo_sad feature (which
has a mean of 0.12) becomes: High emotional sad-
ness. Title: I feel sad. Body: It’s that time of year.
This augmented input is used to train a suicide risk
classifier as described in Section 3.1.

3.1.2 Extraction of important phrases
SHAP values are a game theory based approach to
gaining insights into the predictions made by ma-
chine learning by producing an explanation based
on feature contributions towards the final deci-
sion (Lundberg and Lee, 2017). The approach is
model agnostic and can be applied to all machine
learning models including neural networks. For a
multiclass problem, such as suicide risk classifica-
tion, the partition explainer can be used to compute
the SHAP values for each text. These values ex-
plain the impact of unmasking each word to the
final prediction (see official SHAP example in Fig-
ure 1 from https://shap.readthedocs.io).

For a given user, phrases highlighted by SHAP
as contributing to the highest suicide risk pre-
diction were extracted from each post in the
r/SuicideWatch subreddit.1 Words between se-
lected phrases were added if their contribution was
low to other classes, increasing the quantity of con-
tinuous text. I.e. for the example shown in Figure 1,
feeling and hopeless would be extracted initially
and so would be added to produce the highlighted
phrase feeling so hopeless. Any phrases consisting
of at most a single content word alongside 0 or
more (nltk) stoplist words are removed.

3.2 Generation of summary

Locally run generative AI was explored for the
purpose of building a summary based on the
important phrases extracted in Section 3.1.2.
For each user, the phrases were ordered by
decreasing length and the longest phrases were
retained until a pre-specified length limit was
reached. A number of prompts was explored
with the meta-llama/Llama-2-13b-chat-hf
model (Touvron et al., 2023), however, the
model was found to be hard to (a) restrict to
a specific maximum length, and (b) stop from
deteriorating into a more social media style.
The mistralai/Mistral-7B-Instruct-v0.1
model (Jiang et al., 2023), which uses sliding-
window attention, did not suffer from the same
problems. The instruction given to the model was

Summarize the (1) emotions, (2) cog-
nitions, (3) social support, (4) mental
health issues and (5) conceptual risk fac-
tors (one average length sentence for

1Note that posts were uniformly shortened for the explainer
until post length matched the explainer’s expectations – for
the majority of posts, this corresponded to 512 tokens.
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Figure 1: Example showing contributions of words towards final prediction of emotion (example from https:
//shap.readthedocs.io, not CLPsych dataset)

each of the five factors) indicating de-
pressed or suicidal thoughts in following
phrases:

followed by the subset of phrases identified above.
The prompt may be considered relatively complex,
however prompts such as Generate a 250 word sum-
mary based on the following excerpts explaining
why the following phrases may indicate depressed
or suicidal thought: frequently failed to address
one or more of the requested five aspects. Since no
data was available for optimization, the model was
used with its default parameter values.

4 Results and discussion

Optimization, with early stopping, was performed
over learning rate, the quantity of data used in train-
ing and inclusion or exclusion of LIWC informa-
tion. The training data was balanced and the best
performing model, at 51% (over a balanced eval-
uation dataset which included all 4 classes), was
found to be using expert data only with LIWC in-
formation included with a learning rate of 2− e6.

The pipeline, starting from risk level classifica-
tion, through extraction of important phrases and
ending with summary generation, was run for all
125 users in the evaluation set. While important
phrases were extracted from all posts, only the
highlights that were used in summary generation
were submitted, alongside summaries, resulting in
some submissions having empty highlights for spe-
cific posts (but having a non empty summary, as
this was generated from posts which were deemed
more informative). Fourteen users were therefore
submitted with empty highlights for at least one
post (21 posts, out of 166 posts, in total): this af-
fects the overall metrics for the system shown in
Table 2. When computed only over the 111 users
with a submitted set of complete highlights, the

Recall HM Mean consistency
Value 0.850 0.896 0.934

Table 2: Results of the INF@UoS system

recall increases to 0.958.2 Interestingly, mean con-
sistency is identical (to 2 d.p.) for users where
posts other than those in the test set were used to
summarize evidence (i.e. users with empty high-
lights). To reiterate, empty highlights forming part
of the submission do not mean that SHAP failed
to extract important phrases from the appropriate
post, only that other posts by the same author were
selected for summary generation – extracted SHAP
phrases were not submitted if they were not used
for evidence generation.

After the competition, manual analysis was per-
formed of the summarized evidence and the ex-
tracted highlights. Note that the official summaries
and highlights were not released, so the results
presented are only our judgements. The evalua-
tion set contained 125 users: 39% of the submitted
summaries were complete sentences summarizing
the requested aspects of its inputs, 39% were also
good summaries, but rather than sentences, they
consisted of lists (such as "Emotions: hopelessness,
loneliness"). 4% answered each point with an ex-
act quote from the SHAP phrases and 8% were a
mix of quotes from posts and generated text. Also
relevant were 3% of summaries which in addition
contained information which wasn’t linked to the
required points – such as a basic sentence contain-
ing only the person’s age (e.g. "They are 30 years
old."). The remaining summaries were either par-
tial (2%), or probably too general, appearing to out-
line importance of the various aspects for suicide
risk evaluation. Only one summary was nonsensi-

2Note that this is not comparable to the overall results for
other teams.
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cal and all summaries were within the permitted
length, with a mean of 85 words.

Since the summarized evidence is generated
from SHAP extracted phrases, 25% of these (136
highlights) were also manually explored. While
88% appeared OK (in this we include highlights
which were not clearly supporting suicide risk
judgement alone, but they complemented other se-
lected highlights), a large portion contained frag-
ments within the highlight: such as portions of a
previous or following sentence, or ending at a point
where is was clear how the fragment continued but
with the end missing (e.g. ". . . one way or"). Some
fragment highlights were also not entire sentences
from the original post, but they were a self con-
tained sentence. The remaining sources of error
were either fragments that were too short to carry
enough meaning (5%), fragments that - due to their
selection - were inconsistent (1%), and highlights
which didn’t appear pertinent to the assessment of
someone’s risk of suicide (6%).

5 Conclusion and future work

We have shown the utility of SHAP explainabil-
ity for the extraction of important phrases from
text for the purpose of transparency within a text
based suicide risk level classifier. Mistral 7B per-
forms well for summary generation in this domain,
retaining text integrity and producing minimal hal-
lucinations.

Further investigations are required as to the con-
tribution of the LIWC tool to the changes of SHAP
extracted phrases, alongside a comparison with a
one step (rather than the two step, SHAP + Mistral)
summary generation process. Ablation tests eval-
uating changes to each step of the pipeline would
also bring more insights.

In future work, the quality of highlights selected
by SHAP could be improved by ensuring complete
sentences surrounding the highlight are extracted.

6 Limitations

Some assumptions are made in this work, resulting
in a number of limitations. We assume that the
user’s mental health state has not changed over the
period of time the posts are from. While the period
from which the posts were gathered was deemed
short, this may not always hold. In addition, all
posts of a user were included in training, including
posts from subreddits other than r/SuicideWatch.
It is unclear whether the variability in length as

well as topic and emphasis may not be affecting the
performance of the resulting classifier. Currently,
the length of posts is limited to the max length of
the model; recent models (such as MentalXLNet
and MentalLongformer (Ji et al., 2023)), which
allow longer contexts should be explored.

The integration of LIWC data is not optimized:
large language models are not designed for inter-
preting numeric content, and the integration of an
approach capable of understanding numeric values
may result in better classifier results. The SHAP
values produced highlight correlations between fea-
tures (words) and the classification category. How-
ever, individual behaviours may be different, and a
feature which is indicative of a low risk with other
person may not be so with another.

Lastly, using generative AI in a sensitive domain
is risky due to its ability to hallucinate.
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Abstract

This paper explores the use of Large Language
Models (LLMs) in analyzing social media con-
tent for mental health monitoring, specifically
focusing on detecting and summarizing evi-
dence of suicidal ideation. We utilized LLMs
Mixtral7bx8 and Tulu-2-DPO-70B, applying di-
verse prompting strategies for effective content
extraction and summarization. Our method-
ology included detailed analysis through Few-
shot and Zero-shot learning, evaluating the abil-
ity of Chain-of-Thought and Direct prompting
strategies. The study achieved notable success
in the CLPsych 2024 shared task (ranked top
for the evidence extraction task and second for
the summarization task), demonstrating the po-
tential of LLMs in mental health interventions
and setting a precedent for future research in
digital mental health monitoring.

1 Introduction

Large Language Models (LLMs) such as GPT
(Generative Pre-trained Transformer) (Brown et al.,
2020) have become cornerstones in the field of nat-
ural language processing domain. Their ability to
process and generate human-like text, learned from
extensive datasets, empowers them to recognize
and interpret complex language patterns on various
reasoning tasks, such as arithmetic, commonsense,
and symbolic reasoning (Kojima et al., 2022; Wei
et al., 2022). One of the critical abilities of LLMs is
text span extraction from unstructured data, such as
social media posts (e.g. Reddit, Twitter, Facebook,
etc.) (Srivastava et al., 2023; Xu et al., 2023; Yang
et al., 2023). This process involves identifying and
extracting specific segments of text that contain
relevant information or unique characteristics. In
the mental health context, this capability becomes
indispensable for spotting signs of mental illness,
such as depression, anxiety, and particularly suici-
dal thoughts or tendencies in online conversations.

∗Equal contributions.

Given the increasing prevalence of mental health
issues and the growing tendency of individuals to
express their thoughts and emotions on social me-
dia platforms, accurately recognizing signs of sui-
cidal ideation and other mental health concerns
from individual posts shared online becomes imper-
ative (Singh et al., 2024; Azim et al., 2022). Since
LLMs can process and interpret such complex lan-
guage patterns, they are essential for identifying
early signs of mental health concerns, including
suicidal ideation, and thus play a crucial role in
mental health interventions (Xu et al., 2023; Yang
et al., 2023).

Addressing the need for effective mental health
monitoring on social media, this study attempts
to make the best use of LLMs to scrutinize user-
generated content focusing specifically on iden-
tifying and summarizing potential indicators of
suicidal ideation. We employ two LLMs, Mix-
tral7bx8 (Jiang et al., 2024) and Tulu-2-DPO-
70B (Ivison et al., 2023), utilizing diverse prompt-
ing strategies to extract and summarize the text that
signifies suicidal thoughts, thereby gaining insights
into users’ mental states. Our team (UoS_NLP) par-
ticipated in the CLPsych 2024 shared task (Chim
et al., 2024), where we excelled, securing first place
in the evidence extraction task with an F1 score of
0.929 and second in the summarization task with a
mean consistency score of 0.977. Our methodology
encompassed in-depth post-by-post analysis, incor-
porating both Few-shot (Wei et al., 2022; Zhang
et al., 2022) and Zero-shot (Kojima et al., 2022;
Wei et al., 2021) learning techniques, and further
evaluate the ability of Chain-of-Thought and Direct
prompting strategies (Kojima et al., 2022; Zhang
et al., 2022). For the summarization aspect, we
adopted a Zero-shot approach, exploring the im-
pact of including meta-information such as senti-
ments and user suicide risk labels in the prompts
and showcasing the potent application of LLMs in
mental health analysis and intervention.
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Instruction
prompt

As a mental health assistant, your task is to [TASK] directly from the provided input text to highlight the mental health
issues. For the [TASK] task, consider the following aspects:

• Emotions: Evaluate expressed emotions, from sadness to intense psychological pain, as they may influence the
assigned risk level.

• Cognitions: Explore the individual’s thoughts and perceptions about suicide, including the level and frequency of
suicidal thoughts, intentions of suicide, and any existing plans.

• Behavior and Motivation: Evaluate the user’s actions related to suicide, such as access to means and concrete
plans. Consider their ability to handle difficult/stressful situations and the motivations behind their desire to die.

• Interpersonal and Social Support: Investigate the individual’s social support or stable relationships, and
understand their feelings toward significant others.

• Mental Health-Related Issues: Consider psychiatric diagnoses associated with suicide such as schizophrenia,
bipolar, anxiety, eating disorder, previous suicidal attempts, and others.

• Additional Risk Factors: Consider other factors like socioeconomic and demographic factors, exposure to suicide
behavior by others, chronic medical conditions, etc.

Meta-
information

The opinion holder has an indication of [Risk] suicidal risk, with probable [Emotion] emotion and [Sentiment]
sentiment.

Input [USER POST]
Output [TASK OUTPUT]

Table 1: Instruction prompt for Mental Health Analysis Task Using Large Language Models (LLMs). The [TASK]
placeholder is adapted based on whether the focus is on evidence extraction or summarization. The [TASK
OUTPUT] is considered for the Few-shot prompting strategy.

The rest of the paper is organized as follows:
Section 2 provides an overview of the shared task.
Section 3 discusses the experiment designs. Sec-
tion 4 presents the results and discussion, and fi-
nally, the study concludes in Section 5.

2 CLPsych 2024 Shared Task and Dataset

The CLPsych 2024 Shared Task (Chim et al., 2024)
centers on employing Large Language Models
(LLMs) to identify supporting evidence of an in-
dividual’s suicide risk level from their social me-
dia posts. The challenge requires using an LLM
to extract and coherently present evidence from
posts that align with the pre-assigned risk levels of
low, moderate, or severe suicide risk(Zirikly et al.,
2019). This task aims to utilize the generative capa-
bilities of LLMs in producing supportive evidence
for clinical assessments.

For this shared task, we were provided UMD Sui-
cidality Dataset (Shing et al., 2018; Zirikly et al.,
2019). This dataset includes social media posts
from users on the Reddit platform, specifically
from the r/SuicideWatch subreddit. These posts
have been annotated with suicide risk levels by ex-
perts and crowdsource workers, categorizing them
into no, low, moderate, or severe risk. Participants
are tasked with using LLMs to identify and ex-
tract text spans from these posts that support the

assigned risk levels. This dataset provides a unique
opportunity to explore the application of LLMs in
mental health analysis, particularly in assessing and
understanding suicide risk from online interactions.

3 Prompting Strategies

In this section, we explore various prompting strate-
gies for text span extraction and summarization in
the realm of mental health analysis, utilizing Large
Language Models (LLMs). Focusing specifically
on two LLMs, Mixtral7bx8 (Jiang et al., 2024) and
Tulu-2-DPO-70B (Ivison et al., 2023), this part of
the study examines how diverse prompting tech-
niques can enhance the extraction and summariza-
tion of relevant information from large datasets in
the context of mental health.

3.1 Zero-shot Prompting

This approach utilizes the inherent knowledge of
the LLMs without relying on task-specific training.
We assess its effectiveness by providing the LLMs
with carefully crafted instruction prompts that in-
clude the context of the task. Table 1 presents the
instruction prompt used for this study. The aim
is to guide the LLMs to concentrate on six cru-
cial aspects when identifying text spans related
to suicide risk: Emotions, Cognitions, Behavior
and Motivation, Interpersonal and Social Support,
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Mental Health-Related Issues, and Additional Risk
Factors. The instruction is designed to guide the
LLMs in utilizing their pre-trained knowledge to
identify key text spans that may indicate mental
health issues. By giving precise and contextualized
prompts, we aim to measure the inherent capabili-
ties of the LLMs in extracting meaningful informa-
tion without additional training or examples.

3.2 Few-Shot Prompting

To enhance the understanding of Large Language
Models (LLMs) beyond Zero-shot prompting, this
approach incorporates context examples (referred
to as demonstrations), enabling the use of few-shot
prompting for In-Context Learning (ICL). We in-
tegrate k-number of input-output pairs with the
instruction prompts in Table 1 for effective ICL.
Our methodology involves selecting posts that dis-
play a range of sentiments, emotions, and levels of
user-suicidal risk for annotation, ensuring a com-
prehensive coverage of contexts for ICL. This se-
lection aids the LLMs in gaining a deeper grasp of
the task.

For the preparation of ICL, we utilize Sentence-
BERT (Thakur et al., 2021) and pre-trained
RoBERTa-base models (Barbieri et al., 2020) to
represent user posts in a vector space, incorporat-
ing semantic, emotional, and sentiment dimensions.
These post representations are then categorized into
eight clusters via K-means clustering1. In each
cluster, the top three posts nearest to the centroid
are identified for further analysis. These posts are
manually reviewed to determine the user’s suici-
dal risk levels, and three are manually selected for
the annotation process in ICL. Our study considers
two prompting strategies for ICL: Direct Prompt-
ing and Chain-of-Thoughts Prompting, to evaluate
their effectiveness in this context.

3.2.1 Direct Prompting
In Direct Prompting strategy, the focus is on pre-
senting clear, explicit instructions or queries that
directly correspond with the text span extraction
task. This method hinges on the clarity of the
prompt to effectively guide the model’s response.
Additionally, we incorporate few-shot demonstra-
tions within these prompts. These examples are
intended to provide more context, thereby enhanc-
ing the LLM’s ability to discern and extract the
relevant text spans accurately. An example of a

1
https://en.wikipedia.org/wiki/K-means_clustering

direct prompting instruction template with input
and output is shown in Appendix Table 4.

3.2.2 Chain-of-Thought Prompting

In the Chain-of-Thoughts Prompting (CoT) strat-
egy, we direct LLMs through a step-by-step logical
reasoning process, thereby enhancing their ability
to handle complex tasks. This method involves de-
signing prompts that not only present a problem but
also guide the model in a structured thought pro-
cess towards a solution, exemplified by the phrase
"Let’s think step by step". The goal is to encourage
the LLMs to effectively identify text spans that are
relevant to critical aspects such as Emotions, Cogni-
tions, Behavior and Motivation, Interpersonal and
Social Support, Mental Health-Related Issues, and
Additional Risk Factors. It is important to note
that some text spans might be relevant to multiple
aspects. For example, the phrase "I just want to
die" could be indicative of both an emotional state
and a cognitive condition. In these instances, we
carefully avoid redundant text spans in our final
extraction task to maintain a clear and focused rep-
resentation of each aspect. An example of a CoT
template with one demonstration example is shown
in Appendix Table 5.

By implementing these prompting strategies, we
aim to harness the full potential of LLMs in the
domain of text span extraction, addressing both
simple and complex extraction requirements with
high precision and contextual relevance.

4 Result analysis

In this section, we conduct a comprehensive analy-
sis comparing Zero-shot and few-shot prompting
strategies, assessing their effectiveness in enabling
in-context learning for text span extraction tasks.
Additionally, we examine the performance of direct
prompting and chain-of-thought prompting strate-
gies, highlighting their impact on precision and
coherence in text span extraction. We also inves-
tigate how the inclusion of meta-information such
as sentiment, emotion, and suicide risk levels influ-
ences the LLMs’ ability to identify and summarize
mental health-related content. This evaluation pro-
vides insights into the strengths and weaknesses of
these strategies in the evidence extraction and sum-
marization tasks. Table 2 and 3 showcase the per-
formance of our LLMs in the evidence extraction
and summarization tasks, along with the top-ranked
competitors from the shared task.
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Prompt Evidences extraction task
LLMs Strategies Recall Precision W-Recall F1-score

Mixtral7bx8 0-shot 0.914 0.911 0.675 0.912
Mixtral7bx8 Direct 0.914 0.907 0.651 0.910

Tulu-2-DPO-70B CoT 0.943 0.916 0.527 0.929

BERT-finetuned – 0.944 0.906 0.489 0.924

Table 2: Performance Comparison of Large Language Models (LLMs) in Evidence Extraction Task using various
prompting strategies. sophiaADS is noted as the top competitor against our models in the evidence extraction task.

Include Evidences summarization
Meta Mean Max

LLMs information? Consistency Contradict

Mixtral7bx8 – 0.951 0.127
Mixtral7bx8 0.977 0.079

Tulu-2-DPO-70B 0.966 0.107

mistral-7b-instruct-v0.2 – 0.979 0.064

Table 3: Performance Comparison of Large Language Models (LLMs) in Evidence Summarization Tasks Using
Zero-Shot Prompting, with and without Meta-Information. indicates the inclusion of meta-information like
sentiments and suicide risk labels in the prompts. UZH_CLyp is noted as the top competitor against our model in
the summarization task.

4.1 Evidence extraction task

In the evidence extraction task, the Mixtral7bx8
model shows no significant difference between its
Few-Shot (Direct) and Zero-shot prompting strate-
gies, with both achieving a recall and F1-score of
0.914 and 0.912, respectively shown in Table 2.
This suggests that the model’s performance in iden-
tifying relevant textual evidence does not depend
on the additional context provided by a Few-Shot
approach. On the other hand, the Tulu-2-DPO-
70B model benefits from a Few-Shot (CoT) strat-
egy, leading to the highest recall of 0.943 and F1-
score of 0.929 among the listed approaches, indi-
cating that the Chain-of-Thought prompting sub-
stantially enhances its evidence extraction capa-
bilities. This is expected as Tulu-2-DPO-70B is
an instruction-tuned model that incorporates chain-
of-thought data within its training mixture dataset,
endowing it with robust reasoning abilities. While
the BERT-finetuning model by sophiaADS (Tanaka
and Fukazawa, 2024), a competitor in this evidence
extraction task, marginally surpasses the Tulu-2-
DPO-70B in recall. However, the Tulu-2-DPO-70B
model achieves a higher F1 score. This superior
F1 score indicates a more optimal balance between
precision and recall, underscoring the Tulu-2-DPO-
70B model’s enhanced effectiveness in evidence
extraction when compared to its competitor.

4.2 Evidence summarization task

For the evidence summarization task, we utilized
a Zero-shot prompting strategy with a focus on
incorporating specific types of meta-information:
emotion, sentiment, and user risk label, derived
from multiple posts of a user, as outlined in Ap-
pendix Table 6. This process involved aggregating
all posts from a single user, analyzing the emotion
and sentiment for each post, and then selecting
the most prevalent emotion and sentiment to rep-
resent the overall state of the user. The user risk
label was determined based on an assessment of
all the user’s posts. Table 3 presents the effective-
ness of LLMs using Zero-shot strategies both with
and without this meta-information. Notably, the
Mixtral7bx8 model incorporating meta-information
attains a high mean consistency score of 0.977,
indicating its strong capability in generating ac-
curate and coherent summaries aligned with the
extracted evidence. This underscores the effec-
tiveness of Zero-shot strategies in mental health
analysis on social media. Notably, the mistral-7b-
instruct-v0.2 used by UZH_CLyp (Uluslu et al.,
2024), as our top competitor in the shared task,
slightly outperforms the Mixtral7bx8 model with
meta-information in terms of mean consistency,
highlighting their marginally superior summariza-
tion reliability.
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5 Conclusion

This study demonstrates the significant potential of
Large Language Models (LLMs) in mental health
analysis, particularly in identifying and summa-
rizing suicidal ideation from social media content.
Through the CLPsych 2024 Shared Task, we suc-
cessfully applied advanced LLMs using both Few-
shot and Zero-shot prompting strategies, achiev-
ing notable performance in evidence extraction
and summarization tasks. Our findings emphasize
the efficacy of LLMs in handling complex mental
health data and highlight the impact of Chain-of-
Thought (CoT) prompting on evidence extraction.
The study also highlights the importance of incor-
porating meta-information to enhance the evidence
summarization tasks. Our success in the CLPsych
2024 shared task highlights the practical applica-
tion of LLMs in mental health interventions, paving
the way for future advancements in digital mental
health monitoring.

6 Limitation

The study has a few key limitations. First, it fo-
cuses mainly on two models, Mixtral7bx8 and Tulu-
2-DPO-70B, which might not represent how other
Large Language Models would perform. Second,
it only looks at Few-Shot and Zero-shot prompt-
ing, missing out on other possible methods. Third,
the datasets used for this study might not be di-
verse or large enough, which could make the find-
ings less applicable to real-world situations. Ad-
ditionally, the reliance on manual annotation for
Few-Shot prompting introduces subjectivity and
potential scalability issues. Lastly, analyzing only
two competitor models may not fully capture the
competitive landscape, potentially leading to an
incomplete comparative assessment. These factors
highlight the need for a more inclusive approach
in model selection, diverse prompting strategies,
comprehensive datasets, and objective competitor
analysis in future research.
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hibiting data sharing with any unauthorized entities.
Our approach is designed to prioritize responsible
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prevent misuse.

Acknowledgements

This work was supported by the Natural Envi-
ronment Research Council (NE/S015604/1),
Economic and Social Research Council
(ES/V011278/1), and Engineering and Phys-
ical Sciences Research Council (EP/S024298/1),
and the Alan Turing Institute’s Turing Enrichment
Scheme. The authors acknowledge the use
of the IRIDIS High Performance Computing
Facility, and associated support services at the
University of Southampton, which significantly
contributed to the completion of this work. The
authors are particularly grateful to the anonymous
users of Reddit whose data feature in this year’s
shared task dataset, to the clinical experts from
Bar-Ilan University who annotated the data, and
the assistance of the American Association of
Suicidology for making the dataset available.

References
Tayyaba Azim, Loitongbam Singh, and Stuart Middle-

ton. 2022. Detecting moments of change and suici-
dal risks in longitudinal user texts using multi-task
learning. In Proceedings of the Eighth Workshop on
Computational Linguistics and Clinical Psychology,
pages 213–218.

Francesco Barbieri, Jose Camacho-Collados, Luis Es-
pinosa Anke, and Leonardo Neves. 2020. TweetEval:
Unified benchmark and comparative evaluation for
tweet classification. In Findings of the Association
for Computational Linguistics: EMNLP 2020, pages
1644–1650, Online. Association for Computational
Linguistics.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877–1901.

Jenny Chim, Adam Tsakalidis, Dimitris Gkoumas, Dana
Atzil-Slonim, Yaakov Ophir, Ayah Zirikly, Philip
Resnik, and Maria Liakata. 2024. Overview of the
clpsych 2024 shared task: Leveraging large language
models to identify evidence of suicidality risk in on-
line posts. In Proceedings of the Ninth Workshop on
Computational Linguistics and Clinical Psychology.
Association for Computational Linguistics.

Hamish Ivison, Yizhong Wang, Valentina Pyatkin,
Nathan Lambert, Matthew Peters, Pradeep Dasigi,
Joel Jang, David Wadden, Noah A. Smith, Iz Belt-
agy, and Hannaneh Hajishirzi. 2023. Camels in a
changing climate: Enhancing lm adaptation with tulu
2.

222

https://doi.org/10.18653/v1/2020.findings-emnlp.148
https://doi.org/10.18653/v1/2020.findings-emnlp.148
https://doi.org/10.18653/v1/2020.findings-emnlp.148
http://arxiv.org/abs/2311.10702
http://arxiv.org/abs/2311.10702
http://arxiv.org/abs/2311.10702


Albert Q Jiang, Alexandre Sablayrolles, Antoine
Roux, Arthur Mensch, Blanche Savary, Chris Bam-
ford, Devendra Singh Chaplot, Diego de las Casas,
Emma Bou Hanna, Florian Bressand, et al. 2024.
Mixtral of experts. arXiv preprint arXiv:2401.04088.

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-
taka Matsuo, and Yusuke Iwasawa. 2022. Large lan-
guage models are zero-shot reasoners. Advances in
neural information processing systems, 35:22199–
22213.

Han-Chin Shing, Suraj Nair, Ayah Zirikly, Meir Frieden-
berg, Hal Daumé III, and Philip Resnik. 2018. Expert,
crowdsourced, and machine assessment of suicide
risk via online postings. In Proceedings of the fifth
workshop on computational linguistics and clinical
psychology: from keyboard to clinic, pages 25–36.

Loitongbam Gyanendro Singh, Stuart E Middleton,
Tayyaba Azim, Elena Nichele, Pinyi Lyu, and Santi-
ago De Ossorno Garcia. 2024. Conversationmoc: En-
coding conversational dynamics using multiplex net-
work for identifying moment of change in mood and
mental health classification. In Proceedings of the
Machine Learning for Cognitive and Mental Health
Workshop (ML4CMH) @ AAAI 2024.

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao,
Abu Awal Md Shoeb, Abubakar Abid, Adam Fisch,
Adam R Brown, Adam Santoro, Aditya Gupta, Adrià
Garriga-Alonso, et al. 2023. Beyond the imitation
game: Quantifying and extrapolating the capabili-
ties of language models. Transactions on Machine
Learning Research.

Rika Tanaka and Yusuke Fukazawa. 2024. Integrating
supervised extractive and generative language mod-
els for suicide risk evidence summarization. In Pro-
ceedings of the Ninth Workshop on Computational
Linguistics and Clinical Psychology. Association for
Computational Linguistics.

Nandan Thakur, Nils Reimers, Johannes Daxenberger,
and Iryna Gurevych. 2021. Augmented SBERT: Data
augmentation method for improving bi-encoders for
pairwise sentence scoring tasks. In Proceedings of
the 2021 Conference of the North American Chapter
of the Association for Computational Linguistics: Hu-
man Language Technologies, pages 296–310, Online.
Association for Computational Linguistics.

Ahmet Yavuz Uluslu, Andrianos Michail, and Simon
Clematide. 2024. Utilizing large language models to
identify evidence of suicidality risk through analysis
of emotionally charged posts. In Proceedings of the
Ninth Workshop on Computational Linguistics and
Clinical Psychology. Association for Computational
Linguistics.

Jason Wei, Maarten Bosma, Vincent Zhao, Kelvin Guu,
Adams Wei Yu, Brian Lester, Nan Du, Andrew M
Dai, and Quoc V Le. 2021. Finetuned language mod-
els are zero-shot learners. In International Confer-
ence on Learning Representations.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou,
et al. 2022. Chain-of-thought prompting elicits rea-
soning in large language models. Advances in Neural
Information Processing Systems, 35:24824–24837.

Xuhai Xu, Bingshen Yao, Yuanzhe Dong, Hong Yu,
James Hendler, Anind K Dey, and Dakuo Wang.
2023. Leveraging large language models for mental
health prediction via online text data. arXiv preprint
arXiv:2307.14385.

Kailai Yang, Tianlin Zhang, Ziyan Kuang, Qianqian
Xie, and Sophia Ananiadou. 2023. Mentalllama:
Interpretable mental health analysis on social me-
dia with large language models. arXiv preprint
arXiv:2309.13567.

Zhuosheng Zhang, Aston Zhang, Mu Li, and Alex
Smola. 2022. Automatic chain of thought prompting
in large language models. In The Eleventh Interna-
tional Conference on Learning Representations.

Ayah Zirikly, Philip Resnik, Ozlem Uzuner, and Kristy
Hollingshead. 2019. Clpsych 2019 shared task: Pre-
dicting the degree of suicide risk in reddit posts. In
Proceedings of the sixth workshop on computational
linguistics and clinical psychology, pages 24–33.

223

https://www.aclweb.org/anthology/2021.naacl-main.28
https://www.aclweb.org/anthology/2021.naacl-main.28
https://www.aclweb.org/anthology/2021.naacl-main.28


A Appendix

The subsequent Tables 4 and 5 provide detailed examples illustrating the process of inputting instruction
prompts into LLM models for the purpose of evidence extraction and summarization tasks related to
suicidal thought ideation. These tasks are executed using both direct and Chain-of-Thought (CoT)
prompting strategies, incorporating meta-information alongside the given input. Furthermore, Table 6
specifically displays the outputs generated by the LLM for the summarization tasks, highlighting the
effectiveness of the applied prompting strategies.

Instruction
prompt

As a mental health assistant, your task is to extract evidence directly from the provided input text to highlight the
mental health issues. For the evidence extraction task, consider the following aspects:

• Emotions: Evaluate expressed emotions, from sadness to intense psychological pain, as they may influence the
assigned risk level.

• Cognitions: Explore the individual’s thoughts and perceptions about suicide, including the level and frequency of
suicidal thoughts, intentions of suicide, and any existing plans.

• Behavior and Motivation: Evaluate the user’s actions related to suicide, such as access to means and concrete
plans. Consider their ability to handle difficult/stressful situations and the motivations behind their desire to die.

• Interpersonal and Social Support: Investigate the individual’s social support or stable relationships, and
understand their feelings toward significant others.

• Mental Health-Related Issues: Consider psychiatric diagnoses associated with suicide such as schizophrenia,
bipolar, anxiety, eating disorder, previous suicidal attempts, and others.

• Additional Risk Factors: Consider other factors like socioeconomic and demographic factors, exposure to suicide
behavior by others, chronic medical conditions, etc.

Meta-
information

The opinion holder indicates Severe suicidal risk, with probable sad emotion and negative sentiment.

Input Today marks a particularly challenging point in my life. My relationship is going through significant dificulties, and
academically, I’m failing to keep up in five subjects. The mornings bring with them a profound struggle to even leave
my bed. At 16 years old, a high school student, I’m begining to feel the weight of life’s hardships acutely. This period
marks two years of battling depression , and after trying eight diferent medications without success, I’ve reached a
state of despair. In my pain, I’ve contemplated ending my life, beleiving it to be a release from this seemingly endless
suffering. I’ve even gone as far as to plan for it in a way that minimizes the impact on my loved ones, whom I care
deeply about. I’ve prepared a farewell note . This post is a manifestation of my internal conflict; part of me questions if
it’s truely my time to go. I recognize that suicide is not the solution, yet the immense pain I’m experiencing makes it
appear as the only option for temporary relief.

Output [relationship is going through significant dificulties, failing to keep up in five subjects, profound struggle to even leave
my bed, two years of battling depression, I’ve reached a state of despair., contemplated ending my life, endless suffering,
prepared a farewell note, suicide is not the solution, the immense pain I’m experiencing, the only option for temporary
relief ]

Table 4: Illustration of Instruction Prompt for evidence extraction task using Direct Prompting strategy. The output
text spans are provided as a demonstration.
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As a mental health assistant, your task is to extract relevant spans directly from the provided input text to support the assigned
Suicide Risk Level. When highlighting evidence, consider the following aspects:
Emotions: Evaluate expressed emotions, from sadness to intense psychological pain, as they may influence the assigned risk level.
Cognitions: Explore the individual’s thoughts and perceptions about suicide, including the level and frequency of suicidal thoughts,
intentions of suicide, and any existing plans.
Behavior and Motivation: Evaluate the user’s actions related to suicide, such as access to means and concrete plans. Consider their
ability to handle difficult/stressful situations and the motivations behind their desire to die.
Interpersonal and Social Support: Investigate the individual’s social support or stable relationships, and understand their feelings
toward significant others.
Mental Health-Related Issues: Consider psychiatric diagnoses associated with suicide such as schizophrenia, bipolar, anxiety, eating
disorder, previous suicidal attempts and others.
Additional Risk Factors: Consider other factors like socioeconomic and demographic factors, exposure to suicide behaviour by
others, chronic medical condition, etc.

Input: Today marks a particularly challenging point in my life. My relationship is going through significant dificulties, and
academically, I’m failing to keep up in five subjects. The mornings bring with them a profound struggle to even leave my bed. At
16 years old, a high school student, I’m begining to feel the weight of life’s hardships acutely. This period marks two years of
battling depression , and after trying eight diferent medications without success, I’ve reached a state of despair. In my pain, I’ve
contemplated ending my life, beleiving it to be a release from this seemingly endless suffering. I’ve even gone as far as to plan for
it in a way that minimizes the impact on my loved ones, whom I care deeply about. I’ve prepared a farewell note . This post is a
manifestation of my internal conflict; part of me questions if it’s truely my time to go. I recognize that suicide is not the solution, yet
the immense pain I’m experiencing makes it appear as the only option for temporary relief.
The opinion holder indicates Severe suicidal risk, with probable sad emotion and negative sentiment.
Output: Let’s think step by step.
Emotions:

* "I’ve reached a state of despair."
* "endless suffering"
* "the immense pain I’m experiencing"

Cognitions:

* "contemplated ending my life"
* "prepared a farewell note"
* "suicide is not the solution"
* "the only option for temporary relief"

Behaviour and Motivation:

* "relationship is going through significant dificulties"
* "failing to keep up in five subjects"
* "profound struggle to even leave my bed"
* "prepared a farewell note"

Interpersonal and Social Support:

* "relationship is going through significant dificulties"

Mental Health-Related Issues:

* "two years of battling depression"

Additional Risk Factors:

* (Not applicable or lacking information)

...

Table 5: Illustration of Instruction Prompt for evidence extraction task using Chain-of-Thought Prompting with one
demonstration.
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Instruction prompt As a mental health assistant, your task is to summarize directly from the provided input text that highlights the mental
health issues. For the summarization task, consider the following aspects:

• Emotions: Evaluate expressed emotions, from sadness to intense psychological pain, as they may influence the
assigned risk level.

• Cognitions: Explore the individual’s thoughts and perceptions about suicide, including the level and frequency of
suicidal thoughts, intentions of suicide, and any existing plans.

• Behavior and Motivation: Evaluate the user’s actions related to suicide, such as access to means and concrete
plans. Consider their ability to handle difficult/stressful situations and the motivations behind their desire to die.

• Interpersonal and Social Support: Investigate the individual’s social support or stable relationships, and
understand their feelings toward significant others.

• Mental Health-Related Issues: Consider psychiatric diagnoses associated with suicide such as schizophrenia,
bipolar, anxiety, eating disorder, previous suicidal attempts, and others.

• Additional Risk Factors: Consider other factors like socioeconomic and demographic factors, exposure to suicide
behavior by others, chronic medical conditions, etc.

Meta-information The opinion holder indicates Severe suicidal risk, with probable sad emotion and negative sentiment.
Input Today marks a particularly challenging point in my life. My relationship is going through significant dificulties, and

academically, I’m failing to keep up in five subjects. The mornings bring with them a profound struggle to even leave
my bed. At 16 years old, a high school student, I’m begining to feel the weight of life’s hardships acutely. This period
marks two years of battling depression , and after trying eight diferent medications without success, I’ve reached a
state of despair. In my pain, I’ve contemplated ending my life, beleiving it to be a release from this seemingly endless
suffering. I’ve even gone as far as to plan for it in a way that minimizes the impact on my loved ones, whom I care
deeply about. I’ve prepared a farewell note . This post is a manifestation of my internal conflict; part of me questions if
it’s truely my time to go. I recognize that suicide is not the solution, yet the immense pain I’m experiencing makes it
appear as the only option for temporary relief.

Summary

output without

Meta-information

The individual, a 16-year-old high school student, is grappling with severe depression, which has persisted for two
years despite multiple medication trials. Academic struggles in five subjects and relationship difficulties exacerbate
their emotional distress. They have considered suicide, planning it to minimize harm to loved ones, and have drafted a
farewell note. Despite understanding that suicide is not a solution, the intensity of their pain leads them to consider it
as a potential escape..

Summary

output with

Meta-information

The user is at Severe suicidal risk because they have been struggling with depression for two years, despite trying
various medications. They are currently experiencing academic difficulties and relationship issues, which exacerbate
their feelings of hopelessness. Their morning struggles suggest possible sleep disturbances or lack of motivation,
common in depression. Despite recognizing that suicide is not a solution, they have planned for it, indicating a serious
level of distress. Their use of language like ’endless suffering’ and ’temporary relief’ suggests intense emotional pain.

Table 6: Illustration of Instruction Prompt Variations for the Suicidal Ideation Evidence Summarization Task. This
table compares the results of instruction prompts when incorporating meta information against those without it.
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Abstract

Suicide has become a major public health and
social concern in the world . This Paper looks
into a method through use of LLMs (Large Lan-
guage Model) to extract the likely reason for a
person to attempt suicide , through analysis of
their social media text posts detailing about the
event , using this data we can extract the rea-
son for the cause such mental state which can
provide support for suicide prevention. This
submission presents our approach for CLPsych
Shared Task 2024. Our model uses Hierarchi-
cal Attention Networks (HAN) and Llama2 for
finding supporting evidence about an individ-
ual’s suicide risk level.

1 Introduction

Suicide is a common and very serious concern that
affects many lives globally (Picardo et al., 2020).
Detecting signs of suicide early is important to pro-
vide timely help and support to those at risk. Even
though many current methods for identifying sui-
cide risk exist, they have their limitations in terms
of efficiency and accuracy. Traditional methods
focus on factors such as psychiatric diagnoses, agi-
tation, past suicidal behavior or even self-reported
questionnaire surveys (Maclean et al., 2023). How-
ever, these methods sometimes struggle to predict
suicidal thoughts accurately, and there’s a need for
more effective tools.

Social media platforms have become a valuable
source for understanding and identifying suicide
risk. People often share their thoughts and emo-
tions on platforms like Twitter, Facebook, and Red-
dit. Diagnosing these posts on these platforms can
be very helpful to get insights into the lives of the
individuals who might be struggling with suicidal
thoughts. In recent years, there’s been exciting
progress in the use of technology to enhance sui-
cide detection, particularly the use artificial intelli-
gence. Many researches have used various machine
learning (Lekkas et al., 2021) and deep learning

algorithms (Sourirajan et al., 2020) to detect signs
of suicide risk with varying levels of success. Im-
proving the current models could end up being very
helpful to prevent many suicide cases.

Based on reddit data, in this paper we use
LLMs for extracting suicidal thoughts from the
user. LLMs use advanced natural language pro-
cessing algorithms to analyze vast amounts of tex-
tual data, including social media posts, to identify
patterns and linguistic cues associated with suici-
dal thoughts. By leveraging the power of LLMs,
researchers and mental health professionals can
develop more sophisticated and accurate tools for
detecting and understanding the individual.

2 Related Work

There is a rising number of research being done
in suicide risk detection. This has been a key fo-
cus in the field of Natural Language Processing.
This task has been done using a lot of methods,
but the key focus keeps evolving over time as the
field of Machine Learning and Artificial Intelli-
gence keeps expanding. Various Machine Learning
algorithms have been used for this task like Long
Short Term Memory (LSTM) and Convolutional
Neural Networks (CNN) in (Chatterjee et al., 2019)
or ensemble learning methods using Convolutional
Neural Networks (CNN) and XGBoost used by
(Kim et al., 2020). There has also been an increase
in the use of transformer based models (Poświata
and Perełkiewicz, 2022).

Recent work on large language models (LLMs)
suggest that they can perform well on NLP tasks
such as information extraction (Agrawal et al.,
2022) and question answering (Singhal et al., 2022)
which could help us in identifying evidence sup-
porting individual’s suicide risk level from a given
social media post. We used a hierarchical attention
network (HAN) (Yang et al., 2016) in our model
to capture the importance of the words and the sen-
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tences of the post to find the portions of the text
which indicate the presence of suicide risk.

3 Dataset

This paper discusses our involvement in CLPsych
2024 Shared Task (Chim et al., 2024). The prob-
lem statement was to use an open source LLM to
provide evidence for the assigned suicide risk level
of a person on the basis of their linguistic content.
Our task was to highlight the parts of the text which
indicate evidence of suicide risk and explain the
assignment of a particular suicide risk level using
our model.

The dataset we used is from the 2019 CLPsych
Shared Task A (Shing et al., 2018),(Zirikly et al.,
2019) (University of Maryland Reddit Suicidality
Dataset, Version 2). This includes a collection of
data from Reddit posts within the r/SuicideWatch
community. A careful selection process is em-
ployed to focus exclusively on posts where individ-
uals openly share personal experiences related to
suicide attempts. The dataset includes Reddit users
and their r/SuicideWatch posts, alongside their sui-
cide risk levels in four classes: No, Low, Moder-
ate and Severe risk. However we were asked to
exclude posts and users labeled as no risk. The
task participants were required to sign data sharing
agreements and abide by ethical practice during the
competition.

4 Methodology

The architecture of the process followed in this
paper can be mainly divided into two parts ,first
being use of Hierarchical Attention Modeling to
get highlights from the posts from the user and then
using these highlights with the post , using this as
LLAMA-2 LLM for generating the summarized
reason for suicide attempt .

4.1 Hierarchical Attention Modeling for
highlights

Hierarchical Attention Networks (HAN) are basi-
cally a type of neural network architecture that are
used to capture the importance of sequential data
present in various hierarchical levels. These work
especially well for tasks involving text or document
classification. The aim behind using HAN in this
paper is to address the challenge of understanding
context at different levels such as words, sentences,
and entire documents. This architecture is espe-
cially very useful for tasks where the meaning of a

document is affected not only by individual words
but also by the hierarchical structure of sentences
and paragraphs.

There can be multiple levels to this attention
mechanism: word-level attention mechanism con-
sists of an attention mechanism which assigns dif-
ferent weights to words based on their relevance
to the overall document. This helps the model to
focus on important words. We use this representa-
tion with its respective attention weights to get a
context vector representing the document-level in-
formation for each word. Similarly sentence-level
attention mechanism consists of an attention mech-
anism which assigns different weights to each sen-
tence based on their importance to the document.
We use this representation with its respective atten-
tion weights to get a context vector representing
the document-level information for each sentence.

Figure 1: Architecture of the HAN for highlights

Our model architecture uses a Hierarchical At-
tention Network (HAN) for text extraction. The
input sequences undergo embedding, converting
them into fixed-size vectors. A bidirectional LSTM
layer processes the embedded sequences, capturing
word-level contextual information. The attention
mechanism then focuses on specific words, forming
a context vector. Afterwards, another bidirectional
LSTM layer processes these word representations
to capture sentence-level context. This hierarchi-
cal approach that integrates word and sentence at-
tention mechanisms, allows the model to find out
important features at varying levels of detail, im-
proving its capacity for accurate text classification.

4.2 Using Llama2 for summarization

Here in this work we utilize an Large Language
Model (LLM) named LLAMA2 as a key compo-
nent, particularly for the pivotal task of generating
concise and summarized insights into the likely
reasons behind suicide attempts. The selection
of LLAMA2 as it’s an auto-regressive language
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model that uses an optimized transformer architec-
ture. The tuned versions use supervised fine-tuning
(SFT) and reinforcement learning with human feed-
back (RLHF) to align to human preferences for
helpfulness and safety with this it gives it remark-
able proficiency in processing and comprehending
extensive textual data, making it a well-suited can-
didate for the task to be done in the paper.

Data from 2 trillion tokens publicly accessible
sources were used to pretrain Llama 2. The fine-
tuning data consists of more than a million newly
annotated human cases in addition to publicly ac-
cessible instruction datasets.

Figure 2: Architecture with LLM model

In this paper, we employ a 4-bit quantization
technique to load the Llama 2 7b chat hf version of
the model. This approach lowers the computational
and memory expenses associated with inference
by representing weights using low-precision data
types such as 8-bit integer, rather than the custom-
ary 32-bit floating point.By lowering the bit count,
the resulting model uses less energy and requires
less memory, which enables us to make better use
of the huge LLM model.

The highlight extractions from the Hierarchical
Attention Networks (HAN) procedure and the orig-
inal post bodies are the two essential components
that are concatenated and fed into the model in
the next phase. The LLM is able to obtain a thor-
ough representation of all the pertinent information
included in the Reddit postings thanks to collec-
tive participation. With the help of its pre-trained
knowledge gained from exposure to a variety of
language patterns and the development of suicidal
content expertise, the LLM demonstrates a remark-
able capacity to extract the finer features contained

in the concatenated input.
The LLM using it’s trained architecture helps to

create brief summaries that capture the most likely
causes of the reported suicide attempts after it re-
ceives the concatenated input. The interpretability
and accessibility of the research findings are im-
proved by the model’s ability to condense complex
information into brief and insightful outputs. The
produced summaries function as combined repre-
sentation that provide insightful information about
the underlying causes of people’s experiences with
suicidal thoughts.

Finally we can see that, Llama 2 here is a potent
model to help in the study for psychiatrists and
researchers, helping to provide complex and educa-
tional summaries that facilitate comprehension of
the multidimensional character of suicide-related
narratives posted users in social media sites.

5 Results

The results of our methodology demonstrate strong
performance, with high precision and recall values
indicating accurate and comprehensive summariza-
tion of suicide-related content within the dataset.
The generated summaries not only provide mean-
ingful insights into likely reasons behind suicide
attempts but also maintain interpretability. Overall,
these results suggest the potential of our method
in extracting and understanding sensitive content
within online communities, contributing to both
research and mental health support systems.

article multirow booktabs

Table 1: Highlights Results-1

Recall Precision
0.886 0.893

Table 2: Highlights Results-2

Mean Consistency Max Contradiction
0.784 0.889

Table 3: Summarized text Results

Mean Consistency Max Contradiction
0.901 0.233
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6 Conclusion

In conclusion, our research endeavors to address
the intricate challenges of understanding and
summarizing suicide-related narratives within the
r/SuicideWatch community. The utilization of ad-
vanced techniques, including Hierarchical Atten-
tion Networks (HAN) and the Large Language
Model (LLM) LLAMA2, has yielded promising
results. The application of HAN facilitates the ex-
traction of critical information, while LLAMA2’s
proficiency in processing extensive textual data en-
sures the generation of concise and insightful sum-
maries.

7 Ethics and Limitations

We obtained our dataset from the University of
Maryland and adhered to ethical standards through-
out the research process. The dataset, comprising
sensitive information, has been handled with ut-
most confidentiality, and no sharing has occurred
to maintain participant privacy and comply with
ethical guidelines. Time constraints posed chal-
lenges in conducting a more extensive research.
This constraint affected the depth of our analysis
and the ability to explore additional variables. De-
spite these limitations, we believe our study pro-
vides valuable insights within the given constraints.
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Abstract

For numerous years, researchers have em-
ployed social media data to gain insights into
users’ mental health. Nevertheless, the majority
of investigations concentrate on categorizing
users into those experiencing depression and
those considered healthy, or on detection of sui-
cidal thoughts. In this paper, we aim to extract
evidence of a pre-assigned gold label. We used
a suicidality dataset containing Reddit posts la-
beled with the suicide risk level. The task is to
use Large Language Models (LLMs) to extract
evidence from the post that justifies the given
label. We used Meta Llama 7b and lexicons for
solving the task and we achieved a precision of
0.96.

1 Introduction

In today’s world, many people use social media
platforms. These platforms allow individuals to
express themselves openly, sharing daily details
about their activities and thoughts. Researchers
have been studying social media data for years to
understand users’ mental health.

Natural Language Processing (NLP) is often ap-
plied to social media data in research that focuses
on classifying the presence or absence of depres-
sion (Boinepelli et al., 2022; Chancellor and De
Choudhury, 2020). Researchers also examine how
to detect the transition from depression to suicidal
ideation (De Choudhury et al., 2016; Gong et al.,
2019; Matero et al., 2019; Sawhney et al., 2020).

In this paper, we explain our approach to the
CLPsych 2024 shared task. The goal of this shared
task is to utilize Large Language Models (LLMs)
to detect textual cues that support the designated
Suicide Risk Level, which may be classified as
Low, Moderate, or High. This “evidence” could
be provided in two ways, either highlighting (or
“extracting”) relevant spans within the text or by
providing a summary, aggregating evidence that
supports the assigned suicide risk level.

2 Dataset

Data used for this shared task was from (Zirikly
et al., 2019; Shing et al., 2018). It was pulled
from Reddit. This well-known social media plat-
form contains communities known as “subreddits”,
each of which covers a different topic. Access has
been granted to the UMD Suicidality Dataset v2,
encompassing multiple Reddit users and their cor-
responding posts on the platform, along with the
associated Suicide Risk Level labels. The dataset
incorporates annotations for Suicide Risk Levels
across subsets of posts within the r/SuicideWatch
subreddit, categorized as follows:

• No Risk (or "None"): Absence of evidence
indicating the person (post author) is at risk
of suicide;

• Low Risk: Some factors may suggest a level
of risk, but the likelihood of suicide is deemed
low;

• Moderate Risk: Indications exist that the per-
son could genuinely be at risk of attempting
suicide;

• High ("Severe") Risk: The belief that the per-
son is at a high risk of attempting suicide in
the near future.

This shared task exclusively concentrates on the
assessment of Low, Moderate, and High risk levels.
It is essential to note that, although the term “sui-
cidal crisis” was not employed in the original risk
labeling by (Shing et al., 2018), the High category
closely aligns with this concept, denoting an acute
situation necessitating immediate intervention. All
authors have signed the Data User Agreement (as
requested by the organisers) to have access to the
dataset.

232



3 Methods

In this section, we will describe the methods we
developed to address the shared tasks. The main
instruction for this task was to use Large Language
Models (LLMs) to extract the evidence. LLMs
have demonstrated superior performance in under-
standing human language and generating text re-
sembling it.

3.1 Task Description

The task (Chim et al., 2024) is to detect tex-
tual cues that support the annotated Suicide Risk
Level to Reddit users who wrote posts on the
r\suicideWatch subreddit. The “evidence” criti-
cal to our analysis can be presented through two
approaches. The first method involves providing
a comprehensive summary. This entails aggregat-
ing and synthesizing the identified evidence into
a cohesive overview that captures essential infor-
mation throughout the text. The second method
centers on highlighting or extracting specific, rel-
evant spans within the text, focusing on essential
details that contribute to the assigned suicide risk
level. This method includes extracting key textual
segments indicative of the individual’s suicide risk
level. The granularity of requirements of the tasks
is as follows: the risk is annotated at user-level, the
summary evidence is required at user-level, and the
highlights evidence is required at post-level. Some
rules were identified for accomplishing this task,
including that the summary does not exceed 300
words, and that highlights are extracted as exact
quotes from the posts. In addition, it is not allowed
to use APIs as transmitting the data to other servers
raises a concern of data leaks. Thus, we are not
allowed to use OpenAI GPT models 1 or Google
Bard model 2.

3.2 Model

We used the open-source Meta Llama 2 7B chat
LLM (Touvron et al., 2023). Llama is built
on a transformer architecture and underwent pre-
training on openly accessible online data sources.
Subsequently, the fine-tuned model, Llama Chat,
utilizes publicly available instructional datasets, in-
corporating input from over 1 million human an-
notations. The Hugging face library (Wolf et al.,
2019) is used, namely the‘Llama-2-7b-chat-hf’

1https://platform.openai.com/docs/libraries/python-
library

2https://bard.google.com/chat

model card. We experiment using a zero-shot learn-
ing approach with different prompts.

3.3 Evidence 1: Summary
Prompts are questions or statements that are pro-
vided to the model to initiate and guide a conversa-
tion or specific task or to generate desired text.

We experimented with Llama 2 7b to find the
summarized text evidence in two rounds with dif-
ferent prompts. In the first round, we are seeking
an explanation of the state of the user who wrote
the post. A set of the prompts used in extracting
evidence 1 (the summary) round 1 is illustrated
in Table 1. After receiving the response, we then
prompt the model again aiming at summarizing
the paragraphs received from the first round. The
prompt used for the second round is: Rewrite
this text as a descriptive paragraph of
the person who wrote it in less than 300
words starting with This person is at
[suicide level] risk because Text:...

Table 1: A set of the prompts used finding evidence 1
(the summary)

Explain the suicide risk level of the person who wrote this
text

Explain why the user who wrote this text has [suicide
level] suicide risk level.

Explain why the user who wrote this text has depressive
episodes.

Why do you think who wrote this text has [suicide level]
suicide risk level?

A psychologist identifies the person who wrote the follow-
ing text as having a [suicide level] risk of suicide, can you
explain why?

Write a paragraph on why this text might contain [suicide
level] suicide risk.

Can you let me know in a paragraph why this text is con-
sidered low mood?

3.4 Evidence 2: Highlights
Llama Prompts. We experimented with Llama 2
7b to extract the highlights evidence from the posts
using different prompts, a set of the prompts used
in extracting highlights evidence is illustrated in
Table 2.

Lexical Extraction. Previous studies indi-
cate that enhancing prediction outcomes can be
achieved by incorporating lexical features in con-
junction with machine learning models (AlHamed
and AlGwaiz, 2020; Carvalho and Plastino, 2021).
Thus, we inspected the posts of the three classes
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Table 2: A set of the prompts used finding evidence 2
(the highlights)

Can you identify pieces of text that indicate low mood in
the following text and answer with a list of texts?

A psychologist identifies the person who wrote the follow-
ing text as having a [suicide level] risk of suicide, can you
identify pieces of text that indicate that

Identify all quotes of low mood in this text

Identify all quotes about suicide risk in this text

Can you identify all text spans of depressive symptoms in
this text?

Table 3: List of suicidal words for Task B

Suicidal Words
kill die
knife survive
dead end my life
I’m gone live anymore
I’m done taking my life
killing overdose
jump suicide
wrist hang
burn self-harm
self harm pesticide
death take my life
call for help
Depressive Words
depression depressive
depressed sad
mood cry

and found that they contain many words related to
suicide attempts and depressive thoughts. Thus, in
addition to the highlights extracted by Llama, we
used the list of suicidal words created by (Alhamed
et al., 2022) and we added other words of depres-
sion inferred from manual posts’ inspection. The
word list is shown in Table 3. For each word from
the text found in a post, we retrieved the sentence
as two words before and 2 words after the word
found in the lexicon (5 words window size). This
sentence was added to the highlights list.

4 Evaluation

As per task organizers (Chim et al., 2024), sub-
missions are evaluated against a test set annotated
by two domain experts. Each test set example
comprises (i) the risk level label of an individual,
(ii) a list of posts written by the individual, (iii)
text spans highlighted by annotators from the posts

with evidence that support the risk level label, and
(iv) a human-written summary that aggregates the
highlighted evidence and observations into a single
piece of text. Evaluation metrics are as follows:

Summarized Evidence

• Consistency is the lack of contradiction. At
a user-level, score each sentence in the sub-
mitted evidence summary by running a natu-
ral language inference (NLI) model on it and
every gold summary sentence, using it as hy-
pothesis and the gold sentence as a premise,
to obtain the probability of it contradicting the
gold sentence. The sentence-level consistency
score is thus 1 - (the probability of the
“contradiction” prediction). Then, take
the average consistency score across all sen-
tences for the user. Overall submission-level
score is the mean consistency score across all
users.

• Contradiction Penalizes information that
contradicts the gold evidence summary.
Lower scores are better. Note that some con-
tradictions are expected, since the same text
can describe both risk and protective factors.
At a user-level, the organaizer score each sen-
tence in the submitted evidence summary by
running an NLI model on it (hypothesis) and
every gold summary sentence (premise), tak-
ing the maximum contradiction probability.
Then, average across all submitted sentences.
Overall submission-level score is the mean
contradiction score across all users.

Highlights

• Recall Measures how much relevant support-
ing evidence information was predicted. For
a given user, for every gold highlight, find the
candidate highlight with the highest semantic
similarity (based on BERTScore (Zhang et al.,
2019)). Take the average similarity across
all gold highlights. Overall submission-level
score is the mean recall across all test users.

• Precision Measures the quality of predicted
supporting evidence. For a given user, for ev-
ery candidate highlight, find the gold highlight
with the highest semantic similarity (based
on BERTScore). Take the average similar-
ity across all candidate highlights. Overall
submission-level score is the mean precision
across all test users.
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• Weighted Recall A length-sensitive version
of recall. Measures how much relevant sup-
porting evidence information was predicted
and whether the evidence lengths are simi-
lar to human-highlighted ones. At a user-
level, sum the length (token count) of gold
highlights and of submitted highlights. If
the number of submitted highlight tokens ex-
ceeds the number of gold highlight tokens,
weigh the user-level recall score by the ratio
of gold:candidate tokens. Overall submission-
level score is the mean weighted recall across
all test users.

• Harmonic Mean Balances between preci-
sion and recall when evaluating how well
the submission identified supporting evi-
dence. The user-level harmonic mean be-
tween unweighted recall and precision is
mean-averaged across all test users.

5 Results

We applied prompts to Llama, and it responded
to the majority of them with an explanation for
the given post. Although Large Language Mod-
els (LLMs) are known for their robust language
processing capabilities, they have encountered dif-
ficulties in addressing specific aspects of mental
health. In some cases, Llama refuses to answer
and responds with “It is important to note
that this is just one text message, and
it is not possible to make a definitive
assessment of the person’s suicide risk
level based on this one message" or “It
is important to note that these are just
a few potential indicators of suicide
risk, and that each person’s situation
is unique. However, if you are concerned
about someone’s safety, it is important
to take their concerns seriously and offer
support and resources.." The prompt that pro-
vides us with the best matching summary evidence
for all of the posts was “Can you let me know in
a paragraph why this text is considered
low mood?" as it scored 0.964 consistency with the
gold standard, where the prompts “Explain why
the user who wrote this text has [suicide
level] suicide risk level" and “Write a
paragraph on why this text might contain
[suicide level] suicide risk" scored 0.873
and 0.878, respectively.

The prompt that provides the best matching high-

Table 4: Results

Summarized
Evidence

Mean Consistency 0.964
Max Contradiction 0.060

Highlights
Precision 0.899
Harmonic Mean 0.888

lights evidence was “Can you identify pieces
of text that indicate low mood in the
following text and answer with a list of
texts?"

In this shared task, it was imperative to ex-
tract direct quotes, or highlights, from the text of
posts. Our model adeptly performed this task while
also rectifying any spelling mistakes within these
quotes. However, during the subsequent validity
check phase before submission, this spell-checking
process inadvertently led to errors, resulting in
some posts being submitted with empty quotes due
to the approaching deadline. Consequently, this
issue contributed to a lower overall recall (0.577).
Nevertheless, it’s worth noting that our model main-
tained a high level of recall (0.887) for all posts
that did not contain empty quotes.

The incorporation of a lexicon in our work en-
hances the results by expanding the list of high-
lights, identified during the extraction process. This
integration contributes to an increased recall rate
as the lexicon serves as a valuable reference, allow-
ing the model to recognize and include additional
relevant quotes that align with predefined criteria.
By leveraging the lexicon, our approach not only
captures a broader spectrum of highlights but also
augments the comprehensiveness of the extracted
information in the summary, thereby improving the
overall performance of the system.

The results obtained using our proposed method
are illustrated in Table 4

6 Conclusions and Future Work

In conclusion, researchers have extensively utilized
social media data over the years to gain valuable
insights into users’ mental health. However, the
predominant focus of many investigations has been
on categorizing users into those with depression
and those deemed healthy, or on detecting suicidal
ideation. In this study, our objective was to extract
evidence corresponding to pre-assigned gold labels.
To achieve this, we utilized a suicidality dataset
comprising Reddit posts labeled with suicide risk
levels. Our task involved employing Large Lan-
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guage Models (LLMs) to extract evidence from
the posts justifying the assigned labels. Through
the utilization of Meta Llama 7b and lexicons, we
attained commendable results, achieving a preci-
sion rate of 0.96. These findings underscore the
efficacy of utilizing advanced language models and
lexicon-based approaches in extracting evidence
pertinent to the assigned suicide risk levels from so-
cial media posts. In the future, we aim to try other
LLM models such as OpenAI GPT and Google
Bard. We also aim to expand the suicidal words list
and extract additional features from the text that
could enhance the obtained results.

7 Limitations

Llama2 7b is limited to handling a maximum of
4096 tokens, which resulted in trimmed posts, lead-
ing to potential information loss and truncation of
longer posts that possibly caused incomplete un-
derstanding and biased sampling. In addition, the
llama2 model used in this paper is trained using
extensive datasets collected from the internet. Al-
though it can produce human-like text, it is worth
noting that training it on domain-specific data (men-
tal health data) could improve its performance.

8 Ethical Consideration

The collected dataset contains only publicly avail-
able posts from Reddit, and we have signed a data
user agreement not to share or distribute any data
outside the team. We are also committed to follow-
ing ethical practices to protect users’ privacy and
anonymity. This includes not using commercial
LLMs to protect user privacy, not submitting all
or part of the data to any platform that may use
the data for training, and data is only stored on
password protected servers and computers.
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Abstract

In this article, we introduce a new method
for analyzing and summarizing posts from
r/SuicideWatch on Reddit, overcoming the limi-
tations of current techniques in processing com-
plex mental health discussions online. Exist-
ing methods often struggle to accurately iden-
tify and contextualize subtle expressions of
mental health problems, leading to inadequate
support and intervention strategies. Our ap-
proach combines the open-source Large Lan-
guage Model (LLM), fine-tuned with health-
oriented knowledge, to effectively process Red-
dit posts. We also design prompts that focus on
suicide-related statements, extracting key state-
ments, and generating concise summaries that
capture the core aspects of the discussions. The
preliminary results indicate that our method
improves the understanding of online suicide-
related posts compared to existing methodolo-
gies.

1 Introduction

Suicide prevention is a key aspect of psychological
research that addresses a critical need in mental
health care. There have been different approaches
to the research on suicide prevention. The Suicide
Risk Level Prediction Task uses machine learning
algorithms to assess and predict suicide risk levels
in individuals, offering a significant advancement
in the field of mental health and preventive care.
The recent evolution of Large Language Models
(LLMs) (OpenAI:, 2023; Touvron et al., 2023) has
brought about a paradigm shift in computer-based
language understanding, profoundly improving the
capacity to uncover latent meanings and intricacies
within the language.

In this paper, we explore an innovative approach
that synergizes traditional Natural Language Pro-
cessing (NLP) techniques with the advanced capa-
bilities of LLM. Our study explores the potential

∗Corresponding author.

benefits of integrating LLMs with established NLP
techniques to extract supporting evidence for an
identified user at risk of suicide. By applying this
method, our aim is to better interpret the linguistic
cues that may signify mental health risks. This
approach contributes to ongoing efforts in suicide
prevention by providing a refined tool for analy-
sis. The implications of this research suggest a
promising direction for future investigation in psy-
chological health monitoring.

2 Task

The CLPsych 2024 Shared Task (Chim et al., 2024)
aims at utilizing LLMs for finding supporting evi-
dence about an individual’s suicide risk level.

2.1 Data

The UMD Suicidality Dataset v2 (University of
Maryland Reddit Suicidality Dataset, Version
2) (Shing et al., 2018; Zirikly et al., 2019) con-
tains the assessment of suicide risk of users who
post to the sub-Reddit r/SuicideWatch.

Suicide Risk Level is annotated with a four-point
scale (No Risk, Low Risk, Moderate Risk and High
Risk). The annotations for the dataset were per-
formed by crowd-sourced workers and experts.

The dataset has been used for Suicide Risk
Level Prediction in the CLPsych 2019 Shared
Task (Zirikly et al., 2019).

For this task, only the expert split is used and
only users with Low Risk, Moderate Risk and High
Risk are considered. The posts to highlight evi-
dence are all from the r/SuicideWatch subreddit.

2.2 Definition

Given posts from r/SuicideWatch posted by users
identified by experts with Low Risk, Moderate Risk
and High Risk, the system: (1) uses offline LLMs
to extract evidence as text spans in the post, (2)
generates a summary of evidence. In cases where
a user has multiple posts, the system is expected
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Figure 1: Overview of our system. On the left, we display the Supervised Fine-Tuning (SFT) sketch of our XinHai
LLM. On the right, we outline the structured pipeline developed for this specific task.

to generate a single summary but highlights text
spans in each post.

2.3 Evaluation
The evaluation of the task is conducted from two
perspectives:

Evidence Highlights For each post, the max-
imum recall-oriented BERTScore (Zhang et al.,
2020) will be computed between each expert-
provided evidence highlight and all submitted high-
lights for that post.

Summarized Evidence For each post, a natural
language inference (NLI) model will be used to
calculate the mean probabilities of sentences in the
summarized evidence submitted that contradicts
or involves the summarized evidence provided by
experts.

3 System

Our system is a pipeline built using a healthcare-
oriented LLM, which accepts Reddit posts from
users at risk of suicide and prompts for format-
ted output to extract evidence accordingly. The
overview of the system is shown in Figure 1. The
implementation details and source code of our sys-
tem are available in our online repository1.

3.1 Healthcare-Oriented LLM
The core of the system is the healthcare-oriented
LLM XinHai, which has been fine-tuned from the

1https://github.com/CAS-SIAT-XinHai/
XinHai-at-CLPsych2024/

ChatGLM3-6B model. This fine-tuning includes
specific enhancements with medical and psycho-
logical knowledge. Supervised Fine-Tuning (SFT)
details for XinHai can be found in the Appendix B.

3.2 Tailored Prompts

To guide the model effectively, we utilize custom
prompts. These well-designed prompts are metic-
ulously crafted to direct the model’s focus toward
identifying statements in the post that are relevant
to suicide. This step is essential to extract the key
statements of the posts and filter out irrelevant in-
formation, ensuring that the output of the model is
both relevant and precise.

Prompt with Chain-of-Thought for Analysis
In our pursuit to enhance the functionality of LLMs,
we have meticulously developed a series of tailored
prompts. These prompts are intricately designed
to direct the LLMs to read and analyze user posts
with care. This focused reading enables accurate
identification and extraction of phrases or words
that indicate the user’s mental state.

To further refine the reasoning capabilities of our
LLM, we have incorporated the Chain of Thought
prompting technique (Wei et al., 2022). This tech-
nique provides a structured framework for the LLM
to follow a logical progression of intermediate steps
when formulating responses, thereby improving
its ability to identify and utilize relevant evidence.
The prompts designed using the Chain of Thought
method are exemplified in Figure4.
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I feel a deep sense of despair, knowing that the thing that's been 
keeping me going is no longer present. I'm left with a feeling of 
hopelessness and uncertainty. My mind is constantly preoccupied with 
the well-being of others, to the point where I neglect my own 
happiness. I've been holding on for a long time, but I think it's time for 
me to prioritize my own happiness and well-being. I need to start 
thinking about myself and what I want, rather than constantly putting 
the needs of others above my own.

I feel a deep sense of despair, knowing that the thing that's been 
keeping me going is no longer present. I'm left with a feeling of 
hopelessness and uncertainty. My mind is constantly preoccupied with 
the well-being of others, to the point where I neglect my own 
happiness. I've been holding on for a long time, but I think it's time for 
me to prioritize my own happiness and well-being. I need to start 
thinking about myself and what I want, rather than constantly putting 
the needs of others above my own.

GPT-4-TailoredOriginal
Highlight Evidence

Figure 2: Side-by-side Comparison of Prompt Outputs: The left panel displays results from the original prompt,
while the right panel features results from the GPT-4 augmented prompt. Both panels highlight evidence extracted
by our local LLM, illustrating the nuanced differences elicited by the two prompting approaches.

Enhancing Prompt Effectiveness with GPT4
Furthermore, we leverage OPENAI’s GPT-4 (Ope-
nAI:, 2023) to augment the effectiveness of our
prompts. Comparing the original and GPT-4 fine-
tuned prompts reveals significant simplifications in
structure and clarity. The GPT-4 tailored prompts
not only refine the language but also enhance the
analytical capabilities to distill complex meanings.
During this enhancement process, it’s crucial to
note that no part of our dataset was shared with
GPT-4, this approach ensures the utmost respect
for data privacy and integrity. The comparative ef-
fects on prompt structure and response quality are
encapsulated in Figure 2, with the left side showing
the original prompt’s output and the right side dis-
playing the GPT-4 tailored prompt’s results. The
latter is further detailed in Figure 4, demonstrating
the model’s ability to produce more targeted and
coherent outputs. In both figures, results have been
rephrased by our local language model to safeguard
user privacy.

Prompt with One-shot Demonstration In our
approach, we observed challenges with instruction-
following, particularly when generating structured
outputs like JSON, using our language model. To
mitigate these issues, we employed a one-shot
learning strategy (Brown et al., 2020), which in-
volves the integration of a single instructive exam-
ple within the prompt. This example serves as a
guide for the language model, illustrating how to
format its responses in JSON structure effectively.
By incorporating this one-shot demonstration, we
can direct the model’s output towards structured
JSON data, aligning with the requirements of our
subsequent processing stages. This method demon-
strates the specific application of one-shot learn-

ing in enhancing the model’s capability to produce
formatted outputs based on a singular, illustrative
example.

3.3 Evidence Matching

Despite the model’s effectiveness in extracting ev-
idence, the uncontrollable nature of model output
means that we can only strive to extract relevant in-
formation from the phrases or sentences generated
by the model. Consequently, we choose to perform
evidence matching with the original text.

Segment Alignment As mandated by the task
requirements, our objective is to highlight evidence
within original Reddit posts. However, a pivotal
requirement in our system is to accurately match
the original text, stemming from the inherent un-
predictability of model outputs, which often do not
align precisely with the source text.

To meet this challenge, we leverage Spacy2, a
Natural Language Processing toolkit, to convert
sentences or phrases into vector representations.
This conversion facilitates the computation of sim-
ilarity scores between vectors, allowing us to pin-
point the segments in the original text that most
closely match in meaning.

After processing through our LLM, words or sen-
tences in the user’s original text might transform.
For instance, the original phrase "comparing my-
self to person A and person B" could be altered by
the LLM to "comparing to the rest of the world."
In such cases, SpaCy plays a crucial role in finding
the best match for these transformed phrases in the
original text. It analyzes the vector representations
of the LLM’s output and aligns them with those
of the original text. In our example, despite the

2https://spacy.io/
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significant change in wording, SpaCy successfully
identifies the underlying similarity in meaning, en-
suring accurate and contextually relevant highlights
in the original post.

This methodology underscores the synergy be-
tween LLM’s text processing capabilities and
SpaCy’s precision in matching, enabling our sys-
tem to interpret and relate the nuances of user-
generated content effectively.

Regular Processing Regular expressions are a
versatile tool in text processing, capable of identi-
fying complex patterns and structures within large
volumes of text. In our system, regex plays a dual
role.

(1) Handling Incomplete Words: By designing
specific regex patterns, we can detect words that
are cut off or incomplete. This pattern recognition
enables the system to intelligently infer the com-
plete form of a word based on its partial appearance
and the surrounding context. This is crucial in en-
suring the integrity and comprehensiveness of the
text analysis.

(2) Ensuring Semantic Consistency: The same
regex approach is adopted to maintain semantic
similarity between extracted text and the original
content. By identifying and extracting key phrases
and sentences through pattern matching, the system
ensures that the essence and context of the original
post are preserved.

3.4 Summary Generation

Alongside the extraction and matching of key state-
ments, our system is equipped to generate concise
and coherent summaries of user posts. This fea-
ture plays a critical role in providing mental health
professionals with quick, comprehensive reviews
of the posts. The summaries, crafted by our LLM,
encompass both the titles and bodies of the posts,
ensuring that no crucial detail or nuance is over-
looked.

To achieve this, we utilize a sophisticated pro-
cess where the LLM engages with the content, ana-
lyzing it in the context of the assessed risk levels.
Our technical approach involves sending structured
prompts to the LLM, which guide it to not only
parse the content but also to synthesize it into a
coherent summary. For instance, a typical prompt
might read "Evaluate this post for indicators of
mental health risks and generate a summary, in-
cluding key phrases and assigned risk levels." This
prompt initiates a detailed analysis by the LLM,

resulting in summaries that are both accurate and
context-aware.

4 Results

Figure 3 in the appendix and Table 1 together
demonstrate the effectiveness of our two distinct
text-matching approaches: the phrase-level and the
sentence-level extraction methods.

Highlights metrics include Recall, gauging the
extent to which relevant evidence was captured.
The Precision metric assesses the accuracy of the
evidence extracted. Additionally, Weighted Recall
provides insight into the length appropriateness
of the evidence. Lastly, the Harmonic Mean of
precision and recall offers a balanced view of both
metrics.

Summarized Evidence is evaluated based on
Consistency, reflecting the absence of contradic-
tions in the summaries compared to expert-written
narratives. The Contradiction metric further re-
fines this analysis by penalizing any contradicting
information, acknowledging the complexity inher-
ent in texts that encompass both risk and protective
factors.

The table captures the essence of our compar-
ative study, where phrase-level extractions (V3-
phrase and V4-phrase) were generally more pre-
cise—adept at identifying pivotal information, as
reflected by their precision scores. Sentence-level
extractions (V2-sentence), while offering compre-
hensive insights, often included additional context
that did not always contribute to the assessment’s
focus, as evidenced by the weighted recall scores.
This distinction underscores the importance of se-
lecting the appropriate extraction level depending
on the desired balance between detail and breadth
in evidence gathering.

4.1 Phrase-Level

Phrase-level extraction has proven to be a supe-
rior method for identifying nuanced emotions and
specific sentiments within a text. This method is
precise because it can isolate impactful phrases that
directly convey the user’s emotional state, without
the confusion of surrounding context.

4.2 Sentence-Level

Sentence-level extraction is a method that captures
the context in which the user’s emotions are ex-
pressed. This approach provides a broader view,
but it can also include irrelevant information that
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Version Recall Precision Weighted Recall Harmonic Mean Mean Consistency Max Contradiction↓
v2-sentence 0.887 0.906 0.617 0.911 0.958 0.126

v3-phrase 0.834 0.884 0.772 0.876 0.959 0.121
v4-phrase 0.868 0.884 0.807 0.876 0.956 0.132

Table 1: Comparative Results of Text-Matching Approaches

might make it difficult to understand the core sen-
timent. Therefore, additional processing may be
required to extract the relevant emotions from the
sentence.

5 Conclusion

In conclusion, we constructed a prompt-based
evidence highlighting and summarization system
for the suicide risk evaluation task utilizing the
healthcare-oriented LLM XinHai. We utilized GPT-
4 to further enhance our prompt design and con-
ducted experiments at phrase-level and sentence-
level highlighting.

Limitations

Our system’s performance is heavily reliant on the
quality of the prompts and the base generative AI
model. Without a range of comparative baselines,
the precise contribution of each factor to the overall
performance remains unclear.

A clear limitation of our study is the uncertainty
surrounding the effect of SFT on the model’s per-
formance for the shared task. Without baselines
using models without SFT, such as ChatGLM3-6B,
we cannot definitively ascertain the impact of this
process.

Ethics

The dataset used for the investigation may contain
sensitive data and is not available to the public. We
obey the rules of using the data restrictively and
adopt group access control for each project member.
All the experiments have been conducted on a local
GPU server of the lab.

We confirm that we have not shared any part of
the dataset with external entities, including but not
limited to GPT-4 or any other service. Our com-
mitment to ensuring the confidentiality of the data
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A Prompts

Figure 4 displays the full-length versions of the
prompt used in our study compared to those fine-
tuned for GPT-4. This side-by-side presentation
allows for a detailed view of the prompt struc-
tures, showcasing the specific instructions tailored
to guide the language model’s analysis for suicide
risk assessment in online posts.

B XinHai LLM

XinHai LLM is fine-tuned from ChatGLM3-6B,
utilizing a comprehensive SFT process that inte-
grates extensive medical knowledge to enhance its
proficiency in the healthcare domain. Our SFT
process involves curating a diverse range of health-
care datasets, which includes dialogues, question-
answering pairs, and specialized content from both
mental and physical health disciplines. This rich
dataset compilation ensures that XinHai LLM is
exposed to a wide array of medical terminologies,
conditions, treatments, and patient interactions,

fostering a deeper understanding of medical con-
texts. To accommodate multilingual capabilities,
we also acknowledge the availability of healthcare
datasets in various languages, such as Spanish from
HeadQA (Vilares and Gómez-Rodríguez, 2019)
and French from French MedMCQA (Pal et al.,
2022). However, for the XinHai model, we specif-
ically focus on datasets in English and Chinese
to align with our target demographic and applica-
tion requirements. The open-accessible datasets
employed for our SFT are meticulously listed in
Table 2, ensuring transparency in our fine-tuning
resources. The integration of this targeted medi-
cal knowledge aims to provide XinHai LLM with
a nuanced understanding of the healthcare sector,
thereby improving its performance on related tasks.
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It seems like my chances of success and happiness in life have been 
severely damaged. I received a 60 on my second biochemistry exam, 
which is unexpected as I studied extensively and felt confident. I am 
intelligent and I should not be struggling with this. My grades are 
currently a C in the class, and I need to excel on the third exam to avoid 
further problems. If I don't improve, my GPA may suffer and I may be 
rejected from medical school. This is not what I want, but I must face 
the reality of the situation. I have already gone through this in 
undergraduate studies, but I improved my GPA significantly and 
excelled in graduate school. However, it seems that I have not 
progressed and still struggle with my studies. I hope that the third 
exam will go well, and that I can receive an A, but if it doesn't work out, 
there is no hope. I have a master's degree from a less reputable 
institution and not much else to show for it, except for a few poor 
publications. I must focus on the third exam and hope for the best. 
Thank goodness I have a wine bottle to help me cope with my 
disappointment.

It seems like my chances of success and happiness in life have been 
severely damaged. I received a 60 on my second biochemistry exam, 
which is unexpected as I studied extensively and felt confident. I am 
intelligent and I should not be struggling with this. My grades are 
currently a C in the class, and I need to excel on the third exam to 
avoid further problems. If I don't improve, my GPA may suffer and I 
may be rejected from medical school. This is not what I want, but I 
must face the reality of the situation. I have already gone through this 
in undergraduate studies, but I improved my GPA significantly and 
excelled in graduate school. However, it seems that I have not 
progressed and still struggle with my studies. I hope that the third 
exam will go well, and that I can receive an A, but if it doesn't work out, 
there is no hope. I have a master's degree from a less reputable 
institution and not much else to show for it, except for a few poor 
publications. I must focus on the third exam and hope for the best. 
Thank goodness I have a wine bottle to help me cope with my 
disappointment.

Phrase Sentence

Figure 3: The figure compares the extracted results at phrase and sentence levels, highlighting evidence identified by
the local LLM. The examples have been rephrased for privacy reasons. This demonstrates the impact of phrase-level
versus sentence-level prompting on output clarity and structure.

Language Domain Dataset Style Size Instructions

English

Medical PubMedQA (Jin et al., 2019) QA 273,518 273,518
MedMCQA (Pal et al., 2022) MCQA 182,822 182,822

Mental

EmpathicReactions (Buechel et al., 2018) 1,860 916
EmpatheticDialogues (Rashkin et al., 2019) Dialogue 84,170 35,535
EmpathyMentalHealth (Sharma et al., 2020) QA 2,775 1,344
CounselChat (Bertagnolli, 2020) QA 2,775 2,775
ESConv (Liu et al., 2021) Dialogue 15,395 15,325
EDOS (Welivita et al., 2021) Dialogue 1,000,000 569,328
EmpathicConversations (Omitaomu et al., 2022) Dialogue 8,776 4,360
PAIR (Min et al., 2022) Dialogue 318 636
CHQ-SocioEmo (Alasmari et al., 2023) QA 1,500 593
GENA (Dang et al., 2023) KG 40,805 40,805
ExTES (Zheng et al., 2023b) Dialogue 11,178 78,131
AugESC (Zheng et al., 2023a) Dialogue 65,077 797,783
HeadQA (Vilares and Gómez-Rodríguez, 2019) QA 2,657 2657
MedQAJin (Jin et al., 2020) QA 48,876 48,876

Chinese
Medical

cMedQA2 (Zhang et al., 2018) QA 100,000 188,783
cMedDialoguea QA 792,099 792,099
webMedQA (He et al., 2019) QA 252,850 50,570
MedicalDialog (He et al., 2020) Dialogue 2,725,989 4,503,475
CMID (Chen et al., 2020) NER 12,254 11,786
NLPEC (Li et al., 2020) MCQA 18,703 18,703
MLEC-QA (Li et al., 2021) MCQA 108,988 108,988
DISCMed (Bao et al., 2023) Dialogue 464,898 1,362,307
CMB (Wang et al., 2023) MCQA 269,359 269,359

Mental
PsyQA (Sun et al., 2021) QA 50,471 50,471
EFAQA (Wang et al., 2020) QA 20,000 56,743
SMILE (Qiu et al., 2023) Dialogue 355,732 355,732

Table 2: Public datasets for medical domain and psychological domain. The table shows their size with the original
format and numbers of instructions constructed for the XinHai LLM.

ahttps://github.com/Toyhom/Chinese-medical-dialogue-data
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You are a medical language model trained to analyze Reddit posts for suicide 
risk assessment. Your task is to identify key phrases or sentences that indicate 
suicidal ideation or distress and to evaluate the suicide risk level based on 
specified criteria.

1. Read the Reddit post.
2. Use Chain of Thought reasoning to identify and extract sentences or some 
words that suggest suicidal thoughts, distress, or related issues.
3. Assess the suicide risk level based on the identified criteria
4. Assign a risk level: No Risk, Low Risk, Moderate Risk, High Risk.
5. Briefly summary extraced sentences and explain why you are assign a risk 
level to it.
Assigned Risk Level:
- No Risk: I don’t see evidence that this person [the author of the post(s)] is at 
risk of suicide;
- Low Risk: There may be some factors here that could suggest risk, but I don’t 
really think this person is at much of a risk of suicide
- Moderate Risk: I see indications that there could be a genuine risk of this 
person making a suicide attempt
- High Risk: I believe this person is at high risk of attempting suicide in the 
near future

identified criteria：
(a) Emotions: How does the individual feel? From feeling sad to experiencing 
unbearable psychological pain, the self-disclosed emotions of the user could 
play an important role in the risk level assigned to the individual.
(b) Cognitions: What are the individual’s thoughts and perceptions about 
suicide? For example, what is the level and frequency of suicidal thoughts? 
Does the individual intend to self-harm/suicide? Does the individual have a 
plan about it?
(c) Behaviour and Motivation: What are the individual’s acts or behavior 
related to suicide? For example, do they have access to means and a concrete 
plan? What is the user’s ability to handle difficult/stressful situations 
(“behaviour”); what is the motivation behind their wish to be dead?
(d) Interpersonal and social support: Does the individual have social 
support/stable relationships? How does the individual feel towards significant 
others?
(e) Mental health-related issues: Consider psychiatric diagnoses associated 
with suicide such as schizophrenia, bipolar/anxiety/eating disorder, previous 
self-harm/suicidal attempts and others.
(f) Context/additional risk factors: For example, socioeconomic and 
demographic factors, exposure to suicide behaviour by others, chronic 
medical condition, ...

Output format: JSON format with three fields: 'Evidences', 'Assigned Risk 
Level', and 'Summary'. Only output these fields.The 'Evidences' field should be 
a list of sentences extracted from the Reddit post that suggest suicide risk.
{
  "Extracted Evidences": ["Extracted sentence 1", "Extracted sentence 2", 
"..."\],
  "Label": "An assigned risk level according to identified criteria.",
  "Example summarized evidence": "A summary of evidence and explain the 
risk level briefly"
}

"Role: Specialized Medical Language Model for Suicide Risk 
Assessment in Online Posts

    Instructions for the AI:

    1. Carefully examine the provided Reddit post. Focus on 
identifying phrases or words that suggest suicidal ideation, 
distress, or related mental health issues.

    2. Employ Chain of Thought reasoning to discern and highlight 
specific phrases or words from the post that are indicative of the 
user's mental state, considering the following criteria:

        (a) Emotions: Assess the emotions expressed, ranging from 
sadness to unbearable psychological pain.
        (b) Cognitions: Analyze thoughts and perceptions about 
suicide, including frequency of suicidal thoughts, intentions to 
self-harm, and the presence of a plan.
        (c) Behaviour and Motivation: Examine behaviors or actions 
related to suicide, access to means, coping abilities, and 
motivations behind suicidal ideation.
        (d) Interpersonal and Social Support: Evaluate the user's 
social support and relationship stability.
        (e) Mental Health-related Issues: Consider any mentioned 
psychiatric diagnoses, history of self-harm, or suicidal attempts.
        (f) Context/Additional Risk Factors: Take into account 
socioeconomic, demographic factors, exposure to suicidal 
behavior, chronic medical conditions, etc.

    3. Based on the identified evidences, assign a suicide risk level 
from the options: No Risk, Low Risk, Moderate Risk, High Risk.

    4. Provide a concise summary explaining the reasoning behind 
the assigned risk level. This summary should elaborate on how the 
extracted phrases or words align with the identified criteria.

    5. Format the output in a JSON structure with fields for 
'Extracted Evidences', 'Assigned Risk Level', and 'Summary'. 
Ensure that the 'Extracted Evidences' field comprehensively lists 
the specific phrases or words identified from the Reddit post.

    Example JSON Output Format:

    {
    "Extracted Evidences": ["Specific phrase or word 1", "Specific 
phrase or word 2", "..."\],
    "Assigned Risk Level": "An assigned risk level according to 
identified criteria.",
    "Summary": "A brief explanation of the evidence and the 
reasoning behind the assigned risk level"
    }

    Now, process the input case into the specified output format, 
paying special attention to the structured list output in the case."

GPT-4-TailoredBefore

Figure 4: Full-length prompts.
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Abstract
Despite the increasing demand for AI-based
mental health monitoring tools, their practical
utility for clinicians is limited by the lack of in-
terpretability. The CLPsych 2024 Shared Task1

aims to enhance the interpretability of Large
Language Models (LLMs), particularly in men-
tal health analysis, by providing evidence of sui-
cidality through linguistic content. We propose
a dual-prompting approach: (i) Knowledge-
aware evidence extraction by leveraging the
expert identity and a suicide dictionary with a
mental health-specific LLM; and (ii) Evidence
summarization by employing an LLM-based
consistency evaluator. Comprehensive exper-
iments demonstrate the effectiveness of com-
bining domain-specific information, revealing
performance improvements and the approach’s
potential to aid clinicians in assessing mental
state progression.

1 Introduction

The global healthcare system faces significant chal-
lenges from mental health conditions such as de-
pression and suicidal ideation (Darrudi et al., 2022),
emphasizing the need for an advanced monitoring
system for early intervention (Galea et al., 2020).

In response, NLP researchers have paid attention
to identifying mental states, often leveraging social
media data (Chen et al., 2023; Liu et al., 2023; Lee
et al., 2023). Notably, the most recent develop-
ment involves the application of Large Language
Models (LLMs), which have demonstrated robust
capabilities in general language processing in men-
tal health analysis (Yang et al., 2023a,b; Xu et al.,
2023b). Specifically, Amin et al. (2023) conducted
a comparison of ChatGPT’s zero-shot capability in
identifying suicide and depression, contrasting it
with previous methods that relied on previous Pre-
trained Language Models (PLMs). Furthermore,

* Equal contribution.
† Corresponding author.
1https://clpsych.org/shared-task-2024/

Lamichhane (2023) evaluated ChatGPT’s effective-
ness in recognizing stress, depression, and suicide,
emphasizing its strong grasp of language in texts
related to mental health.

However, these studies have focused on iden-
tifying mental health status through a black box
model, posing a challenge in interpreting the ratio-
nale behind their outcomes (Schoene et al., 2023;
Zhang et al., 2022). Accordingly, efforts have
been made to enhance the interpretability of men-
tal health analysis, such as guiding LLMs to em-
phasize emotional cues (Yang et al., 2023a) and
developing open-source LLMs by training them
with data from mental health-related social me-
dia (Yang et al., 2023b). Nevertheless, a lack of
reliability still remains; recent LLMs are often un-
reliable or inconsistent (Agrawal et al., 2022), po-
tentially due to the lack of mental health-related
knowledge (Yang et al., 2023a). This problem has
significantly delayed the practical use of LLMs in
clinical settings (Malhotra and Jindal, 2024).

To address this issue, the CLPsych 2024 Shared
Task (Chim et al., 2024) introduces the challenge
of utilizing open-source LLMs to enhance their in-
terpretability in mental health analysis, specifically
focusing on detecting suicidality through linguis-
tic content in social media data. Particularly, the
shared task includes two subtasks: (i) Task A re-
quires finding key phrases from each post to sup-
port suicide risk, and (ii) Task B aims to provide a
summary of evidence related to the user’s suicide
risk across multiple posts.

In this paper, we design an enhanced prompt
for the extraction task (Task A) by assigning an
expert identity, enabling LLMs to function as an
expected agent (Xu et al., 2023a), and leveraging
a suicide dictionary (Lee et al., 2022) to capture
suicide-related context. Here, we utilize mental
health-specific LLM, MentaLLaMA (Yang et al.,
2023a). For the summarization task (Task B), we
employ a consistency evaluator (Luo et al., 2023) to
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Figure 1: The overall architecture of the proposed
approach: (a) Knowledge-aware Evidence Extraction
(§2.1) and (b) Evidence Summarization with LLM-
based Consistency Evaluator (§2.2)

improve the consistency of outcomes with multiple
summaries.

The extensive experiments illustrate that com-
bining domain-specific information with few-shot
learning enhances the extraction of evidence, re-
sulting in an improvement in recall from 91.0% to
92.2%. Additionally, our findings indicate that an
LLM trained with general datasets is more effec-
tive in mitigating hallucination in summarization
tasks than a domain-specific LLM. We believe our
approach can support clinicians in assessing mental
state progression.

2 Methodology

Our aim is (i) to extract evidence supporting the
user’s suicide risk from each post and (ii) to summa-
rize all the evidence across multiple posts. To this
end, we design two prompting strategies to instruct
LLMs for trustworthy reasoning in mental health
analysis. These strategies include Knowledge-
aware Evidence Extraction (§2.1) and Evidence
Summarization with an LLM-based Consistency

Table 1: Example of suicide words (Lee et al., 2022).

Suicide Risk # of Words Examples
Low 48 emptiness, overthink
Moderate 83 psychiatric, pain
Severe 111 cutting, die

Evaluator (§2.2). The overall proposed approach
is depicted in Figure 1, and the full text of each
prompt is available in Appendix A.

2.1 Knowledge-aware Evidence Extraction
As shown in Figure 1(a), the prompt for the extrac-

tion task includes the original post and the assigned
user’s suicide risk level. For few-shot learning,
we incorporate examples that are not included in
the evaluation dataset. Moreover, we apply the
three prompting strategies to address the unreliabil-
ity issue of LLMs arising from the lack of mental
health-related knowledge (Yang et al., 2023a).
A. Mental health-specific LLM. In order to tackle
the zero-shot challenge in LLMs (Han et al., 2023),
we utilize MentaLLaMA-chat-13B (Yang et al.,
2023b), fine-tuned with 105K mental health-related
social media data, demonstrating its efficacy in
mental health-related tasks.
B. Assigning expert identity. As LLMs tend to
provide insight into their cognitive processes when
assigning predefined roles (Li et al., 2023; Xu et al.,
2023a), we employ prompts to allocate the domain
expert identity (e.g., ‘You are a psychiatrist’).
C. Utilizing a suicide dictionary. Since a domain-
specific dictionary can aid LLMs in capturing rele-
vant context (Yang et al., 2023a), we utilize a sui-
cide dictionary (Lee et al., 2022), which has proven
effective in identifying suicidal ideation on social
media data. As shown in Table 1, the dictionary
uses the UMD Reddit Suicidality Dataset (Shing
et al., 2018), comprising 279 words validated by
domain experts. If the given post includes words
from the suicide dictionary (Lee et al., 2022), the
model identifies and incorporates these words into
our prompt, instructing the LLM to consider these
words attentively.

2.2 Evidence Summarization with
LLM-based Consistency Evaluator

As shown in Figure 1(b), the prompt for the sum-
marization incorporates multiple posts and the as-
signed user’s suicide risk level. Additionally, an
expert identity is assigned, similar to the previous
step. However, despite the advancements in LLMs,
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Table 2: Statistics of the evaluation dataset.

Highlights Summarization
Suicide Risk # posts (avg. # length) # users (avg. # posts)

Low 17 (1,149) 13 (1.31)
Moderate 91 (1,132) 75 (1.21)

Severe 54 (1,178) 37 (1.46)
Total 162 posts 125 users

hallucination and inconsistency still remain signif-
icant concerns (Tang et al., 2023a,b). To mitigate
this issue, we apply the two following strategies
that can enhance consistency.
A. Extract-then-Generate. Zhang et al. (2023)
demonstrated the effectiveness of prompts that in-
corporate an extractive summary for abstractive
summarization. Following this approach, the pro-
posed prompt integrates the extracted phrases ob-
tained from the preceding step (§2.1). The full text
of each prompt is available in Appendix A.2.1.
B. Consistency Evaluator. We adopt a consistency
evaluator proposed by Luo et al. (2023). Initially,
multiple candidate answers are generated through
the LLM. We then compute consistency scores
(ranging from 1 to 10) for each candidate, assessing
the extent to which the generated summary aligns
with the original posts, utilizing the consistency
evaluator. In the end, the answer with the highest
score from multiple candidates is selected as the
final result. Here, we adopt SOLAR (Kim et al.,
2023) as the summarizer and evaluator, known for
its recent outstanding performance2. Further details
comparing summarizer and evaluator are provided
in §4.2.

3 Experiments

3.1 Evaluation Dataset

The CLPsych 2024 shared task (Chim et al.,
2024) provides the UMD Reddit Suicidality
Dataset (Zirikly et al., 2019; Shing et al., 2018),
consisting of 79,569 posts from 37,083 subreddits
by 866 Reddit users who posted on r/SuicideWatch
between 2008 and 2015. Each user in the dataset
is assigned a label that indicates the severity of
suicidality (i.e., No, Low, Moderate, or Severe),
determined by crowdsourcers and domain experts.

The evaluation dataset comprises a subset of
users labeled with Low, Moderate, and Severe risks
validated by domain experts. It includes 162 posts
distributed among 125 users and the statistics of

2https://huggingface.co/spaces/HuggingFaceH4/
open_llm_leaderboard

Table 3: Comparison of performance between zero-shot
and few-shot learning for the extraction task (Task A)
using the evaluation dataset.

Model Highlights (Task A)
Pre.↑ Rec.↑ F1↑

Ours w/ Zero-shot 0.913 0.910 0.911
Ours w/ Few-shot 0.912 0.922 0.917

the dataset are summarized in Table 2.

3.2 Experimental Settings

All experiments are conducted on a GeForce RTX
3090 Ti GPU with 26GB of memory. To minimize
the memory cost of 16-bit weights, we employ
the bitsandbytes library (Dettmers et al., 2022a),
converting them to int8 using vector-wise quanti-
zation (Dettmers et al., 2022b) without significant
quality loss. Each prompt is processed indepen-
dently to mitigate the impact of dialogue history.

3.3 Evaluation Metrics

Note that the ground truth dataset was not provided
to the participants. Therefore, all the evaluation
metrics and reported results are supplied by the
organizers of the CLPsych 2024 Shared Task.
(1) Similarity: BERTScore (Zhang et al., 2019)
is employed for the extraction task to assess token
similarity using contextual embeddings.
(2) Consistency: For the summarization task, a
natural language inference (NLI) model (Laurer
et al., 2024) is applied to assess the consistency
of individual sentences in the provided evidence
summary. Specifically, the contradiction scores
are calculated between the predicted outcomes and
each ground truth summary sentence. The resulting
sentence-level consistency score is then determined
as 1 minus the probability of the contradiction pre-
diction.

4 Results & Analysis

To demonstrate the effectiveness of the proposed
method, we compare its performance with various
approaches and conduct the case study where our
proposed approach performs better. Note that due
to the absence of ground truth from the organizer,
quantitative analysis was limited, leading us to fo-
cus on qualitative analysis instead. Additionally,
we manually paraphrase any examples from the
data to preserve user anonymity.
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4.1 Analysis on Knowledge-aware Evidence
Extraction

Table 3 shows the results of our approach on the
evaluation dataset, with precision, recall, and F1
scores, for the highlights task (Task A).
Analysis on few-shot learning. We find an im-
provement in recall from 91.0% to 92.2% by inte-
grating few-shot learning. This suggests the impor-
tance of providing examples for few-shot learning
in domain-specific tasks, particularly in clinical
settings (Han et al., 2023).
Analysis on suicide-dictionary. We find integrat-
ing a suicide dictionary (Lee et al., 2022) also im-
proves domain knowledge in extracting evidence.
Specifically, it allows thorough consideration of
suicide risk factors that might be overlooked due to
their general meaning, such as ‘family’ and ‘credit’,
which have been validated by domain experts as
suicide-related words. Examples of the results are
provided below.

Response w/ Suicide Dictionary: [“Fear
of failing.","Fear of hurting.”], [“work-
ing as of credit problems.”], [“Don’t
want to be a burden or face my friends
and family.”]

Analysis on expert identity. We explore the per-
formance of the LLM by employing different ex-
pert identities, such as psychology, counseling, and
psychiatry. This analysis aims to understand how
the model’s behavior varies depending on the as-
signed role. For example, when the role is assigned
as a psychologist, the LLM tends to prioritize the
user’s negative self-perception (e.g., ‘ugly’ and

‘hate’) to a greater extent. Conversely, adopting the
identity of a counselor enables the model to focus
on the relationship (e.g., ‘broke up’ and ‘divorce’),
which may contribute to feelings of isolation. Ad-
ditionally, we observe that assigning a psychiatrist
role is likely to focus on clinical markers, such as
emotional distress (e.g., ‘anxiety’) and history of
abuse (e.g., ‘assaulted’), which can be connected to
suicidal ideation. Hence, we suggest that selecting
an appropriate identity aligned with the research
objective can offer valuable insights.

Response w/ Psychology Identity: [“I
am ugly, I am annoying, I am un-
wanted”], [“I hate me”]

Response w/ Counselor Identity :
[“Fuck, we broke up three weeks ago”],
[“disconnected from everybody”]

40

100

80

60

20
0

93

32 SOLAR

MentaLLaMa

Figure 2: Winner count comparison for MentaL-
LaMA (Yang et al., 2023b) and SOLAR (Kim et al.,
2023) in 125 evaluation dataset using evaluator.

Response w/ Psychiatry Identity: [“I
will never go to school because of my de-
pression.”], [“I am feeling anxious/angry
and constantly lonely”], [“When I was 4
years old, I was sexually abused”]

4.2 Analysis on Evidence Summarization with
LLM-based Consistency Evaluator

Analysis on Extract-then-Generate. We explore
the efficacy of incorporating extractive summaries
from Task A for the evidence summarization task.
We observe that the hallucination issue frequently
arises when extractive summaries are absent. This
indicates that our approach enhances consistency
by providing contextual information (Zhang et al.,
2023). For a better understanding, we provide an
example below. We notice that the LLM misinter-
prets the expression ‘wishing to do it’ as a desire
for success, resulting in generating ‘self-distrust in
achievements’ by the LLM.

Posts: I was thinking about when I tried
to hang myself, wishing to do it now.
Response w/o Extract-then-Generate:
They exhibit risk due to cognitions (self-
distrust in achievements).

Comparison LLMs with Consistency Evalua-
tor. Table 4 shows the results of our approach on
the evaluation dataset, along with the mean con-
sistency scores for the summarization task (Task
B). We find that using only SOLAR (Kim et al.,
2023) as a summarizer performed better than us-
ing both SOLAR (Kim et al., 2023) and MentaL-
LaMA (Yang et al., 2023b). This also can be found
in Figure 2, when we use both summarizers, the
evaluator selects 93 results from SOLAR (Kim
et al., 2023) and 32 from MentaLLaMA (Yang
et al., 2023b) as the final outputs from the 125 eval-
uation set. This implies that domain-specific mod-
els tend to perform worse than general LLMs, like
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Table 4: Comparison of performance among different
summarizers for the summarization task (Task B) using
the evaluation dataset.

Summarizer Summarization (Task B)
Consistency↑

SOLAR & MentaLLaMa 0.970
SOLAR 0.973

ChatGPT (Luo et al., 2023) or SOLAR (Kim et al.,
2023), on general linguistic tasks such as abstrac-
tive summarization (Wu et al., 2023). Moreover,
MentaLLaMA (Yang et al., 2023b) exhibits biased
hallucination issues by generating mental-health-
related words like ‘stuck’ or ‘bother’ regardless
of original contexts, leading to inconsistency. In
future work, we plan to explore the comparison of
evaluators and summarizers using a broader range
of LLMs to gain additional insights.

Posts: If I couldn’t return, I would jump
on the train, or my dad wouldn’t take me
to the TV show ...
Response w/ MentaLLaMa: The user
shows a feeling of being stuck and both-
ered by others.

4.3 Error Analysis
While our proposed approach demonstrates out-
standing performance, there are a few cases where
the model fails to recognize crucial evidence sup-
porting the suicide risk level and extracts sentences
that are irrelevant to the potential suicide risk. Con-
cerning practical utility, the lack of reliability has
considerably impeded the implementation of LLMs
in clinical settings (Malhotra and Jindal, 2024).

Response w/ Expert Identity: [“This
subreddit is a fantastic place.”]

Response w/ Suicide Dictionary: [“I
love everyone in this subreddit.”]

5 Conclusion

In this study, we introduced promising prompting
strategies that can provide evidence supporting sui-
cide risk levels on social media data. We enhanced
the LLM interpretability by incorporating domain-
specific elements like assigning a psychiatrist iden-
tity and combining a suicide word. Additionally,
we improved the consistency in summarization by
using a consistency evaluator with multiple can-
didates. The proposed dual-prompting approach
provides reliable reasoning, making it suitable for
monitoring mental health-related risks.

Limitations

Since ground truth is not provided, quantitative
comparisons are limited. Therefore, we rely on
qualitative comparisons, which may be subjective.
Our experiments use only the smallest version of
LLMs due to limited resources. Providing infer-
ences about suicidality using social media data is
inherently subjective, allowing for various inter-
pretations among researchers (Keilp et al., 2012).
Moreover, the experimental data may be sensitive
to demographic and media-specific biases (Hovy
and Spruit, 2016). While the effectiveness of lever-
aging social media data for mental health anal-
ysis may be constrained in specific clinical set-
tings (Ernala et al., 2019), adopting a practical
model promises the potential to discern diverse
statistical patterns and biases across various objec-
tives (Jacobson et al., 2020). Although the suicide
dictionary (Lee et al., 2022) has demonstrated ef-
fectiveness in predicting suicide risk, its reliance
on social media data for construction might restrict
its generalizability. Furthermore, the dictionary
was constructed using the same dataset as the one
utilized in the Shared Task, which is anticipated to
introduce a certain degree of bias.
Future Work. In future work, we plan to explore a
wider range of prompt templates to enhance overall
performance further. For instance, the prompts
could be diversified by applying various LLM-
based consistency evaluators, including ChatGPT
and LLaMa2. Our ultimate objective is to expand
the scope to cover diverse mental health domains,
such as depression and bipolar disorder, and vali-
date its effectiveness comprehensively. To achieve
this, we plan to investigate domain-specific fine-
tuning methods for LLMs in the mental health field,
thereby extending the model to a more interpretable
context.

Ethical Statement

The CLPsych 2024 shared task (Chim et al., 2024)
prioritized responsible data utilization by provid-
ing exclusive access to the dataset for researchers
aligned with ethical principles. Consequently, all
task participants must adhere to data use agree-
ments and ethical practices during the competi-
tion. Our research strongly emphasizes ethics, par-
ticularly in (i) protecting the privacy of Reddit
users and (ii) preventing potential misuse of the
dataset. We strictly adhered to Reddit’s privacy

251



policy3 to ensure user anonymity (Benton et al.,
2017; Williams et al., 2017).
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A Appendix

A.1 Prompt of Knowledge-aware Evidence Extraction

Knowledge-aware Evidence Extraction

You are a psychiatrist.
<Examples>
Suicide Risk Level: [Example’s Label]
Post: [Example’s Post]
Highlights:
1. [Highlights of Example]
...

Referring to the <Examples> , Identify the original phrases in the post that express or
reference suicide risk factors and list them without modification about <Question>.

<Question>
Suicide Risk Level: [Label]
Post : [Post]
- The answer must be in numbering format [examples of formatting]
- Phrases should be included in the given <Question>’s post.
- You MUST refer <Question>’s given post.
- Highlight only necessary phrases, not full sentences.
- Select the parts that haves the suicide-related words like [Suicide Word List]
- Select as many phrases as possible related to suicide even a little.

Highlights:

A.2 Evidence Summarization with LLM-based Consistency Evaluator
A.2.1 Prompt of Evidence Summarization

Extract-then-Generate

You are a psychiatrist.
You are willing to do an abstractive summary about the evidence that shows the user is at
[Label] suicide risk.
There are suicide risk assessment aspects when seeing Reddit posts.

[GROUND TRUTH]
The suicide risk level of this user is [Label].
Here are Reddit posts and extractive evidence that supports the user is at [Label] suicide risk
based on aspects.

[Posts and Highlights] Regarding the user’s posts and extracted evidence and aspects of
suicide risk assessments, Explain why the user is at [Label] suicide risk.
The revised summary should include the information in the extractive evidence and aspects.
The summary should be shorter than 300 letters.
The summary MUST be less than 300 letters.

Summarized evidence explain:
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A.2.2 Prompt of Evaluating Consistency
Consistency Evaluator

You are an expertise psychiatry evaluator.
There are [Label] suicide risk user’s posts and explain the reason for diagnosis based on posts.

[Posts]
Explain and summary of evidence: [Summary]
Score the following summary given the user posts concerning consistency from 1 to 10.
Note that consistency measures how much information the summary includes in the source
posts. 10 points indicate that the summary contains only statements that are entailed by the
source posts. 1 point indicates that the summary does not contain any word or statement that
is entailed by the source posts.

Scores choices: from [1] to [10]

Give me a clear mark score and explain about it.
Keep the answer format
- Format: The score is [1]
to
- Format: The score is [10]

Scores:
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Abstract
This paper describes the work of the UniBuc
Archaeology team for CLPsych’s 2024 Shared
Task, which involved finding evidence within
the text supporting the assigned suicide risk
level. Two types of evidence were required:
highlights (extracting relevant spans within the
text) and summaries (aggregating evidence into
a synthesis). Our work focuses on evaluating
Large Language Models (LLM) as opposed
to an alternative method that is much more
memory and resource efficient. The first ap-
proach employs a good old-fashioned machine
learning (GOML) pipeline consisting of a tf-idf
vectorizer with a logistic regression classifier,
whose representative features are used to ex-
tract relevant highlights. The second, more
resource intensive, uses an LLM for generat-
ing the summaries and is guided by chain-of-
thought to provide sequences of text indicating
clinical markers.

1 Introduction

Suicidal-themed messages on social media plat-
forms can represent an indicator of suffering and
mental health issues. According to Harmer et al.
(2022), 6% of individuals aged 18-25 responded
affirmatively to the survey questions on suicide
ideation. Interdisciplinary work on psychology
and computational linguistics (Zirikly et al., 2019;
Uban et al., 2022) uses statistical models to identify
various risks based on the content of social media
posts or based on multi-modal characteristics such
as time of post, user gender and class (Yang et al.,
2022). Gaining awareness of the risk of suicide is
essential, as it allows state organizations to offer
support to those in need, and consequently, preven-
tive measures can be taken, potentially saving the
lives of those contemplating suicide. Therefore,
it may be beneficial from multiple perspectives
to develop methods through which the presence
of suicidal thoughts can be determined on the ba-
sis of text posts on social networks. However, as

Rezapour (2023) suggests, relying solely on algo-
rithmic methods can introduce biases, risks, and,
ultimately, case-by-case analyses must be carried
out by experts.

In this paper, as part of the shared task of the
2024 Workshop on Computational Linguistics and
Clinical Psychology (Chim et al., 2024), we ad-
dress the identification of suicidal evidence in users’
posts on Reddit by extracting phrases, expressions,
key-words, and various types of summaries that
can explain such labels. The shared task has been
framed from the perspective of large language mod-
els (LLMs) with a suggestive title in this sense:
"Utilising LLMs for finding supporting evidence
about an individual’s suicide risk level". Although
LLMs are the current standard in natural language
processing (McCoy et al., 2023; Hosseini et al.,
2024), deploying such models at scale can be pro-
hibitively expensive, while the pre-trainig can often
be resource- and data-intensive, making such mod-
els available only for well-resourced languages and
large research laboratories.

We address this task from the perspective of find-
ing solutions for fast inference, and propose two
variants: 1) to create a straightforward and cheap
(as in time-efficient) pipeline for training and iden-
tifying suicidal evidence and 2) to use prompting
with quantized LLMs (Dettmers et al., 2023) exe-
cuted locally on CPU. The former is based on tra-
ditional machine learning classification techniques
consisting of a tf-idf vectorizer over word ngrams
paired with a feature importance selection process
from a linear logistic regression classifier.

Our results in the shared task show that a ma-
chine learning pipeline can achieve competitive
evaluation scores (top 3 recall) by leveraging
the risk assement annotations from the provided
dataset (Shing et al., 2018; Zirikly et al., 2019).
However, our best-performing model is a combina-
tion of LLMs used to generate good-quality summa-
rizations and machine learning to detect highlights.
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Figure 1: Major topics extracted from expert data labeled with openhermes-2.5-mistral-7b-q4_k_m.

2 Data Analysis

The annotated data provided for the shared task
participants is identical to the previous edition
CLPsych 2019 Shared Task: Predicting the De-
gree of Suicide Risk in Reddit Posts (Shing et al.,
2018; Zirikly et al., 2019) and here we include
a brief summary of its subdivisions: Task A:
users on r/SuicideWatch Reddit annotated based on
their risk level across multiple posts using crowd-
sourced annotations. Expert: user posts annotated
by experts of different specialties. Tasks B and C
of annotations that we did not use in this work.

All data annotations contain suicide risk cate-
gories (Corbitt-Hall et al., 2016) marked with let-
ters signifying different degrees: (a) no risk, (b)
low, (c) moderate, and (d) severe risk. Expert data
is of higher quality, it consists of 332 posts, the
majority (49%) are labeled medium risk, followed
by 28% high risk and 23% low risk. The 2024
Shared Task (Chim et al., 2024) evaluation data
(not released to participants) contains additional
annotations of suicide risk evidence (highlights and
summaries) for 125 users of the expert subset. Our
work only uses Task A and the expert subsets.

2.1 Topic Modelling

To have a first glance over the expert-annotated
data, we use the BERTopic library (Grooten-

dorst, 2022) and embed the documents with BAAI/
bge-small-en a pre-trained English model (Xiao
et al., 2023) which has the advantage of being
relatively small and achieving good performance
on the MTEB benchmark (Muennighoff et al.,
2022). All document embeddings are projected
into a bi-dimensional plane using a 5-neighbour
UMAP (McInnes et al., 2018) configured to op-
timize the cosine similarity. The representations
are clustered using HDBSCAN (McInnes et al.,
2017) with a minimum cluster size of four. In
a typical BERTopic pipeline, the topics are ex-
tracted using cTF-IDF and further fine-tuned us-
ing a representation model from openhermes-2.5-
mistral-7b-q4_k_m1. The representation model
is prompted with the following statement: I have
a topic that contains the following documents:
[DOCUMENTS]. The topic is described by the fol-
lowing keywords: ’[KEYWORDS]’. As an expert
psychologist and therapist, provide a brief 5 word
phrase to summarize the reason:.

Figure 1 shows a result of this process with doc-
uments grouped by topic. Several key phrases are
extracted using LLM prompts. Upon close inspec-
tion, the main topics in the dataset revolve around
feelings of despair, hopelessness, socioeconomic
hardships, and family conflicts. Our brief analyses

1https://huggingface.co/TheBloke/OpenHermes-2.
5-Mistral-7B-GGUF
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indicate that the texts contain strong signals for sui-
cide and that very few subtleties can be observed
in the assessment of risk degrees.

3 Good Old-fashioned Machine Learning
(GOML)

The first approach, which also obtained the high-
est recall amongst submissions, is based on the
following steps.

1. Begin with Task A crowd-annotated data and
map the labels to binary, i.e., assigning the label ’a’
to the value -1, and the labels ’b’, ’c’, and ’d’ to the
value +1. We fit a scikit learn logistic regression
classifier on tf-idf features (Pedregosa et al., 2011).
Tokenization is done using a regular expression
of the form r'\b[^\d\W]+\b' and we employ a
range of n-grams between 2 and 4 words. We cross-
validate several models on different subsamples of
risk annotations labeled as follows: 1.1 Test - a
model trained solely on Task A test set (186 posts),
1.2 TaskA a model trained on the entire Task A,
and 1.3 A+E a model trained on both expert and
TaskA data. Table 3 in the appendix contains the
5-fold cross-validation results that show relatively
poor classifier performance.

2. SHAP SHapley Additive exPlanations (Lund-
berg and Lee, 2017) is an explainability library
that implements several techniques to attribute in-
dividual contributions of each feature to a clas-
sifier’s prediction. In our case, we use a simple
linear explainer that assumes feature independence
and ranks features based on a score computed as:
si = wi(xi − m̂i), where wi is the classifier co-
efficient of feature i, xi is the feature value in a
post and m̂i the mean of the feature value across
all posts.

3. Selecting the highlights requires matching
the tokenized features from our tf-idf extractor to
the text. We do so by aligning the different to-
kenizations using the Natural Language Toolkit
(Bird et al., 2009) and retrieving the original verba-
tim strings. For highlight selection, we test option
3.1 - highlights consisting of a context window of
14 words before and after each matched feature,
not exceeding the sentence boundary. And option
3.2 highlights consisting of entire sentences where
important features are discovered in the original
text.

4. The summarization consists of two op-
tions: 4.1 take the sentences found previously in

step 3.2 and use an extractive summarization tech-
nique such as TextRank (Mihalcea and Tarau, 2004;
Nathan, 2016) to generate a summary. This method
is the fastest, but performed relatively poorly, ob-
taining high contradiction rates (0.238) and rela-
tively low mean consistency (0.901). Option 4.2
GOML+LLM achieved the best overall perfor-
mance and requires taking the sentences found pre-
viously and prompting a language model to gener-
ate an abstractive summary. Our best performing
system in the official ranking is configured with op-
tion 3.2 (to extract full sentences as highlights) and
option 4.2 (to generate summaries using LLM).

4 Language Models

For efficient text generation, we use a 4-bit quan-
tized model (Q4_K_M) together with llama-cpp2

and langchain (Chase, 2022) libraries. We use
OpenHermes 2.5 based on Mistral (Jiang et al.,
2023) that has been fine-tuned on code. According
to the authors3 training on a good ratio of code
instruction of around 7-14% of the total dataset
boosted several noncode benchmarks, including
TruthfulQA, AGIEval, and GPT4All suite. The
language models approach can be summarized in
the following steps:
(a) prompt the model using langchain to extract

highlights from the texts for a number of K =
8 times

(b) parse the LLM output and extract highlights
from between quotation marks

(c) post-process responses: ensure the highlights
are actually in the texts, remove duplicates,
keep the longest matching highlights

(d) concatenate all posts and prompt the model
without langchain to do a summary analysis
of maximum 300 words

Text generation parameters are set to a tempera-
ture of 0.75, top-p nucleus sampling 1, and a maxi-
mum context size of 32000. To obtain as much
data as possible, the LLM was run eight times
on each post. The langchain prompt for extract-
ing highlights is: Provide sequences of text that
indicate that this person is suicidal? \n \n Post
Body: {post_body}. Each response is saved and
post-processed to extract valid highlights present
in the text, to remove duplicates, and to preserve
the longest matching highlight. The model tends to

2https://github.com/ggerganov/llama.cpp
3https://huggingface.co/teknium/OpenHermes-2.

5-Mistral-7B
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submission recall precision recall_w harmonic
Test1 0.921 0.888 0.513 0.904
Test + LLM2 0.939 0.890 0.390 0.914
LLM3 0.935 0.905 0.553 0.919
TaskA_3.1 + LLM 0.919 0.891 0.560 0.905
A+E_3.1 + LLM 0.918 0.892 0.578 0.905
LLM duplicates 0.941 0.907 0.398 0.924
UoS NLP 0.943 0.916 0.527 0.929
sophiaADS 0.944 0.906 0.489 0.924
UZH_CLyp 0.910 0.916 0.742 0.913

Table 1: Highlights evaluation scores of our systems in comparison to other participants in the Shared Task. The
first three rows marked with superscript are the official versions we submitted during competition. The next 3 are
additional experiments with highlights 3.1 or without removing duplicates and overlaps from LLM output. The last
three rows are submissions from other participants.

submission consistency contradiction
Test1 0.901 0.238
Test + LLM2 0.973 0.081
LLM3 0.964 0.104
TaskA_3.1 0.910 0.217
A+E_3.1 0.908 0.218
TaskA_3.1 + LLM 0.971 0.085
A+E_3.1 + LLM 0.974 0.076
UoS NLP 0.966 0.107
sophiaADS 0.944 0.175
UZH_CLyp 0.979 0.064

Table 2: Summary evaluation scores of our systems in
comparison to other participants in the Shared Task.

be more verbose, no matter how much we change
the prompt, so the post-processing step proved to
be essential.

To extract summaries, we run the model only
once with the following prompt: As a psycholo-
gist and expert therapist, summarize the content
by identifying any indications of suicidal thoughts.
Provide evidence from the text to support your anal-
ysis. \n \n Post Body: {content_body}\n \n Anal-
ysis:. When using GOML with Option 4.2, the
content body consists in the concatenation of im-
portant sentences instead of the post bodies. We
found that the model tends to hallucinate and copy
paste content from the text, unless the word Analy-
sis is explicitly mentioned at the end.

5 Results and Discussion

Our three official submissions for the Shared Task
in this order are:

• Test1 - GOML fit on the Task A test set (1.1),
highlights consisting of a 14 word context

window (3.1), and extractive summaries gen-
erated from important sentences (4.1)

• Test + LLM2 - [our best submission] GOML
fit on the Task A test set (1.1), highlights con-
sisting of entire sentences with important fea-
tures (3.2), and LLM-generated abstractive
summaries from combined sentences (4.2)

• LLM3 - pipeline as described in section 4

Recall is computed as the average of the
maximal semantic similarity between each gold
highlight and all predicted highlights based on
BERTScore (Zhang et al., 2019). A point of cri-
tique that we can raise here is that introducing du-
plicate highlights of different sizes will generate
a better overall recall score. In practice, such a
system could potentially slow down an expert look-
ing for indicators of suicide. For example, our
submission "LLM duplicates" from Table 1 does
not remove highlights extracted from multiple runs
of the LLM that are substrings of each other, and
therefore obtains the highest recall. Similarly, sys-
tems that have shorter highlights (such as those that
use the context around important features) achieve
a lower recall than systems that return entire sen-
tences as highlights. We do not know whether this
is an artifact of BERTScore or from the way the
annotations have been created. For example, the
sophiaADS team (Tanaka and Fukazawa, 2024) re-
turns complete sentences using a fine-tuned BERT
model and their method obtains the highest recall
score in the competition. In both their case and
ours, we can observe that the weighted recall penal-
izes results in which highlights are entire sentences.

For this downstream task of identifying high-
lights, we did not observe significant improvements
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in performance when training the logistic regres-
sion classifier with more data, nor did we observe
a degradation of performance when training on
the smallest amount of samples consisting only of
the test set of Task A. This is encouraging for po-
tential extensions of the GOML methodology to
less-resourced languages.

The generated summaries are evaluated by tak-
ing the probability scores (from an external NLI
tool) of having a summary that contradicts the gold
sentence as a premise. In terms of consistency
and contradiction Table 2, the best results were
obtained by Test + LLM2 which combines the effi-
cacy of extracting highlights of high recall (albeit
low precision) with the ability of LLMs to gener-
ate adequate and coherent summary content. This
is confirmed by the additional results combining
LLM with GOML + option 3.1 with shorter sum-
maries (Table 1 rows four and five). These models
achieve the highest consistency (.974) and lowest
contradiction scores (.076) of our systems. Team
UZH_CLyp (Uluslu et al., 2024) uses retrieval aug-
mented generation and provides additional context
to the model when generating the summary to ob-
tain the best results in the competition (given this
criterion). This corroborates our observations that
giving more concise or more focused content to
LLMs leads to better generated summaries than
providing the complete (and possibly noisy) post
bodies from users to the LLM. The results of the
team UoS NLP (Singh et al., 2024) are relatively
similar to our LLM submissions that use chain-of-
thought prompting to extract highlights and remove
duplicates. Their LLM is based on Mixtral model
quantized to 8 bits, which might explain the slight
increase in evaluation scores across different met-
rics.

While GOML performs competitively to more
resource-intensive approaches in detecting high-
lights, the same cannot be said about summaries.
Our Test1 model that used TextRank for extractive
summarization obtained one of the worst contra-
diction and consistency scores in the entire compe-
tition. Its main advantage remains that it can run
the entire machine learning pipeline to train the
classifier and generate all the evidence (highlights
and summaries) for the 125 users in less than 60
seconds. In contrast, our quantized LLM on CPU
runs in 3.5 hours for the same set of users. To be
consistent with our comparisons, in all of our ap-
proaches, we have only used a CPU server with 7
cores and 64 GB of memory to compute the results.

Given the surprising efficacy of the traditional
machine learning model, we ask whether sentences
containing important features have specific linguis-
tic characteristics. Sentences are divided into two
categories: important if they contain important
features for classification and with the label other
otherwise. Our statistical analyses visible also in
Figure 2 indicate that important sentences are gen-
erally more likely to have pronouns, verbs, and
adjectives. In terms of mean value, pronouns and
verbs are statistically different at a p-value < 0.05
in important sentences more often than in the rest.
Similarly, mean sentence lengths are statistically
larger in important sentences than in the other
ones. Adverbs show no difference between the
two classes, and adjectives and nouns obtain a p-
value of 0.6 after 100,000 permutations. Given the
nature of permutation tests, this is equivalent to
saying that there is a 6% chance of observing a
difference in means for adjectives and nouns due
to chance.

Our brief analyses show that important sentences
have different (statistically significant) linguistic
patterns that can distinguish them from the rest. We
believe that this could be one of the reasons behind
the good evaluation scores and the suitability of
the GOML approach to extract highlights from this
particular dataset.

6 Conclusions

To conclude, our results show that a classifier
paired with a machine learning explainability
method can be a useful tool for identifying im-
portant sentences, phrases, and highlights that are
representative of a given class. This is encour-
aging for languages where current LLMs do not
perform as well or where the amount of data and
compute resources is limited. Additionally, our
experiments show that noisy generated output con-
taining duplicates achieves better recall, leading
to the conclusion that relying on a single metric
can be detrimental to this task. We believe that
ultimately expert human judgments would be the
best measure for evaluating and selecting the most
useful systems based on multiple criteria.

In general, when investigating the output of
LLM-based approaches, we could observe better
quality in terms of the generated text and langchain
reasoning. Our work shows that these results can be
further improved by combining LLMs with good
old-fashioned machine learning methods.
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7 Ethics

Working with user posts that talk about inflicting
self-harm is a difficult endeavor. Although our
methods bring about a small contribution in the
interdisciplinary field of suicidology, we must rec-
ognize that technological solutions are not always
helpful in an impactful way for people who suffer.
Our work was carried out with the greatest care
for the privacy and management of this data. Dur-
ing human analyses, repeated exposure to suicide-
related content can be triggering and potentially
harmful. The authors have double-checked each
other on their mental health and ability to work
during the entire time of doing this work.

8 Limitations

• Preserving duplicates or generating too many
highlights can lead to an artificial increase in
recall. The score increase can be misleading,
since such a system can generate duplicates
that are hard to interpret and not user-friendly.

• LLM-generated summaries may include sex-
ist biases, we have not observed these in a
systematic manner, but on occasion the LLM
would assign gendered pronouns to users who
did not explicitly mention this in their posts.
Further research is required to integrate multi-
modal variables such as class, race, gender in
the prediction mechanism.

• The data that we have to work with had strong
signals of suicide risk, therefore, we wonder
whether such an approach would still be suit-
able in cases where the linguistic signal is
more subtle or whether our models are able to
generalize on out-of-domain data.
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A Appendix

The first text classification training scenario in-
volves only the test set from Task A, because it
is the smallest (186 posts), and one should expect
it to generate the weakest classifier. We gradually
increase the data to see whether there are changes
in the results by adding the entire Task A data (la-
beled in the results section as "TaskA"). Lastly, we
include the entire Task A and expert data, referred
to in the results section as "A+E".

When running the tf-idf vectorizer we set the
minimum document frequency to one, no limit on
maximum features, Unicode strip accents, mini-
mum number of documents set to one, enable the
use of inverse document frequency (IDF) reweight-
ing, smoothing to the IDF weights, and sublinear
scaling to term frequency.

Logistic regression is set with balanced class
weight, and we do not perform any hyperparame-
ter optimization. Nevertheless, classifiers tend to
predict only the majority class Table 3, so the bal-
anced accuracy score never increases significantly,
regardless of the fold or amount of data used.
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Figure 2: PoS tag distributions in sentences containing highlighted features (important) vs. other. Marked with * are
PoS tags that have statistically significant means in a bootstrap permutation test at a p-value of 0.05.

Approach Bal. Acc Acc F1
test → Test .5 .82 .74

+train → TaskA .5 .82 .74
+expert → A+E .5 .86 .8

Table 3: Stratified 5-fold cross-validation for binary risk
prediction on different subsets of Task A and expert
data. The first row represents cross-validation only on
the test set, the second row adds the training set over the
test set thus using the entire Task A, and the third row
adds the expert data over all the previous. All values
can vary between ±.05 at different random shuffles.

B What did Not Work

• Fine-tuning a LLM for classification with
LoRA and unsloth library 4 using mistral-7b-
bnb-4bit quantized model to classify the sui-
cide risk by responding verbally; we were
hoping to guide the model’s attention towards
important features for generating the content;
after fine-tuning, the model was not able to
produce good highlights.

• Given that OpenHermes 2.5 is fine-tuned on
code, we were expecting to use grammars5

to constrain the generation of highlights in
the form of a list of strings, but the model
proved not to perform very well in some of our

4https://github.com/unslothai/unsloth
5https://github.com/ggerganov/llama.cpp/blob/

master/grammars

empirical small-scale tests and we eventually
abandoned this direction.

• We also tried to use Yake (Campos et al.,
2020) to extract keywords from the titles and
posts and then use this list of words as a param-
eter in TF-IDF. This approach did not work
well because the list of extracted important
features was too limited.
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Abstract

This paper presents our contribution to the
CLPsych 2024 shared task, focusing on the use
of open-source large language models (LLMs)
for suicide risk assessment through the analysis
of social media posts. We achieved first place
(out of 15 participating teams) in the task of pro-
viding summarized evidence of a user’s suicide
risk. Our approach is based on Retrieval Aug-
mented Generation (RAG), where we retrieve
the top-k (k=5) posts with the highest emotional
charge and provide the level of three different
negative emotions (sadness, fear, anger) for
each post during the generation phase.

1 Introduction

While healthcare systems are crucial in identifying
suicide risk, the limited time available to clinicians
often hinders a comprehensive assessment of all
risk factors (Knipe et al., 2022). Expressions of
suicidal thoughts are among the most significant
warning signs. However, the standard practice of
clinicians inquiring about these thoughts has not
been reliably effective in predicting and preventing
suicide (Hawton et al., 2022). It was revealed that
the majority of patients who commit suicide had
not reported suicidal thoughts to their healthcare
providers (Chan et al., 2016).

The CLPsych 2024 shared task (Chim et al.,
2024) addresses the significant challenge of gener-
ating supporting evidence for clinical assessments,
with a specific focus on suicide risk assessment
using open-source large language models (LLMs).
This task concentrates on analyzing linguistic con-
tent from social media posts to substantiate the
assigned suicide risk levels of individuals (Shing
et al., 2018a). By examining users’ posting activi-
ties on online forums, the goal is to extract, in an
unsupervised manner, evidence within these posts
that supports the pre-assigned risk levels.

*Equal contribution

Our approach aims to develop a scalable and ef-
ficient system that utilizes the state-of-the-art open-
source LLM Mistral 7B (Jiang et al., 2023) for
mental health assessment. It uses 4-bit quantiza-
tion and Retrieval Augmented Generation (RAG)
(Lewis et al., 2020) to effectively select the most
emotional and relevant extracts from the user his-
tory with minimal resource requirements. We use
emotional insights, which have been shown to cor-
relate with mental illnesses such as depression, to
improve our task by recognizing emotional patterns
that could indicate suicidality (Zhang et al., 2023).
We engage with both Task A (Highlighting Sui-
cidal Evidence) and Task B (User’s Summarized
Suicidal Evidence). The two main contributions of
this work, which were instrumental in achieving
the top performance in Task B, are as follows:

• We retrieve the top-k (k = 5) emotionally
charged user posts to include as context to
the model to summarize evidence of suicidal
risks.

• We enriched the prompt context with the
regression-predicted percentage levels of
three different negative emotions (sadness,
fear, anger) alongside the selected posts.

2 Related Work

The CLPsych Shared Tasks 2019 (Zirikly et al.,
2019) and 2022 (Tsakalidis et al., 2022) were
mainly focused on suicide risk prediction and mood
swing detection, which was predominantly con-
sidered a multi-class classification problem. The
top approaches in the previous shared task have
predominantly utilized transformer-based models
and multitask learning, yet the capabilities of
prompting-based approaches in this context re-
mains largely unexplored. There is a growing in-
terest in the responsible use of LLMs in healthcare,
including in psychotherapy and mental health as-
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Figure 1: Kernel density estimation plot, grouped by
post’s author assigned risk level. n denotes the number
of posts among all subreddits written by users of the as-
signed risk level. On average, the 125 users contributed
to 131 posts each.

sessment (Stade et al., 2023). The recent advance-
ments have seen a significant increase in the zero-
shot classification abilities of LLMs, alongside a
deepened understanding of mental health issues
(Xu et al., 2023). These models are increasingly
recognized for their effectiveness in extracting in-
formation, especially in identifying mental health
crises. They have demonstrated the ability to gen-
erate explainable findings and exhibit reasoning
capabilities, which significantly enhances their util-
ity in mental health assessments (Yang et al., 2023).
This evolution in the capabilities of LLMs sets a
new precedent for our approach and underscores
the potential of these models in contributing to
mental health assessments.

3 Data and Tasks

We use the Reddit suicidality dataset provided by
the organizers of the 2019/2024 CLPsych Work-
shop (Shing et al., 2018b; Zirikly et al., 2019; Chim
et al., 2024). Our team’s utilization of this data and
our participation in the associated tasks adhere to
the ethical review standards outlined by the organiz-
ers. The dataset comprises posts from 125 Reddit
users on various subreddits where each user has
at least one post in r/SuicideWatch. All users are
categorized by experts into four risk levels: No
Risk, Low Risk, Moderate Risk, and Severe Risk.
The distribution of the length of posts is shown in
Figure 1.

The participants of the shared task were asked to
contribute to the following two methods of extract-
ing evidence of suicidality from the users’ posts:

System: You are a suicide prevention therapist expert.

You are performing psychological analysis of suici-
dality risks of the author of the following Reddit post:
title: {postTitle}
content: {postContent}
It is estimated that the author has at least {riskLevel}
risk of suicidality.
Extract ALL relevant evidence (snippets) of at least
{riskLevel} suicidality exclusively from the post’s
content.
Formatting: Strictly provide each snippet and only
the snippets delimited by a semicolon(’;’)

Figure 2: Task A: Zero-shot prompt template (Step 1)
given to Mistral7B for the extraction of relevant spans.

• Task A – Highlighting Suicidal Evidence:
focuses on extracting highlights (snippets) ex-
clusively from r/SuicideWatch posts that have
been assigned a risk level by an expert.

• Task B – User’s Summarized Suicidal Ev-
idence: Using any content available from a
person, the task is to find evidence for a per-
son’s suicidality risk level and report it, either
extractive or abstractive.

4 Methods

4.1 Model & Computational Resources

Our approach exclusively employs the open-source
LLM Mistral-7B-Instruct-v0.2 (Jiang et al., 2023)
in zero-shot setting with 4-bit quantization. De-
tailed parameters used for the text generation can
be found in Table A1. All of our experiments, in-
cluding inference over all posts and users, were
carried out locally for a total of less than two hours
using a MacBook Pro with an M2 Pro with a 10-
core GPU.

4.2 Task A – Highlighting Suicidal Evidence

To extract and highlight relevant snippets from a
user’s post, we deploy a multistep procedure:

1. Prompting the LLM to extract relevant pas-
sages from the text (see Figure 2).

2. Prompting to remove unwanted text output
(e.g., explanations) from Step 1 and reorga-
nize snippets (see Figure A1).

3. Segmenting the snippets and applying up to
4-character replacement string substitutions
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Team Rank Recall Precision Weighted Recall Harmonic Mean
sophiaADS 1 0.944 0.906 0.489 0.924
UoS NLP 2 0.943 0.916 0.527 0.929
UniBuc Arch 3 0.939 0.890 0.390 0.914
SWELL 7 0.915 0.892 0.542 0.903
Our Official Submission 8 0.910 0.916 0.742 0.913
MHNLP 9 0.910 0.888 0.197 0.909

Table 1: Shared Task Results for Task A – Highlighting Suicidal Evidence. Our team name is UZH_CLyp and Rank
denotes the subtask’s ranking that is based on the primary score, Recall.

to restore the exact text form of the origi-
nal post.1 Unmatched evidence, often aris-
ing from rewritten or reordered user texts as
well as from hallucinated insertions, is then
discarded.

This method of using LLMs for an extractive
task, while laborious, was explored to determine
the feasibility of accomplishing this task solely
through the use of generative AI. However, in doing
so, we required two separate rounds of inference
and an additional string matching, compromising
the efficiency of our solution.

The primary evaluation metric for this task is
a variation of BERTScore (Zhang et al., 2019),
focusing on recall, weighted recall and precision,
benchmarked against snippets extracted by human
experts. Our submission for Task A achieved 8th
place out of the 15 best team submissions (42 sub-
missions in total). Detailed results for Task A can
be found in Table 1.

System: You are a suicide prevention therapist expert.

You are performing psychological analysis of sui-
cidality risks in online forums. Here are the most
emotional posts of the same author for analysis:
{postTitle, content and estimations(in percentages) of
sadness, fear and anger separated by new lines, for all
five posts retrieved by the highest sadness estimation}
Aspects of text to consider are the emotions, cogni-
tions as well as behaviours and mentions of the author
related to things like self-harm or suicide.
It was confirmed that the author has a {riskLevel} risk
of suicidality. Provide your hypothesis of {riskLevel}
suicidality from the post contents and general online
behaviour.

Figure 3: Task B: Zero-shot prompt template given to
Mistral7B to generate the summarized evidence.

1This was necessary for the submission as the LLM would
fix small grammar errors, typing nuances or irregular punctua-
tion usage.

4.3 Task B – User’s Summarized Suicidal
Evidence

Emotion Regression Models In addition to us-
ing our generative Suicidal Evidence predictions,
we apply Encoder Transformer models to regress
the emotional load of a text. We fine-tuned the Mu-
ppet RoBERTa (Aghajanyan et al., 2021) Large En-
coder models on the SemEval2018 Affect dataset
(Mohammad et al., 2018) to function as Emotion
Regressors for emotions like anger, sadness, and
fear, each with its separately trained model. These
models are fine-tuned using the Head First Fine-
Tuning method as described in Michail et al. (2023).
The Pearson r correlation coefficient on its test set
is 0.856, 0.832 and 0.808 for anger, fear and sad-
ness respectively. Before prompting Mistral7B, we
compute predictions with our emotion regression
models for all posts of the studied users.

Prompting To generate the summarized evi-
dence, we perform a zero-shot query by concatenat-
ing the title, the post and the predicted emotions to
the five most sad posts (in descending order), sim-
ilar to a Retrieval Augmented Generation (RAG)
approach (Lewis et al., 2020). In addition to the
post information, we provide the model with the
following system message “You are a suicide pre-
vention therapist expert”, and some information
and hints about aspects to consider when perform-
ing the task. Figure 3 presents the complete prompt
template.

5 Results

The official results of Task B are shown in Table 2.
Our submission (UZH_CLyp) achieved first place
out of the 42 submitted runs according to the offi-
cial scores. The official score of the Shared Task
attempts to measure agreement between the model-
generated summary and the human expert analysis
(Chim et al., 2024) using a model trained on Natu-

266



Team Rank Mean Consistency ↑ Max Contradiction ↓
Our Official Submission 1 0.979 0.064
Our Ablation: No Emotion Regression - 0.976 0.074
SBC 2 0.976 0.079
SWELL 3 0.973 0.081
UniBuc-Arch 4 0.973 0.081
SKKU-DSAIL 5 0.970 0.096
Our Ablation: No Emotion RAG - 0.947 0.120
sophiaADS 12 0.944 0.175

Table 2: Shared Task Results for Task B – User’s Summarized Suicidal Evidence. Italics denote our additional
evaluations for the ablation study. Our team name is UZH_CLyp and Rank denotes the Subtask’s ranking that is
based on the primary score, Mean Consistency.

ral Language Inference (Wang et al., 2021). This
agreement is measured with two scores: the Mean
Consistency, defined as the average sentence-level
probability of consistency, 1 - P(Contradiction),
and the Max Contradiction, which represents the
average maximum probability of a contradiction oc-
curring, max(P (Contradiction)). Our submission
performed best within Task B among all submis-
sions.

It is worth noting that the top teams achieve
promising performance, with only minor differ-
ences between them. However, another interesting
insight from this generally high performance is
that it demonstrates the ability of today’s LLMs to
generate analyses that align closely with the assess-
ments of human experts.

5.1 Ablation Study

To better understand the relevant factors for the
performance of our system, we asked the organizers
to evaluate two additional post-submission runs for
our ablation study. We have included the results of
these variants in the main results table 2.

In the No Emotion Regression ablation experi-
ment, we omitted information about the emotion-
ality levels of each post. This leads to a very mi-
nor performance decrease, showing that the actual
predictions of the emotions are not crucial to the
model.

In the No Emotion RAG ablation experiment, we
omitted information about the emotions and also re-
placed the retrieval procedure that selected the most
emotional posts with a heuristic to retrieve the five
longest posts. This results in a large performance
decrease and showcases the value of the emotion
regressions as a selection criterion for retrieving
relevant posts.

6 Conclusion

The system presented in this paper demonstrates
the potential of using open-source LLMs to iden-
tify evidence of suicidality utilizing emotionally
charged social media posts. Our main innovation is
the combination of RAG with emotional regression
of posts. This technique was found to be effec-
tive, as evidenced by the first-place performance in
Shared Task B and the insights from our ablation
experiments. Our results highlight the ability of
current LLMs to accurately summarize evidence of
a user’s suicide risk from online posts that closely
align with human expert assessments.

In conclusion, this study highlights the poten-
tial of LLMs in healthcare, particularly for mental
health assessments. While the approach shows
promise, especially in suicide risk analysis from
social media posts, it also poses challenges, such
as the risk of inaccurate content generation. Future
research should aim to enhance the accuracy of
these models and consider the ethical implications
of applying AI in sensitive health contexts. This
research opens up new possibilities for the applica-
tion of LLMs in mental health services, suggesting
a path towards integrating them with traditional
healthcare methods for more effective outcomes.

Limitations

While our approach leveraging open-source LLMs
shows promising results in both Task A and Task B
of the CLPsych 2024 Shared Task, it is important to
recognize inherent limitations when using LLMs in
sensitive contexts of mental health assessment. We
acknowledge the possibility of hallucinations and
generation of inaccurate content, which can lead to
misinterpretation of a user’s mental state. During
a manual inspection, we inspected the hallucina-
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tion factor in scenarios where the model encounters
posts with low/medium pre-assigned risk levels. In
these cases, it often fails to pick up relevant clinical
cues such as an intent to self-harm, thus under-
lining the crucial role of pre-assigned risk levels
in guiding the model’s explanation. Furthermore,
the shared task is assessed using automated met-
rics, which may lead to significant discrepancies
between these results and the evaluations of human
expert annotations.

Ethics

We used publicly available data that was stripped
of identifiable information and collected in a non-
intrusive manner for mental health research. All re-
searchers working on the project have signed a non-
disclosure agreement with the dataset providers.
The data was stored securely at the storage services
of the Department for Computational Linguistics
at the University of Zurich and was only accessi-
ble to the parties involved during the project. The
open-source language models used in the project
were hosted locally without any potential data dis-
closure to third parties. The results of this work are
intended for fellow researchers in the fields of com-
putational linguistics and psychology to improve
mental health assessment technology. It is part of
the growing body of mental health research aimed
at applications to improve well-being. However,
it should not be used without collaboration with
clinical practitioners.
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A Appendix – Supplementary Material

System: You are a helpful assistant.

We have the original text and a set of ex-
tracted snippets mixed in text. We want to
extract ONLY all snippets (not numbered)
without any further discussion or comments
Original: {postContent}
Mixed Extracted Snippets: {Step 1 Output}
Follow the following format for all snippets
(each on a new line): \nsnippet text as pre-
sented in the original

Figure A1: Task A: Zero-shot prompt template (Step 2)
given to Mistral7B to extract the relevant spans.

Model Parameter Value
Temperature 0.8
Top-P 0.8
Top-K 40
Max Tokens 512
Context Size 4096

Table A1: The main parameters used for Mistral7B
(mistral7binstructv0.2.Q4_K_M)
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Abstract 

We propose a method that integrates 

supervised extractive and generative 

language models for providing supporting 

evidence of suicide risk in the CLPsych 

2024 shared task. Our approach comprises 

three steps. Initially, we construct a BERT-

based model for estimating sentence-level 

suicide risk and negative sentiment. Next, 

we precisely identify high suicide risk 

sentences by emphasizing elevated 

probabilities of both suicide risk and 

negative sentiment. Finally, we integrate 

generative summaries using the 

MentaLLaMa framework and extractive 

summaries from identified high suicide risk 

sentences and a specialized dictionary of 

suicidal risk words. SophiaADS, our team, 

achieved 1st place for highlight extraction 

and ranked 10th for summary generation, 

both based on recall and consistency 

metrics, respectively. 

1 Introduction 

Identifying suicide risk from online discussions is 

crucial problem. The 2018 and 2019 Shared Task at 

CLPsych posed the task of predicting the level of 

suicide risk annotated by experts from Reddit posts 

(Shing et al., 2018; Zirikly et al., 2019).  

In the 2024 Shared Task (Chim et al., 2024), the 

task is further developed to provide supporting 

evidence about an individual’s suicide risk level on 

the basis of their linguistic content. There are two 

related subtasks. First subtask is to provide 

highlights; relevant evidence spans supporting the 

expert-assigned risk level. Second subtask is to 

provide evidence summaries which synthesizes the 

identified evidence into insights that are consistent 

with human-written summaries. 

 
* Both authors contributed equally, with Ms. Tanaka 

on MentaLLaMa and Prof. Fukazawa on BERT. 

Two main approaches for text summarization 

exist: extractive and generative. The extractive 

approach focuses on selecting significant portions 

of the original text, often using techniques like 

sentence extraction and machine learning-based 

sentence ranking (Ferreira et al., 2013; Aliaksei et 

al., 2015). In contrast, the generative approach 

involves creating coherent summaries by 

understanding the context and meaning of the input 

text, employing advanced neural network 

architectures such as Transformer models pre-

trained for language understanding and generation 

(Vaswani et al., 2017; Brown et al., 2019). 

The extractive approach excels in selecting 

crucial sentences based on supervised learning and 

explicit extraction criteria. In contrast, the 

generative approach is advantageous for 

understanding context and generating summaries 

without the need for explicit guidance. While the 

extractive approach struggles with the holistic 

contextual consideration, the generative approach 

faces challenges in reliably extracting desired 

evidence through prompt engineering. 

Consequently, when clear criteria are present, the 

extractive approach is preferable; however, for 

generating contextually comprehensive summaries, 

the generative approach is more suitable.   

Given the dual requirements of this year's shared 

task – identifying high suicide risk sentences and 

comprehensively considering various aspects of 

the entire post, including emotions, cognitions, 

behavior, and motivation – we propose an 

integrated method combining both extractive and 

generative approaches. Our contributions include: 

(1) Developing a BERT (Devlin et al., 2019) based 

model for sentence-level suicide risk and negative 

sentiment estimation. (2) Identifying high suicide 

risk sentences precisely by focusing on elevated 

probabilities of both suicide risk and negative 
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sentiment. (3) Integrating generative summaries 

using the MentaLLaMa (Yang et al., 2023) 

framework and extractive summaries from 

identified high-risk sentences and a specialized 

suicidal risk words dictionary. The following 

sections detail our proposed method, results, and 

conclusion. 

 
Figure 1: Overall process of proposed model. 

2 Proposed method 

 The proposed method, outlined in Fig. 1, 

comprises two parts: highlight extraction and 

summary generation. To identify sentences 

indicating suicide risk, we employ a supervised 

extractive approach, leveraging BERT's fine-

tuning capabilities for enhanced contextual 

understanding. Our model, fine-tuned on BERT, 

estimates suicide risk and negative sentiment at the 

sentence level. For summary generation, we 

combine extractive and generative approaches. 

Extractive summaries are crafted using patterns 

derived from high suicide risk sentences and 

associated keywords. Generative summaries are 

produced using MentaLLaMa. The overall 

summary is an integration of both approaches.  

In the following, we detailed sentence level 

suicide risk classification, sentiment classification, 

highlight extraction, and summary generation.  

2.1 Sentence level suicide risk classification 

2.1.1 Extraction level 

The decision of extraction level, be it word, 

phrase, sentence, or paragraph, is crucial. To 

capture effective contextual information, a 

minimum consideration of the phrase level is 

necessary. Examining words around the phrase is 

 
1   https://huggingface.co/bert-base-uncased 

vital for strengthening the evidentiary basis for 

suicide risk. However, paragraph-level extraction 

introduces the risk of irrelevant context, prompting 

our choice of sentence-level extraction in this study. 

Each post is divided into sentences by punctuation 

marks (.,!?;:). 

 
Figure 2: BERT finetuning for sentence level 

assessment of suicide risk.  

2.1.2 BERT finetuning 

To assess sentence level suicide risk estimation, 

we adopt BERT finetuning approach. We prepared 

training data for finetuning by collecting sentences 

that refer to suicide in direct expressions. We found 

that suicide risk sentences contained characteristic 

phrases as shown in Appendix A. We collected 

sentences containing the phrases in Appendix A as 

suicide risk sentences. As a result, the number of 

sentences containing those phrases was 557 (label 

1), and the number of other sentences (label 0) was 

31,428. In order to balance the number of labels, 

we down sampled the one with label 0. As a result, 

we acquired the training data (label 1: 449, label 0: 

412) and validation data (label 1: 108, label 0: 115). 

We utilize the BERT model1 as depicted in Fig. 2. 

The finetuning process involves inserting a [CLS] 

token at the text's start, tokenizing the data, and 

using the Transformer architecture to abstract 

sentence representations (E) for each token. The 

E[CLS] representation of the [CLS] token captures 

the sentence's meaning and context. A fully-

connected layer (classifier) applies a softmax 

function to E[CLS] to generate class probabilities. 

Both the embedded representation and the 
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classifier's parameters are adjusted to predict the 

golden labels (suicide risk: 1, no suicide risk: 0) for 

the input text. 

The parameters used for training are as follows; 

The batch size utilized during the training phase is 

set to 8. The learning rate, a crucial hyperparameter 

governing the model's weight updates during 

training is 2e-5. Warmup ratio controlling the initial 

gradual increase of the learning rate is 0.1. The 

evaluation metric utilized to determine the best 

model is accuracy. 

Fig. 3 displays the learning curve, with training 

halted at epoch=50 for presumed convergence. 

Using the model with the highest accuracy (0.996), 

we predicted labels for all sentences, obtaining 

suicide risk labels and associated probabilities. The 

results revealed the model's capability to detect 

previously undetected phrases, such as "Dying is 

the only way to make it better" and "fall asleep and 

never wake up," which were not identified by the 

phrases listed in Appendix A. 

 
Figure 3: Learning curve of finetuning 

 
Figure 4: Boxplots of the number of suicide risk / 

negative sentiment sentences across user’s post for 

each suicide risk level. 

2.1.3 Correlation to suicide risk level 

The data provided are flagged by experts on the 

levels of suicide risk: low, moderate, and high risk. 

In Fig.4 (left), we examine the correlation between 

ratio of suicide risk sentences in user’s post and 

 
2 https://huggingface.co/cardiffnlp/twitter-roberta-

base-sentiment-latest 

suicide risk level of corresponding user. We can see 

that the ratio of suicide risk sentences increases as 

the levels judged by experts increases. 

Consequently, the sentences classified as high 

suicidal risk demonstrates a high potential for the 

evidence of suicide risk. 

2.2 Sentiment classification 

In this section, we extract sentences with high 

suicide risk in terms of sentiment. The link between 

negative emotions and suicide risk is debated. 

Monselise et al. observed a slight increase in the 

proportion of negative sentiments before and just 

after the first suicidal ideation in Reddit user posts 

(Monselise et al., 2022). In contrast, Gaur et al. 

found no significant variation in sentiment and 

emotions across suicide risk severity levels using 

AFINN and LabMT in C-SSRS (Gaur et al., 2021). 

We classify sentence into negative, neutral or 

positive sentiments using sentiment classification. 

We used the finetuned BERT model 2 , which is 

currently the latest model trained on short 

sentences of X posts (Loureiro et al., 2022).  X is a 

social network platform that allows users to post 

short sentences about their daily events and 

thoughts. Reddit, on the other hand, is a social 

network platform where users can post long 

sentences about their problems and troubles. 

Although the contents of X and Reddit are different, 

in this study, we decompose the long sentences of 

Reddit and perform sentiment classification on a 

sentence level. For this reason, we used fine-tuned 

BERT with the X data as the teacher data for the 

classification.  

In Fig.4 (right), we examine the correlation 

between ratio of negative sentiment sentences in 

user’s post and suicide risk level of corresponding 

user. We can see that the ratio of negative sentiment 

sentences increases as the levels judged by experts 

increases from low to moderate. Consequently, 

sentences with negative sentiment may be evidence 

of suicide risk. 

2.3 Highlight extraction 

First, we select all sentences classified as high 

suicide risk as highlights. Then, we sort sentences 

in order of probability of negative sentiment and 

get sentences as highlights from the top to the 

bottom until the total word count is within 300. If 
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still short of 300 words, we add highlights by 

MentaLLaMa3, which is a LLaMA2 (Touvron et al., 

2023) finetuned by large collection of social media 

data related to mental health. We make a query 

prompt to MentaLLaMa like “The text below 

implies a risk of suicide. Extract only the necessary 

and sufficient phrases and keywords indicating the 

risk exactly as they appear in the original text. 

Present the extracted words in a list format, 

separated by commas.” with the post aggregated on 

a per-user basis.  

We observe that the format of output was unstable 

as there were a mixture of asterisks, numbering, 

and comma-separated lists. Therefore, instead of 

parsing the output, we created all the possible 

phrase candidates consisting of continuous three or 

more words from the output text. Then we select 

the sentence of user post that included one of 

phrase candidates as highlights. 

We used the tokenizer to encode the input text 

without adding special tokens. For text generation, 

we set the max_length parameter to 1024 tokens, 

limiting the output size. Additionally, 

max_new_token was set to 128 tokens, controlling 

the number of newly generated tokens. To enhance 

text diversity, we activated do_sample, enabling 

random sampling. Temperature and repetition 

penalty were not adjusted. 

2.4 Summary generation  

Our summary consists of 4 parts as shown in Fig. 

5. First, we create the opening summary about the 

level judged by experts. For low suicide risk user, 

we output “This person is at low risk of suicide.”; 

for moderate suicide risk user, “This person is at 

moderate risk of suicide.”; and for high suicide risk 

user, “This person is at high risk of suicide.”.  

Second, we generate a rule-based summary using 

the number of sentences classified as high suicide 

risk across multiple posts by a user. When the 

number of sentences is 1, we output “This person 

made a post implying suicide.”, when the number 

of sentences is 2, we output “This person made 

multiple posts implying suicide.”, and when the 

number of sentences is more than 3, output “This 

person made lots of posts implying suicide.”.  

Third, we also generate a dictionary-based 

summary by collecting important phrases leading 

to suicide ideation across multiple posts by a user. 

 
3 https://huggingface.co/klyang/MentaLLaMA-chat-

7B 

The phrases are shown in Appendix B. We define 

those phrases from several websites on suicide 

feelings. We generate the summary by connecting 

prefixes and phrases. We also do same procedure 

for phrases defined in Appendix A. In this case, we 

use “This person implies suicide such as” as prefix. 

Fourth, we generate summaries using 

MentaLLaMA. We employ a query prompt “Please 

summarize the next post in 300 words” with user-

aggregated posts. The well-crafted output 

summaries, capturing user behavior and context, 

are used as-is. 

 
Figure 5: The contents of summary. 

3 Results 

Organizers assess submitted highlights based on 

recall and precision, with recall measuring gold 

highlight prediction using BERT-score semantic 

similarity (Zhang et al., 2019). Precision gauges the 

quality of predicted supporting evidence. 

Summarized evidence is evaluated for consistency, 

indicating the absence of contradiction by 

calculating the probability of it conflicting with the 

gold summary. Further details can be found in the 

paper (Chim et al., 2024). 

Two highlight submission patterns were 

employed - one using only suicide risk 

classification and the other combining suicide risk 

classification, sentiment classification, and 

MentaLLaMa. Table 1 shows results for both 

patterns. The former achieved the highest precision 

among all teams, and the latter attained the highest 

recall among all teams. This underscores the 

effectiveness of sentence-level suicide extraction 

for evidence extraction. Sentence-level sentiment 

classification and MentaLLaMa-based highlight 

extraction complement in covering additional 
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evidence of suicide risk. Further analysis is 

provided in the next section. 

In the summary generation subtask, it achieved 

the 10th rank with a consistency metric of 0.944. 

The lower score is attributed to two reasons: 

insufficient attention to consistency when 

integrating multiple summaries and the absence of 

prompt engineering to incorporate shared task 

background, relevant aspects, and evaluation 

metrics into the prompts, despite using simple 

prompts. 

 Recall Precision 

Suicide risk classification 0.912 0.919 

+Sentiment classification 

+MentaLLaMa  

0.944 0.906 

Table 1: Results of highlight extraction subtask for 

two submission patterns. 

3.1 Analysis on highlight extraction  

For every submitted highlight, we received the 

semantic similarity between the golden highlight as 

precision calculated by BERT-Score. We analyzed 

the correlation between precision and predicted 

suicide risk/negative sentiment probability for each 

highlight. Figs. 6 and 7 show the average suicide 

risk and negative sentiment probabilities for 

highlight precision. They also display the 

percentage of highlights with a suicide risk 

probability of 0.9 or higher and negative sentiment 

probability of 0.9 or higher. Fig. 6 indicates a 

correlation between suicide risk probability and 

precision as evaluated by the golden highlight. In 

contrast, Fig. 7 shows no correlation between 

negative sentiment probability and precision as 

assessed by the golden highlight. This suggests that 

while sentence-level suicide risk assessment 

significantly contributes to precise suicide risk 

evidence highlight extraction, negative sentiment 

classification does not. 

Table 2 presents highlights with high and low 

precision. High precision highlights frequently 

articulate users' suicidal thoughts, consistent with 

previous studies (Rude et al., 2004; Jamil et al., 

2017). On the other hand, low precision highlights 

discuss suicide but often lack actual suicide risk. 

Instances involve discussions about another 

person's suicide or expressing negativity towards 

suicide, such as “I'm not about to commit suicide” 

and “my best friend also tried to kill himself”. This 

misclassification arises from our suicide risk 

classification model, which utilizes keyword 

matching. The training data may include denials of 

suicide or stories about others' suicides unrelated to 

personal suicide risk. 

 
Figure 6: Mean suicide risk probability and above 

0.9 ratio vs precision of highlights. We deleted 

error bar as most of values are close to 0 or 1. 

 
Figure 7: Mean negative sentiment probability and 

above 0.9 ratio vs precision of highlights. 

 

 Phrases 

Highlights 

with high 

precision 

I want to die / i am suicidal / I’ve 

tried to hang myself two times / I 

don’t know how to stop thinking of 

suicide 

Highlights 

with low 

precision 

I’m not about to commit suicide /  I 

wasnt able to kill myself / My last 

objection to suicide is that/ losing 

someone to suicide /  I haven’t 

considered actually killing myself / 

my best friend also tried to kill 

himself / If you’re close to killing 

yourself 

Table 2: Example highlights that received high and 

low precision scores. The higher the score, the 

higher the semantic similarity to gold highlights. 

4 Conclusion 

We proposed integrating supervised extractive 

LLM (BERT fine-tuned for sentence-level suicide 

risk extraction) and generative LLM 

(MentaLLaMa) for summarizing suicide risk 

evidence. Sentence-level suicide risk assessment 

achieved the highest precision and recall. Future 

work will explore replicating these promising 

results with generative LLMs. 
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Limitations 

This paper lacks meticulous teacher data 

creation for suicide risk estimation. Suicide risk has 

been labeled using keyword matching with the 

dictionary in Appendix A, potentially introducing 

noise data like sentences without suicidal thoughts 

or sentences about others' suicides. To enhance the 

accuracy of suicide risk classification, manual 

examination of the training data is necessary. Some 

participants such as (Sandu et al., 2024) take 

supervised approach, and we will reference their 

approaches. 

This paper lacks a clear evaluation of why 

sentence-level surpasses other levels (e.g., word or 

paragraph) for highlight extraction. In the case of 

long sentences, there is a possibility that 

unnecessary parts are highlighted. 

The methodology heavily depends on manual 

design, lacking automation by generative LLMs. 

While achieving excellent results in highlight 

extraction, the manual processes hinder scalability 

and efficiency. Exploring directions to replicate 

these promising results using generative LLMs is 

essential, emphasizing the need for automation. 

Many participating research teams in this shared 

task such as (Singh et al., 2024) utilized generative 

LLMs with prompt engineering, and we will 

reference their approaches. 
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Appendix A. List of suicide risk phrases. 

1. attempt suicide, attempted suicide, attempting 

suicide, attempts of suicide, suicide attempt, 

suicide attempts 

2. commit suicide, committed suicide, 

committing suicide 

3. consider suicide, considered suicide, 

considering suicide 

4. want to die, wanted to die, don’t want to live 

5. end my life 

6. hang myself, hanging myself, myself hanging  

7. kill me, kill myself, killed myself, killing me, 

killing myself 

8. means of suicide, ways of dying 

9. shoot me, shooting me, shoot myself, 

shooting myself 

10. suicide plan, plan suicide 

11. suicide thoughts, think about suicide, 

thinking about suicide, thinking of suicide, 

thought of suicide, thoughts of suicide, 

suicidal thoughts, suicide thoughts 

 

Appendix B. Prefix and phrases for 

generating summary 

Prefix Phrases 

This person feels 

pain, anxious, sad, angry, 

agitated, trapped, 

hopeless, empty, guilt, 

shame, helpless, 

worthless, enraged, alone, 

isolated, failure 

This person is 

dealing with 

issues with 

friend, girlfriend, 

boyfriend, family, brother, 

sister, father, mother 

This person has a 

problem of  

eating, money, drug, 

alcohol 

This person is 

struggling with  
depression, trauma 

This person is 

experiencing 
bullying, abused, raped 
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Abstract

Sensitive content warning: This paper contains sen-
sitive content related to suicide.

Psychological risk factors for suicide have been
extensively studied for decades. However, com-
bining explainable theory with modern data-
driven language modeling approaches is non-
trivial. Here, we propose and evaluate methods
for identifying language patterns indicative of
suicide risk by combining theory-driven suici-
dal archetypes with language model-based and
relative entropy-based approaches. Archetypes
are based on prototypical statements that evince
risk of suicidality while relative entropy con-
siders the difference between how probable the
risk-familiar and risk-unfamiliar models find
user language. Each approach performed well
individually; combining the two strikingly im-
proved performance, yielding our combined
system submission with a BERTScore Recall
of 0.906. Further, we find diagnostic language
is distributed unevenly in posts, with titles
containing substantial risk evidence. We con-
clude that a union between theory- and data-
driven methods is beneficial, outperforming
more modern prompt-based methods.

1 Introduction

With the advent of large language models (LLMs)
(Brown et al., 2020), studies exploring their poten-
tial for estimating suicide risk from social media
data have proliferated (Coppersmith et al., 2018;
Matero et al., 2019; Nock et al., 2019; Copper-
smith, 2022). Such studies, however, chiefly em-
phasize predictive accuracy over explainability and
interpretability (Schafer et al., 2021), limiting both
their clinical applicability and their utility in test-
ing theories of suicide. Our team, SWELL, takes
a psychological theory-informed approach to pro-
duce evidential explanations and summaries for the
assigned suicide risk score of Reddit users.

Input: 
“Things 
would be 
better if I 
was not 
here”

No 
Risk

GPT2

High
Risk

GPT2

“Things would 
be better if I 
was not here”

“Things would 
be better if I 
was not here”

Relative 
Entropy-

Figure 1: Relative entropy method. Two Distil-
GPT2 models were independently pretrained domain-
adaptively (Gururangan et al., 2020) on posts from users
having no suicide risk (No Risk GPT2) and users having
high suicide risk (High Risk GPT2). The difference in
the token entropy between the models is used as a mea-
sure of “surprisal” to extract the evidential highlights of
at-risk suicide users. Highlighted spans indicate entropy
values, with darker colors indicating higher entropy.

Despite substantial effort dedicated to extracting
explanatory rationale for LLM answers for math,
physics, and even theory of mind (Cobbe et al.,
2021; Zheng et al., 2023; Saha et al., 2023), there
has been limited work in building similar explana-
tory pipelines for mental health diagnostics. The
CLPsych-2024 shared task asked teams to provide
evidences and summaries for suicide risk from so-
cial media posts (Chim et al., 2024).

Our main contributions include three novel
methods for suicide risk evidence extraction based
on (1) theory-based archetype representations of
suicidality including with Llama2-Chat (Touvron
et al., 2023), (2) an LLM-based relative entropy
method, and (3) a hybrid combination of entropy
with archetypes. Additionally, we provide (4) a
method for prompt-based explanation summaries,
and (5) associations of theory-based archetypes
with trained expert annotations. Further, we release
the code associated with our submissions.1

1https://github.com/humanlab/clp24-arch-entropy
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2 Background

Conceptualizing Suicide Risk. One of the most
prominent theoretical conceptualizations of suicide
is Joiners’ Interpersonal Theory of Suicide (IPTS)
(Van Orden et al., 2010) which is comprised of 3
factors that jointly characterize suicide risk: 1) Ac-
quired Capability, a person’s increased tolerance
for physical pain and fear of death, which can de-
velop over time through suicidal ideation and re-
peated exposure to painful or fear-inducing expe-
riences (Smith et al., 2010); 2) Perceived Burden-
someness, an individual’s belief that their existence
or presence is a burden on others (Joiner et al.,
2002); 3) Thwarted Belongingness, the perception
or experience of not belonging to, or feeling dis-
connected from, meaningful social relationships
despite efforts to form connections (Silva et al.,
2015). Prior work suggests that suicide becomes
possible when an individual experiences high levels
of all 3 constructs (Joiner, 2007).

Explainable Approaches for Suicide Risk Pre-
diction. The evolution of language modeling tech-
niques has led to improvements in risk predic-
tion tasks (Sawhney et al., 2022; Xu et al., 2023;
V Ganesan et al., 2021; Juhng et al., 2023; V Gane-
san et al., 2022), yet very little has been focused
on adapting these models to be more reliable or
practical for real-world applications. Heckler et al.
(2022) identified interpretability and explainabil-
ity as one of the primary challenges in supporting
specialists with understanding model inferences.
A number of NLP tasks such as natural language
inference (Camburu et al., 2018), hate speech detec-
tion (Mathew et al., 2021), discourse relation pre-
diction (Son et al., 2022) and commonsense reason-
ing (Aggarwal et al., 2021) have made long strides
in building explainable models. In the vein of im-
proving the explainability of LLMs and addressing
the particular need for suicide-risk assessment mod-
els, this year’s CLPsych shared task investigates
evidence extraction and summarization for suicide
risk from social media posts, evaluating against
highlights and summaries written by experts.

3 Data & Tasks

Dataset. The CLPsych-2024 shared task uses the
UMD Suicidality v2 dataset (Shing et al., 2018;
Zirikly et al., 2019), which contains history of posts
from all subreddits for a set of users who posted
on r/SuicideWatch (SW), a support forum for

1.0‡ 0.24 0.13 0.12 0.16 0.14 0.13 0.19 0.11

0.24‡ 1.0 0.35 0.40 0.28 0.33 0.53 0.40 0.35

0.13 0.35 1.0 0.70 0.71 0.57 0.58 0.40 0.37

0.12 0.40 0.70 1.0 0.76 0.68 0.58 0.37 0.34

0.16† 0.28 0.71 0.76 1.0 0.66 0.59 0.35 0.37

0.14† 0.33 0.57 0.68 0.66 1.0 0.57 0.39 0.39

0.13 0.53 0.58 0.58 0.59 0.57 1.0 0.35 0.34

0.19‡ 0.40 0.40 0.37 0.35 0.39 0.35 1.0 0.64

0.11 0.35 0.37 0.34 0.37 0.39 0.34 0.64 1.0
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Figure 2: A descriptive Spearman correlation matrix
between expert-labeled risk level from UMD Suicidal-
ity Dataset and maximum user-level archetype scores.
Archetypes include Perceived Burdensomness (PB),
Thwarted Belongingness (TB), and Acquired Capability
(AC) with subtypes Ideation/Simulation (I/S), Experi-
ences of Endurance (EoE), Desensitization to Harm
(DtH), High Tolerance for Physical Pain (HTPP), En-
gagement in Risky Behaviors (ERB), and Familiarity
with Self-Harm Methods (FSHM). Statistically signif-
icant correlations between the archetypes and risk lev-
els are marked in the first column (p < 0.05† and
p < 0.005‡). Archetypes correlated with each other
in theory-consistent ways and, additionally, were mean-
ingfully related to expert evaluations.

people struggling with suicidal thoughts. For each
SW poster, the dataset includes a suicide risk label
and a list of posts from the user. Expert annotators
further assessed the posts to highlight text spans
that provide evidence supporting the risk label, and
wrote cohesive summaries of all evidence selected
for each user.

The SW posts came from 195 users whom ex-
perts labeled as having no risk, and 671 users
whom experts labeled into 3 suicide risk categories
(any risk): low, moderate, and high risk. There
were 1,241 posts on SW and 59,933 posts on non-
SuicideWatch (NSW) subreddits. 125 users from
the expert-annotated set (162 SW posts; 19,894
NSW posts) were held out as the test set. From
the 195 control (no risk) users, the dataset also
included 19,631 NSW and 195 SW posts.

Shared Tasks. The first task was to automatically
extract highlights from the SW posts that explain
the assigned suicide risk level of the user. The
second task was to generate cohesive summaries
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that aggregate the evidence supporting the users’
assigned suicide risk levels. These summaries were
evaluated by their consistency with human expert
summaries based on the same users’ SW posts.

4 Methods

4.1 Evidence Extraction

We designed three general approaches described
below, and experimented with variants and com-
positions of each. Except for the prompt-based
approach, we extract highlights at the sentence
level, preprocessed with the NLTK sentence to-
kenizer (Bird and Loper, 2004).

4.1.1 Suicidality Archetypes.
Several extant theories of suicide have been pro-
posed that explain various psychological states and
trajectories of suicide. For the purposes of this
paper, we focused specifically on constructs from
Joiner’s IPTS (Joiner, 2007). Psychologists on our
team formalized prototypical statements reflecting
patterns of cognition relevant to suicide risk (e.g.,
“I’ve intentionally exposed myself to pain to build
up my resistance”). Prototype sentences were em-
bedded using RoBERTa-large (Liu et al., 2019);
all embeddings were then averaged, separately by
factor, to create a representative archetype of each
construct (see Table A3). As an example, for the
Ideation/Simulation archetype, the average embed-
ding of the three statements forms the representa-
tion of the archetype.

Inspired by Garten et al. (2018), we calculate
the cosine similarity between the sentence embed-
dings of a post and each archetype. We compute
Spearman’s correlation between the expert risk as-
sessments and archetypes of Joiner’s IPTS, with
the users’ maximum scores for each archetype to
reflect the maximum risk evidence. The correlation
matrix is shown in Figure 2. We find statistically
significant correlations between expert-labeled risk
levels and Perceived Burdensomeness, AC: En-
gagement in Risky Behaviors, AC: High Tolerance
for Physical Pain, and AC: Ideation/Simulation, the
latter having the strongest, most significant rela-
tionship with r = 0.238 and p < 0.001.

For our archetypes-only method (“Archetypes”
in Table 1), Principal Component Analysis
(PCA) (Tipping and Bishop, 1999) was applied
to all 8 archetype similarity scores, reducing them
from 8 to 2 dimensions. After z-scoring the sum
of component scores, we highlighted spans that

were either in the top-ranking 25% of each post or
≥ 1.5 standard deviations from the mean sum of
components.

4.1.2 Relative Entropy.
This method is based on Lahnala et al. (2021)’s ap-
proach for studying the language of mental health
professionals and peer supporters in online support
forums. The entropy (used to calculate perplex-
ity) for a token in an LM is a signal of “surprisal”
of that token given the context and domain (Juraf-
sky and Martin, 2023, Ch. 3). Figure 1 depicts
this method adapted for this work, in which, the
token “here” would be particularly unexpected in
this context from a no-risk user.

Domain adaptation (Gururangan et al., 2020) of
LLMs on low-risk or no-risk data leads to higher
entropy for tokens signaling high-risk in the high-
risk data. However, as out-of-domain expressions
can also have high entropy, we calibrate the entropy
by domain-adaptive pre-training of two LLMs; one
with lower-risk data and one with higher-risk data.
We hypothesize that higher differences from sub-
tracting token entropies of higher-risk models from
lower-risk models are signals of risk-associated
language.

To calculate the relative entropy, we subtract the
entropy of the token-level predictions of one model
from the other. For a model, H, trained on high-
risk data, we can subtract the entropy this model
assigns to high-risk data from the entropy assigned
by a model, L, trained on low-risk data. To obtain
the entropy difference for a sequence of tokens, S,
in a given sentence, we calculate the maximum2 of
token entropy differences within the sentence:

EL,H = max
s∈S

{log(pL(s))− log(pH(s))} (1)

We applied domain-adaptive pretraining to Dis-
tilGPT2 (Sanh et al., 2019) for each of the risk cate-
gories: none (a), low (b), moderate (c), high (d) and
any (b,c,d), and calculate the entropy differences
between sentences for each language model pair. In
our system, four pairs of models were considered:
no-low, no-moderate, no-high and no-any. We ap-
plied PCA to reduce the dimensionality of these
four elements to a single relative entropy score and
qualitatively examined the scores to determine a
threshold for selecting sentences as spans, resulting
in the top 30% of sentences.

2We conducted a qualitative analysis and found that the
maximum performed better than the mean or median.
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Highlighted Evidence Summarized Evidence
Recall ↑ Precision ↑ W.Recall ↑ H.Mean ↑ Mean Consist. ↑ Max Contra. ↓

Random (25%) 0.887 0.894 0.790 0.891 0.969 0.094

Archetypes (25%) 0.897 0.914 0.816 0.905 0.973 0.080
ArchPrompts-Llama2c 0.884 0.914 0.741 0.910 0.972 0.082
Entropy-DistilGPT2 (30%) 0.901 0.884 0.621 0.892 0.967 0.094
Entropy-DGPT2 x Archs (30%) 0.906 0.897 0.648 0.901 0.970 0.092

Table 1: Scores based on shared task’s annotations. The first row indicates a baseline which is a random selection
of 25% of sentences from each post. Our submissions to the shared task were Archetypes, ArchPrompts-Llama2c
(LLama2-chat 13b prompted to extract sentences evidential of the 3 major archetypes), and Entropy-DistilGPT2 x
Archs (combining our Entropy based approach with Archetype scores). The scores on the right compare the gold
evidence summaries with the evidence summaries generated by Llama2c with highlighted evidence spans from each
method as the inputs.

We also applied similar techniques to another
LM, HaRT (Human-aware Recurrent Transformer)
(Soni et al., 2022) which is a user-level LM that
models message-level context along with author-
specific context, helping capture the surprisal of
language specific to the author. The dataset for
domain-adaptive pretraining included a limited
number of historical posts from other subreddits
for each user in the SW test set. We encode users’
NSW and SW posts in a chronological order by
concatenating them with a separator token. Two
models were trained for none and any risk levels,
and we followed the same entropy calculations. In
§5, we discuss a comparison of this user-level vari-
ant of the entropy method against a combination of
archetypes and entropy (see Table 3).

4.1.3 Prompt-based evidence highlights.
Our submission based on Llama2-Chat used
Joiner’s constructs in a few-shot setting to extract
highlights from the posts. We created instructions
that included a definition of each construct along-
side five prototypical examples of highlights ex-
tracted from the posts for the respective construct.
We then prompted a self-hosted instance of Llama2-
Chat (13B) with these instructions to generate a list
of highlights that correspond with each construct
for each post. The full prompts are in Appendix B.

4.2 Evidence Summarization

For each system detailed in §4.1, we prompt
Llama2-chat (13B) with detailed instructions to
summarize the highlighted evidence of the user
explaining the assigned risk level. The instruc-
tion was framed to incorporate different factors of
language (Emotional State, Cognitive Processes,
Behavior and Motivation, Interpersonal Relation-
ships and Social Support, Mental Health Issues,

and Other Risk Factors) while summarizing the
highlights with the objective of explaining the risk
category. For the prompt and more details about
the method, please see Appendix B. Llama2-Chat
was provided up to 10 highlights in order to avoid
running into problems caused by long context (Liu
et al., 2023) and the highlights were uniformly sam-
pled from all posts for each user.

Rec Prec M/p

Archetypes 0.892 0.899 3.75
ArchPrompt-Llama2c 0.789 0.797 4.39
Entropy-DGPT2 0.867 0.861 5.41
Entropy-DGPT2 x Archs 0.881 0.865 6.40

Table 2: Recall, Precision on the set of internal expert
annotations and mean spans extracted per post (M/p).
The M/p for the internal expert annotation was 6.35.

4.3 Internal Annotations
To support our experimental evaluations, we col-
lected our own set of annotations of evidence from
experts, based on Joiner’s IPTS (§2). We selected
50 posts from 50 unique users that were not part
of the heldout test set for the shared task. These
were annotated by two clinical experts following
the guidelines outlined in the Appendix (Table A6).
We used the annotations to internally validate our
systems and select the best models (see Table 2).

5 Results

We discuss the result of our experiments with the
methods described in §4. We report the results of
our official submissions in Appendix A.3

3We intended our first official submission to be Archetypes-
based and the second to be based on Entropy x Archetypes.
Instead, due to a couple of interesting bugs, we re-did experi-
ments to validate our findings and report them in §5 and Table
1. The initial submissions are described in Appendix A.
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Archetypes capture relevant highlights. Table
1 shows that theory-driven approaches such as
Archetypes (1) outperform random chance; and
(2) interestingly, we observe that small yet strong
encoder language models (RoBERTa-large) gen-
eralize archetypal utterances of suicidal risk with
few examples better than large generative models
(Llama2c). Further, performance on internal expert
annotations in Table 2 validates the generalizability
of Archetypes from internal to shared task annota-
tor pools. Archetypes also have an average of 3.75
highlights per post, which when coupled with the
overall performance, indicates highly informative
spans are selected as evidence.

Entropy combined with Archetypes further im-
proves Recall. We find that entropy-based methods
have a high recall owing to better coverage of high-
lights signaling suicide risk, however, this comes
at a small cost of precision, as seen in Table 1.
Since Archetypes reflect theory-driven signals and
Entropy captures data-driven signals of suicide risk,
we combine Archetypes with Entropy by multiply-
ing the scores and selecting the top-scoring 30%
of sentences. This produced the best recall and im-
proved the precision of the entropy-based method
by a significant margin in the case of shared task an-
notations. In the case of internal expert annotations,
Archetypes fared better, likely due in part to our
internal annotation schema being consistent with
Joiner’s IPTS theory. For summaries and extracted
spans for each system for a paraphrased example,
see Appendix A2.

Recall Precision W.Recall

Post-structure experiments
Random 25% 0.887 0.894 0.790
Title only 0.862 0.894 0.840
25% body 0.884 0.892 0.699
Title + 25% body 0.883 0.893 0.788

Entropy-variant experiments (top 40%)
DGPT2 x Archs 0.915 0.892 0.542
HaRT 0.912 0.887 0.525

Table 3: Recall, precision, and weighted recall for the
post-structure experiments and entropy-variant experi-
ments for Task A.

We further compare the performance boost af-
forded by using Entropy-DGPT2 x Archetypes
against better modeling of user-level context us-
ing Entropy-HaRT, selecting top 40% of sentences
from both the methods as the suicide risk evidence.
Table 3 (bottom) shows a comparison of the two
entropy-variant experiments, and we find that the

combination of Entropy-DGPT2 x Archetypes is
better across all three performance metrics.

Title of a post is highly informative. In Table
3 (top), we explore the post structure of Suicide-
Watch posts to understand the effects of the title
and body. We experiment with three conditions;
using only the title, the first 25% of the body and
the title and 25% body together. Our results from
using the title and the first 25% of the posts show
that they outperform a random sampling of 25%
of posts. Interestingly, when using only the title,
we get the highest weighted recall across all meth-
ods, supporting that titles are highly informative
(Matero et al., 2019) and potentially pointing to
signals of suicide being presented upfront in SW
posts on platforms with a similar post structure.

Llama2-Chat is consistent with Summarization.
Summaries generated by Llama2-chat (13B) had
high consistency and low contradiction scores
across all submissions. This may have resulted
from (1) the model’s ability to precisely identify the
suicide risk from appropriate psychological dimen-
sions inferred from the span(s), and (2) a prompt
carefully crafted to consider the important psycho-
logical dimensions to provide the summary.

While these summarized explanations are more
convincing for high-risk users, we also find that
the model is extremely sensitive to the inputs. For
example, posts with very few spans from low-risk
users were still surmised to exhibit a “heightened
risk of suicide.”

6 Conclusion

We combined theory-driven archetypes with data-
driven language models to extract evidence from
users’ social media posts that support the assigned
suicide risk levels. We found that scores derived for
Joiner’s constructs show a significant correlation
with assigned suicide risk. Combining the rela-
tive entropy scores with Joiner construct scores
improves upon relative entropy alone, which is
demonstrated in the experimental results on both
the shared task test set as well as our set of internal
annotations. These rigorous data-driven methods
grounded in theory also outperformed extensive
prompting of instruction-following LLMs. Still,
archetypes alone yield the highest precision in both
evaluations. This demonstrates the importance of
theoretically derived constructs in language model-
ing approaches to build explainable approaches for
mental health diagnosis.
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Limitations

While often not characterized within the context of
IPTS, research has identified numerous other, more
specific factors and pathways to suicidality, such
as an omnibus need for “escape” from aversive
self-awareness (Baumeister, 1990) and substance
dependence (Pompili et al., 2012). A comprehen-
sive review of suicide risk factors is beyond the
scope of this paper, however, several such risk fac-
tors played a role in our approach to understanding
and capturing suicide risk. We limited our methods
to the most prominent factors as described in §2.

For the scope of our work, we limited our study
of prompt-based methods for both evidential high-
lighting as well as evidence summarization to a
single modern large language model – Llama2-
chat. While modern LLMs lack social (Choi et al.,
2023; Ziems et al., 2023; Varadarajan et al., 2023;
Lahnala et al., 2022) and personal understand-
ing (Havaldar et al., 2023; V Ganesan et al., 2023)
from language, experiments using the same prompt-
ing structure with other socially and human aware
LMs (Dey et al., 2024) could potentially produce
results that outperform the methods described in
this paper.

The studied data is limited to the English-
speaking Reddit and may contain other data-
specific biases (Chancellor et al., 2019) such as
sampling bias towards certain groups. Further-
more, the subjectivity of interpretation of suicidal-
ity across individuals (Keilp et al., 2012) and the
possibility for annotator biases (Hovy and Spruit,
2016) could implicate limitations in model training
and evaluation approaches.

Ethics Statement

While the essence of our work is to aid in the de-
tection of at-risk users, it is imperative that any
interventions be well-thought, failing which may
lead to counter-productive outcomes, such as users
moving to fringe platforms, which would make it
harder to provide assistance (Kumar et al., 2015).
Care should be taken so as not to create stigma, and
interventions must be carefully planned by consult-
ing relevant stakeholders such as clinicians, design-
ers, and researchers (Chancellor et al., 2016), to
maintain social media as a safe space for individu-
als looking to express themselves (Chancellor et al.,
2019).

We do not seek to make any diagnostic claims
with our work; rather, we aim to help prioritize in-

dividuals in need of immediate help. Our approach
should hence not act as a standalone method in risk
assessment (De Choudhury et al., 2016). It is crit-
ical to avoid misuse of algorithmic inferences by
bad actors (Chancellor et al., 2019), as in the case
of Samaritan’s radar (Hsin et al., 2016), by only
selectively sharing the evaluations made by our
study (De Choudhury et al., 2016). It is also vital
to incorporate accessible interpretations (Chancel-
lor et al., 2019). While we highlight the role of
NLP as part of forming a human-in-the-loop frame-
work, it is further essential that clinicians are not
overburdened (Chancellor et al., 2019).

Issues with summarization methods also sug-
gest that today’s open-source LLMs are still not at
the stage to run post-hoc explanations for suicide
risk associated with the text. These models need
to be fine-tuned and could be guardrailed using
RLHF (Ouyang et al., 2022).
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Appendices

A Official Submissions to CLPsych 2024
Shared Task.

The results of our official submissions to both
Shared Task A and B are shown in Table A1.

A.1 Task A: Evidence Extraction.

A.1.1 SWELL-1: First 25% Title + Body
For our first submission, we picked the first 25%
of sentences from the concatenated title and body
for each post as evidence of the assigned suicide
risk level. As discussed in §5, the title of a post
is highly informative, and with its inclusion, this
system scored the highest weighted recall (0.808)
among all the official submissions for Task A.

A.1.2 SWELL-2: Top 40% Archetypes +
Entropy

In this approach, each sentence from the posts
was scored by taking the product of the maximum
archetype score and the relative entropy score (as
described in §4.1). Spans were selected by using
the top-scoring 40% of sentences. For the offi-
cial submission, the training data was comprised
of mostly crowd-annotated posts, while the valida-
tion set was comprised entirely of expert-annotated
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Highlighted Evidence Summarized Evidence
Recall ↑ Precision ↑ W.Recall ↑ H.Mean ↑ Mean Consist. ↑ Max Contra. ↓

1. First 25% 0.881 0.895 0.808 0.888 0.972 0.080
2. 40% Entropy-DGPT2 x Archs 0.915 0.892 0.542 0.903 0.973 0.081
3. ArchPrompts-Llama2c 0.884 0.914 0.741 0.910 0.972 0.082

Table A1: Official Submissions: Recall, precision and weighted recall for our official submissions to CLPsych
Shared Task 2024 Task A. The recall of entropy-based systems is much higher than Table 1 due to picking top 40%
of the sentences rather than top 30%, which is reflected in the decreased weighted recall.

posts. This likely contributed to our model over-
fitting on the crowd-annotated domain. We mixed
the distribution of crowd and expert-annotated data
across the train and validation sets in our experi-
ments after the official submission, which are the
results we present in the main paper (with top 30%).
Since the Shared Task emphasizes the importance
of recall, our official submission included the top
40% highest-scoring sentences. While this method
succeeds in improving recall, the weighted recall
is much lower than SWELL-1’s. This shows that
the evidence selected by SWELL-2 captures most
expert-annotated evidence of suicide risk but also
many potentially irrelevant sentences. We find
from other experiments in §5 that when we se-
lect top 30% instead of 40%, the recall is reduced
too, indicating that a 40% cutoff yields some of
the most evidential highlights, albeit with a higher
false positive rate.

A.1.3 SWELL-3: ArchPrompts-LLaMA2c

The third submission included the highlights ex-
tracted using prompting, as explained in §4.1.3 and
is same as the one reported in Table 1. The prompts
were based on Joiner’s IPTS theory as well (§4.1.3),
instructing the model to find highlights relevant to
each archetype. The exact instruction can be found
in Table A4. This theory-based method yields pre-
cise spans that evince suicide risk much better than
SWELL-1 and SWELL-2, while not trading off
performance on weighted recall.

A.2 Task B: Evidence Summarization

The highlights from the Task A for SWELL-1,
SWELL-2 and SWELL-3 were further prompted
to be summarized, as explained in §4.2. The ex-
act instruction can be found in Table A5. All the
three methods yielded similar results, generating
summaries highly consistent with the expert sum-
maries.

B Prompts for Evidence Extraction and
Summarizing

The instruction prompts we developed are shown
in Table A4 for the evidence extraction task (Task
A) and Table A5 for the summarization task (Task
B).
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C Paraphrased examples

The following are sample summaries generated
based on the example post and highlighted evi-
dence selected by each system shown in Table A2.

C.1 SWELL-1 (First 25% Title + Body)

Generated summary: “There is a high risk of
suicide for this individual. The first excerpt re-
veals that they spent two hours trying to "man
up" and hang themselves, and even wrote a
note to their family. This suggests a high level
of emotional distress and a possible loss of
hope. The second excerpt highlights the indi-
vidual’s sobering reality of nearly killing them-
selves today, which further substantiates their
emotional state. Additionally, the use of the
phrase "man up" implies a sense of shame or
stigma associated with their emotions, which
may hinder their ability to seek help. The indi-
vidual’s cognitive processes may be impaired
due to emotional distress, as evidenced by the
length of time they spend attempting to take
their own life. Their behavior and motivation
have also changed, as they have lost interest
in activities they once enjoyed. The lack of
social support and mental health issues, such
as depression or anxiety, may also contribute
to their suicide risk. Overall, the text excerpts
suggest a high risk of suicide for this individ-
ual.”

C.2 SWELL-2 (Archetypes + Entropy)

Generated summary: “There is a high risk
of suicide for this individual. They have ex-
pressed a desire to end their life, with a history
of suicidal thoughts and a lack of motivation to
engage in activities they once enjoyed. Their
emotional state is characterized by sadness,
hopelessness, and a sense of emptiness. They
have also reported poor grades, social isola-
tion, and a lack of close relationships, which
can further exacerbate their risk of suicide.
Additionally, their cognitive processes are im-
paired, as evidenced by their negative thought
patterns and decision-making abilities. Over-
all, this individual is at a high risk of suicide
and should be given immediate attention and
support.”

C.3 SWELL-3 (ArchPrompts-LLaMA2c)

Generated summary: “There is a high risk
of suicide for this individual. They express
feelings of emotional distress, hopelessness,
and a lack of motivation to engage in activi-
ties they once enjoyed. They have a negative
self-image, feeling like they have "piss poor
grades" and are not amounting to anything.
They have also considered suicide, spending
two hours trying to "man up" and hang them-
selves. Additionally, they have no real friends
and have never been close to a girl, which can
further exacerbate their feelings of isolation
and low self-esteem. These factors, combined
with their mental health issues and lack of
social support, contribute to a high risk of sui-
cide.”

288



SWELL1: First 25% Title + Body
I almost killed myself today. I wrote a note for my family and tried to man up and hang myself. I couldn’t do it. For the past
year my life has felt strange and just hasn’t been worth living. Some days I’m great, and others I’m thinking about how to
kill myself. My life just feels...empty. My grades suck, don’t have any friends, never had a girlfriend. My life is meaningless,
so what’s even the point?

SWELL2: Entropy-DGPT2 x Archetype (Top 40%)
I almost killed myself today.score=1.18 I wrote a note for my family and tried to man up and hang myself.score=0.76 I couldn’t
do it.score=0.49 For the past year my life has felt strange and just hasn’t been worth living.score=0.69 Some days I’m great,
and others I’m thinking about how to kill myself.score=1.28 My life just feels...empty.score=1.50 My grades suck, don’t have
any friends, never had a girlfriend.score=1.56 My life is meaningless, so what’s even the point?score=1.42

SWELL3: Prompt-LLaMA2c
I almost killed myself today. I wrote a note for my family and tried to man up and hang myself. . I couldn’t do it. For the
past year my life has felt strange and just hasn’t been worth living. Some days I’m great, and others I’m thinking about
how to kill myself. My life just feels...empty. My grades suck, don’t have any friends, never had a girlfriend. My life is
meaningless, so what’s even the point?

Table A2: A paraphrased example showing the highlighted evidence from each system.

Construct Prototype Sentence Relevant Work

Acquired Capability:
Ideation/Simulation

I think about putting a rope around my neck.

Smith et al. (2010)

I want to put a gun in my mouth and pull the trigger.
I plan on taking a bunch of pills and just fall asleep forever.

Acquired Capability:
Experiences of
Endurance

I’ve been through so much pain in my life that I feel like nothing can
hurt me anymore.
Overcoming those challenges made me realize I can endure a lot more
than I thought.
I’ve become numb to the pain and it takes a lot to bother me now.

Acquired Capability:
Desensitization to Harm

I’ve seen and experienced so much violence that it doesn’t faze me
anymore.
I can handle situations that used to terrify me, it’s like I’m immune to
the fear.
I’ve become desensitized to the pain.

Acquired Capability:
High Tolerance for
Physical Pain

I can tolerate physical pain much better now; it’s almost like I’ve
trained myself.
I’ve intentionally exposed myself to pain to build up my resistance.
I’ve been through so many injuries that pain doesn’t bother me as
much.

Acquired Capability:
Engagement in Risky
Behaviors

I’ve taken risks that others wouldn’t even consider; it’s like I’m not
afraid of consequences anymore.
Engaging in extreme activities has made me less afraid of potential
harm.
I’ve deliberately put myself in dangerous situations, and it doesn’t
scare me like it used to.

Acquired Capability:
Familiarity with
Self-Harm Methods

I’ve researched and learned about different ways to harm myself.
Knowing about self-harm methods doesn’t bother me.
I’m not disturbed by the idea of self-harm anymore.

Perceived
Burdensomeness

Everyone would be better off without me.

Joiner et al. (2002)The world would be a better place without me.
I add nothing to the world.
Things would be better if I was not here.

Thwarted Belongingness
I am alone.

Silva et al. (2015)I don’t fit in anywhere.
Everyone hates me.

Table A3: The suicide-related constructs were composed into “archetypes” for the Shared Task. The primary
archetypes of interest reflected Joiner’s Interpersonal Theory of Suicide (acquired capability, perceived burden-
someness, and thwarted belongingness). Multiple rounds of evaluation and refinement were performed to ensure
coherence and consistency with hypothesized aspects of suicidality.
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Constructs Instruction Prompt
Acquired Capability Instruction: The Acquired Capability refers to a person’s increased tolerance for physical

pain and fear of death, which develops over time through repeated exposure to painful or fear-
inducing experiences. People who experience high levels of Acquired Capability may have
exposure to self-harm, previous suicide attempts, or experiences in environments where pain
and death are commonplace.Read the user written input text provided below and highlight
the text spans for Acquired Capability, if present. If it is not present, print ’Not Present’.
Input: Running on empty I’ve gotten to the point in my life where I don’t know what makes
me happy anymore. I’ve been in this long term relationship, I’ve met new people, work is
not bad. I have good things but they don’t make happy anymore. This all happened a couple
months back and its gotten worse and worse. I ended up cutting myself again. Lying to
people and telling them I’m seeing help when I’m not. I’ve gotten to the point where I’ll
cut just because my life has nothing better to keep me busy. So I hurt myself. I feel empty
except for the anxiety that one day, I will end it. I’ve traveled to try and spark new adventures
and memories. Nothing has been able to remove this feeling in my stomach. This feeling of
having nothing. If my life has no meaning. Of I can’t give it meaning. It should end soon.
Text Spans:
Acquired Capability: ’I ended up cutting myself again’, ’I’ve gotten to the point where I’ll
cut just because my life has nothing better to keep me busy’, ’So I hurt myself’, ’I feel empty
except for the anxiety that one day, I will end it’, ’If my life has no meaning. Of I can’t give
it meaning. It should end soon’

Perceived Burdensomeness Instruction: Perceived Burdensomeness specifically refers to an individual’s belief that their
existence or presence is a burden on others. People who experience high levels of perceived
burdensomeness believe that their family, friends, or society in general would be better off
without them.Read the user written input text provided below and highlight the text spans for
Perceived Burdensomeness, if present. If it is not present, print ’Not Present’.
Input: Is life really worth living? Im not suicidal like at all... But i do question if life is even
worth living. I know people die of cancer and this is extremely rude of me to say since i have
a good crack at a happy life. But sorry not to sound depressing but i dont see how anyone
can be happy in such a selfish world. This world just flat out sucks. So why am i here? Why
are you here? Shouldn’t there be a goal in the end? Besides getting married and having kids
and being happy with a normal life?
Text Spans:
Perceived Burdensomeness: ’So why am i here? Why are you here? Shouldn’t there be a
goal in the end?’

Thwarted Belongingness Instruction: Thwarted Belongingness refers to the perception or experience of not belonging
or feeling disconnected from meaningful social relationships despite their efforts to form
connections. People who experience thwarted belongingness feel isolated or excluded from
social groups.Read the user written input text provided below and highlight the text spans for
Thwarted Belongingness, if present. If it is not present, print ’Not Present’.
Input: Running on empty I’ve gotten to the point in my life where I don’t know what makes
me happy anymore. I’ve been in this long term relationship, I’ve met new people, work is
not bad. I have good things but they don’t make happy anymore. This all happened a couple
months back and its gotten worse and worse. I ended up cutting myself again. Lying to
people and telling them I’m seeing help when I’m not. I’ve gotten to the point where I’ll
cut just because my life has nothing better to keep me busy. So I hurt myself. I feel empty
except for the anxiety that one day, I will end it. I’ve traveled to try and spark new adventures
and memories. Nothing has been able to remove this feeling in my stomach. This feeling of
having nothing. If my life has no meaning. Of I can’t give it meaning. It should end soon.
Text Spans:
Thwarted Belongingness: ’Lying to people and telling them I’m seeing help when I’m not’

Table A4: Prompt for Evidence Extraction
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Task Instruction Prompt
Summarization Instruction: You are required to analyze and summarize text excerpts from an individual,

who has been assigned a Moderate risk of suicide. In your summary, compile all the evidence
that substantiates this level of risk. While preparing your summary, take into account the
following aspects that can be deduced from their text:
1. Emotional State: Look for signs of emotional distress, sadness, or hopelessness.
2. Cognitive Processes: Pay attention to their thought patterns, decision-making abilities, and
problem-solving skills.
3. Behavior and Motivation: Observe any changes in their behavior or lack of motivation to
engage in activities they once enjoyed.
4. Interpersonal Relationships and Social Support: Assess the quality of their relationships
and the level of social support they receive.
5. Mental Health Issues: Identify any signs of mental health disorders or issues, such as
depression or anxiety.
6. Other Risk Factors: Consider any other potential risk factors that may contribute to their
suicide risk.
Your task is to provide a comprehensive summary that encapsulates all these factors, based
on the evidence found in the individual’s text. Write your summary in a single paragraph
without numbering.
Spans:
1. It would be so easy, and relieve me of this pain forever.You don’t know what it’s like going
through life despising yourself, and everything you are.Everything in this world is against
me even thought it isn’t.I’m going to end it.Edit: In case anyone was wondering, I didn’t go
through with it.
2. I’m too apathetic to even kill myself anymore, I just don’t know what to do at all.
3. I don’t want to live anymore.
4. It would be so easy, and simple, and I could end all of this pain.
5. No one cares about me.
Summary: Based on the text excerpts provided, the individual is at a Moderate risk of
suicide. They express a strong desire to end their life, stating that it would be ""easy"" and
""relieve [them] of this pain forever"" (1). They also mention feeling ""despis[ed]"" and
that ""everything in this world is against [them]"" (1), indicating a sense of hopelessness
and isolation. Additionally, they mention being ""apathetic"" and not knowing what to do
(2), which suggests a lack of motivation and problem-solving skills. The individual also
expresses a belief that no one cares about them (5), further contributing to their feelings of
isolation and despair. These factors, combined with the individual’s explicit statements about
wanting to end their life, substantiate a Moderate risk of suicide.</s>"

Table A5: Prompt for Summarization of selected spans

Joiner’s Constructs Definition Facets/Symptoms
Thwarted belongingness Thwarted belongingness refers to the perception or experience

of not belonging or feeling disconnected from meaningful
social relationships despite their efforts to form connections.
People who experience thwarted belongingness feel isolated
or excluded from social groups.

Loss of Social Support
Isolation/Loneliness
Perceived/Actual Rejection

Perceived burdensomeness Perceived burdensomeness specifically refers to an individ-
ual’s belief that their existence or presence is a burden on
others. People who experience high levels of perceived bur-
densomeness believe that their family, friends, or society in
general would be better off without them.

Belief in Being a Burden
Failure to Contribute
Perceived Lack of Worth

Acquired Capability The Acquired Capability refers to a person’s increased toler-
ance for physical pain and fear of death, which develops over
time through repeated exposure to painful or fear-inducing
experiences. People who experience high levels of Acquired
Capability may have exposure to self-harm, previous suicide
attempts, or experiences in environments where pain and death
are commonplace.

Simulation
Experiences of Endurance
Desensitization to Harm
High Tolerance for Physical
Pain
Engagement in Risky Behav-
iors
Familiarity with Self-Harm
Methods

Protective Factors Protective Factor can be any factor that indicates an improve-
ment in the person’s mental health– for example, an expression
of resilience, gratefulness, seeking therapy etc. It can be some-
thing that hints at the opposite of Joiner’s constructs: good
social support and belonging, feel worthy and grateful for life,
feeling pain and being careful about their own life.

Table A6: Annotation Schema for Internal Experts
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