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Introduction

Welcome to the 13th edition of the Workshop on Cognitive Modeling and Computational Linguistics (CMCL 2024)!

CMCL has traditionally been the workshop of reference for research at the intersection between Computational Linguistics and Cognitive Science. After a blank in 2023, we are thrilled to be back, hosting this event once again after two years.

This year, CMCL has experienced multiple firsts, making it a landmark edition in its history. First, the organization team has transitioned to a younger generation and adopted modern logistics, such as using OpenReview and allowing commitments via ACL Rolling Review, for the first time. Second, this is the first CMCL held in the age of large language models (LLMs), prompting us to focus on fundamental scientific questions (e.g., their alignment with human cognition/perception) regarding artificial intelligence and cognitive science. Third, this is also the first CMCL held in Asia, marking a new geographical milestone for the workshop. Lastly, we received a record number of 55 submissions (37 regular submissions and 18 cross-submissions, including Findings papers), nearly doubling the submission number in the previous edition, providing a testament to the growing interest in this scientific, interdisciplinary field and the need for the dedicated workshop even in the age of somewhat engineeringly-oriented LLMs.

Out of 37 regular submissions, 34 papers are via direct submission (including 1 paper withdrawn before reviewing), and 3 papers are through the ARR commitment. We accepted 23 papers, resulting in an acceptance rate of 23/36=63.9%, slightly higher than in previous years. Additionally, 12 non-archival, cross-submissions were accepted and will be presented during the poster sessions. We are excited to have a diverse set of topics, including but not limited to, sentence processing, language acquisition, and new investigations powered by modern (multimodal) LLMs, covered in this year’s program.

We extend our deepest gratitude to the Program Committee members; their dedication and expertise are the backbone of CMCL’s success. We also express our sincere thanks to our invited speakers, Dr. Frank Keller, Dr. Aida Nematzadeh, and Dr. Sandro Pezzelle, for their valuable contributions to this year’s program.

Lastly, we are immensely grateful to our sponsor, the Japan Science and Technology Agency. Their generous support allows us to subsidize the participation of our invited speakers.
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