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Abstract

Question Generation (QG), the process of gen-
erating meaningful questions from a given con-
text, has proven to be useful for several tasks
such as question answering or FAQ generation.
While most existing QG techniques generate
simple, fact-based questions, this research aims
to generate questions that can have complex
answers (e.g. "why" questions). We propose a
data augmentation method that uses discourse
relations to create such questions, and experi-
ment on existing English data. Our approach
generates questions based solely on the context
without answer supervision, in order to enhance
question diversity and complexity. We use
an encoder-decoder trained on the augmented
dataset to generate either one question or multi-
ple questions at a time, and show that the latter
improves over the baseline model when doing
a human quality evaluation, without degrading
performance according to standard automated
metrics.

1 Introduction

Question generation is the task of automatically
producing varied questions about a document or
a set of documents. It is used to facilitate match-
ing real users’ questions looking for information
contained in those documents, for instance in the
context of Customer Relationship Management
or producing FAQs (Mass et al., 2020), in dia-
logue systems to improve interaction with users
(Li et al., 2017), to develop interactive learn-
ing for educational purposes (Yao et al., 2022;
Scharpf et al., 2022; CH and Saha, 2023; Eo et al.,
2023) or as auxiliary tasks for e.g. summarization
(Pagnoni et al., 2023). More generically, it can help
question-answering (QA) systems by augmenting
the amount of instances available for training, as in
(Duan et al., 2017) where automatically generated
questions are integrated within a text-based QA
system, or in (Bartolo et al., 2021) where they are
used as adversarial data to improve robustness.

As pointed out in e.g. (Sultan et al., 2020; Eo
et al., 2023), question diversity is crucial, meaning
that a QG system should be able to produce dif-
ferent types of questions, with varied lexical con-
tent and associated explicit and implicit answers.
However, the majority of the current research tech-
niques in QG have primarily focused on factoid
and multiple-choice questions, where the systems
are designed to retrieve factual information or re-
quire short-span answers. Since they rely more
on reasoning, complex questions might help the
user to gain deeper and multiple perspectives on a
topic. This makes them especially useful in learn-
ing environments, complex dialogue systems, and
applications that call for a better understanding of
text.

On the other hand, generating complex questions
is a challenging task, as the system must have a
grasp of underlying semantic relationships between
different parts of the text. This is where discourse
relations can play an important role: discourse,
or rhetorical, relations are the semantic-pragmatic
links between sentences or clauses within a text,
describing e.g. causal, temporal or manner connec-
tions. We assume that including discourse relations
into the generation process could help the system to
produce complicated questions that accurately rep-
resent the depth and complexity of the text while
also being contextually relevant. For instance, rec-
ognizing a "cause-effect" discourse relation can
inspire "why" questions that aim to go deeper into
the reasons behind a certain occurrence or circum-
stance addressed in the text.

In this paper, we present an answer-agnostic QG
system, based on a Transformer-driven model fine-
tuned specifically for question generation. The
emphasis of our QG system is on generating com-
plex questions using discourse relations, with a
particular focus on causality related questions to
enhance contextual understanding. Our approach
relies on data augmentation: the system is fine-
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tuned on reference datasets for QA that are re-
versed to perform the QG task, and augmented
with "why" questions that are automatically built
from discourse annotated data using simple heuris-
tics. By using gold annotated data for discourse,
we ensure the quality of our synthetic data. We use
several datasets, the Stanford Question Answering
Dataset or SQuAD (Rajpurkar et al., 2016) and
Explain Like I’m Five, or ELI5 (Fan et al., 2019)
for training a generator, and the Penn Discourse
Treebank 2.0 (Prasad et al., 2008) for data augmen-
tation. We evaluate the results using both automatic
evaluation metrics comparing generated questions
to existing reference questions about the same para-
graphs, and a human assessment of the quality of
the generated questions, since automated metrics
do not account well for the variety of outputs from
answer-agnostic models.

2 Related work

Question generation aims at producing relevant
questions from documents, that could be a single
text or a collection, or other types of inputs such as
knowledge bases or images. In this paper, we focus
on generating questions from a single document,
using datasets in which each source text (i.e. con-
text) is associated to question-answer pairs. In this
context, many annotated datasets, primilarly built
for QA, have been used for QG with two different
settings: answer-aware systems provide the context
and the targeted answer to generate the question,
while answer-agnostic ones only rely on contexts.

First systems for QG were rule-based: Heilman
and Smith (2010) proposed to apply syntactic mod-
ifications to generate question from declarative sen-
tences, while Dhole and Manning (2020) refined
generating patterns using semantic resources. In-
terestingly, Agarwal et al. (2011) demonstrated the
importance of discourse connections for QG by
designing patterns also relying on discourse con-
nectives, i.e. specific expressions that can trigger
discourse relations (e.g. because, but, as a result...),
and that also constrain the type of the question to be
generated. We also rely on syntactic templates and
discourse information, but we significantly extend
this line of work by using gold discourse annota-
tions and by also including implicit relations.

Current approaches rely on neural architectures,
either RNNs (Duan et al., 2017; Liu, 2020) or
Transformers (Scialom et al., 2019; Lopez et al.,
2020; Grover et al., 2021). As in our work, Scialom

et al. (2019); Lopez et al. (2020) proposed an
answer-agnostic QG system based on a Trans-
former architecture but only evaluated on SQuAD,
where complex questions are almost nonexistent.
Within the same setting, Grover et al. (2021)
demonstrated the ability of a T5-model to gener-
ate relevant and natural questions, but the authors
highlighted the challenge of evaluating generated
questions using SQuAD: while the answer-agnostic
setting encourages diversity, the generated ques-
tions could be far from the reference ones, an issue
we address through human evaluation (see Section
8).

While these studies successfully applied trans-
former models such as T5 to QG, they primarily
focuses on generic, simple questions, leaving com-
plex questions less explored. Beside (Agarwal
et al., 2011), discourse information was also lever-
aged in Stasaski et al. (2021) where rules are used
to extract cause-effect relations in SQuAD: a lan-
guage model then generates questions on both the
cause and effect aspects, and the synthetic ques-
tions are evaluated via a QA task. Contrary to
this work, we use causal relations that are man-
ually annotated to create synthetic data to aug-
ment a generic QG model. In addition, relevant to
our work is the approach introduced in (Lal et al.,
2021): the authors propose simple transformations
based on syntactic templates to create a corpus of
"why" questions. Our heuristics to generate ques-
tions are inspired by this work, but our evaluation is
not done directly on these synthetic, possibly noisy
questions, but on a natural, classic benchmark (e.g.
SQuAD).

Also using data augmentation, Ashok Kumar
et al. (2023) rely on prompting an LLM using
context-answer-question triplets to generate a set
of new questions, using varied decoding strategies
with the aim of increasing diversity. These ques-
tions are then ranked, based on perplexity or on
a separate model, and the best ranked is added to
the training set of a Flan-T5 model fine-tuned on
FairytaleQA (Xu et al., 2022a) to generate ques-
tions given context-answer pairs. The evaluation
demonstrates that the approach allows to generate
questions for which the answer is implicit, i.e. no
directly present as text span but need to be inferred.
Our approach is much simpler, relying on heuris-
tics to generate questions, with a focus on difficult,
complex questions while their approach aims at
producing generic diversity, with no insight on the
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Figure 1: Proposed Pipeline For Complex Question Generation Task.

types of questions generated.

3 Methodology

The pipeline for our question generation task is
illustrated in Figure 1 and consists of the following
elements:

• Two primary datasets, namely SQuAD, and ELI5,
serve as a basis for training a model. Since we
want to create an answer-agnostic model we only
use the context paragraphs and the associated
questions as input (ignoring information about
the answer).

• The primary datasets are augmented using dis-
course annotated data, namely the PDTB2 dataset.
We extract sentences with specific relations anno-
tated (causal relations).

• We apply a manual rule-based approach to derive
why-questions from these extracted sentences, re-
lying on their syntactic structures, and add them to
the primary datasets, with the original sentences
from PDTB2 as context paragraphs.

• The augmented dataset is then used as an input
for fine-tuning an encoder-decoder model from
the T5 family, with two different setups:

– PCSQ (Per Context Single Question), in which
each training instance includes a context para-
graph and a corresponding single question as-
sociated with it. The context and question to-
gether serve as a ’training instance’ for the T5
model during the fine-tuning process. A para-

graph can thus appear several times with differ-
ent questions associated.

– PCMQ (Per Context Multiple Questions), in
which each training instance contains a con-
text and all the questions associated with this
context.

PCMQ makes for a more complex decoding, but
is supposed to encourage question diversity and
avoid redundant generations. This setup is made
possible because the reference answer for each
question is ignored, and so a given paragraph is
associated to several different questions in SQuAD.

Given the scarcity of complex questions in ex-
isting datasets, we aim to expand our training ex-
amples by integrating more "why" based questions.
We thus use the PDTB2 dataset which contains
documents annotated with discourse relations, in-
cluding causality relations. These can be signaled
by discourse markers, such as "because", "as", and
"since", or be implicit, and the annotation consists
of a typical marker that could be inserted.

We take the sentences from the PDTB2 dataset
for both implicit and explicit relations that repre-
sent causal relations and produce questions based
on some predefined rule-based templates. The rules
operate on the syntactic structure of a sentence to
identify the main verb and auxiliary, and transform
it to produce a grammatically correct interrogative
sentence, in a manner similar to how data was pro-
duced in the dataset of (Lal et al., 2021). Table
1 contains some example questions produced by
this procedure. More sample of questions gener-
ated based on discourse relations is displayed in
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Sentence/Arg1 Tense Question Template Generated Question

[jaguar was shocked by mr.
ridley’s decision]ARG1

because [...]ARG2

Past Why{aux}{rest_arg1}? Why was jaguar shocked by mr.
ridley’s decision?

the beebes’ symptoms were
not related to the carpeting

Past Why{aux}{neg} {rest_arg1}? Why were not the beebes’
symptoms related to the carpeting?

frequently, clients express
interest in paintings but do

not end up bidding

Present Why do {rest_arg1}? *Why does frequently, clients
express interest in paintings but do

not end up bidding ?

Table 1: Questions generated based on the question templates. Discourse relations link two spans of text ARG1 and
ARG2 (explicitly with a marker or implicitly). Except for the first example, we only show the first argument of the
causal relation (ARG1) as it is the only part used to create the question. Underlined text in the Sentence/ARG1
column represents verbs, auxiliary verbs, or negation particles extracted from the original sentence. Text in bold in
the Question Template column represents fixed elements used in creating the question templates. The generated
question column showcases the final questions formed using the respective templates, and incorrect question
formations are marked with a star.

Appendix A.

4 Datasets

There are numerous datasets available for ques-
tion generation tasks, including but not lim-
ited to NewsQA (Trischler et al., 2017), MS
MARCO (Nguyen et al., 2016), Natural Ques-
tions (Kwiatkowski et al., 2019), FairytaleQA (Xu
et al., 2022b), SQuAD (Rajpurkar et al., 2016), and
ELI5 (Fan et al., 2019). Initially, these datasets
were designed for question-answering tasks, yet
they are now also broadly used in question gener-
ation research. For the present work we rely on
two datasets, namely SQuAD and ELI5, to perform
question generation from a given text.

SQuAD is chosen for its diverse range of source
paragraphs and questions from Wikipedia, it is com-
monly used as a reliable benchmark for both QA
and QG. The dataset was produced by Stanford Uni-
versity academics and contains a sizable number
of paragraphs that were taken from Wikipedia arti-
cles (Rajpurkar et al., 2016). For our experiment,
we use the training and development datasets from
SQuAD v2.0, which were created by Rajpurkar
et al. (Rajpurkar et al., 2018) in 2018.1 However,
SQuAD focuses mostly on simple factoid ques-
tions, so the ELI5 dataset, consisting of more com-
plex questions, is incorporated.

ELI5 which stands for "Explain Like I’m Five",
is another popular benchmark dataset used for tasks
like QA, QG, and other NLP tasks. It is sourced
from the subreddit r/explainlikeimfive. It provides
long-form answers and is available from the Hug-

1Retrieved from the GitHub page https://rajpurkar.
github.io/SQuAD-explorer/.

ging Face website.2 In the ELI5 dataset, each in-
stance consists of a question and user-provided
answers on reddit. In our context, we consider the
answer as the source paragraph and the questions
as our system’s input.

PDTB2.0: Additionaly, we use the Penn Dis-
course Treebank Version 2.0 (PDTB2) (Prasad
et al., 2008) that provides discourse annotated texts.
The PDTB2 is used here to leverage discourse
marker-based annotations and produce additional
data to augment the training set. Other corpora
exist for discourse annotations, but the PDTB is the
largest annotated dataset for English including an-
notations for discourse relations (e.g. cause, result,
manner), both explicit – that is triggered by a dis-
course connective (e.g. because, as a result, then...)
–, and implicit – no lexical marker. Of particular
interest, the PDTB2 has annotations of causal rela-
tions that we use to create "why" questions. We use
the version provided from the CoNLL 2016 Shared
Task (Xue et al., 2016), with level-2 annotations
(15 different relation types).

5 Experiments

Our experiments aim at evaluating the influence of
the training data composition, the model size, and
the generating procedure as outlined in Section 3.

PCSQ vs PCMQ: We build the training set dif-
ferently for the PCSQ and PCMQ setups: for PCSQ
– i.e. one question per paragraph –, we select para-
graphs and all questions about them to generate one
instance per paragraph-question pair ; for PCMQ,

2https://huggingface.co/datasets/eli5.
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Input: Many locals and tourists frequent the southern California coast for its popular beaches, and the
desert city of Palm Springs is popular for its resort feel and nearby open spaces.
Reference Question: Other than the desert city why do many locals and tourists frequent southern
California?
Baseline: How many locals and tourists frequent the southern California coast?
SQuAD+ELI5: What city has a beach?
+ELI5+PDTB (Exp): Why do many locals and tourists frequent the southern California coast?
+ELI5+PDTB (Exp+Imp): Why do many locals and tourists frequent the southern California coast?

Table 2: Example of generated questions by different models in PCMQ approach for SQuAD test data.

all questions about a paragraph are concatenated in
the same instance.

Training data composition: For the training
data, we use SQuAD data as a baseline, and vary
the training set by adding either (i) ELI5 data only,
or (ii) ELI5 and the generated questions from the
explicit examples of the PDTB, or (iii) ELI5 and
the generated questions from both the implicit and
explicit examples of the PDTB.

For the baseline dataset (SQuAD) we keep ap-
proximately 50k instances for the PCSQ setup, and
compare to similarly-sized datasets, by having 20k
instances from SQuAD and 30k instances from
ELI5. The additional augmentation from the PDTB
is much smaller, with about 1, 600 instances gen-
erated from explicit relations, and 1, 550 from im-
plicit relations.

For the PCMQ setup we cannot hold the number
of instances constant without restraining SQuAD
too much (there are only 19k paragraphs in total),
so we chose to start from a baseline including all
of SQuAD + 30k ELI5 instances (note that there
are much less questions per paragraph in ELI5).
We kept the SQuAD-only setup for comprehensive-
ness, but the PCMQ setup is not entirely fair to this
dataset compared to the others.

While the training and development sets of
SQuAD are publicly available, the test set is not
accessible to the public. So we divided the devel-
opment set evenly, allocating 50% for validation
and the remaining 50% for testing.

Models The experiments are conducted using the
T5-base model, which is available in the Hugging
Face transformers library.3 The code, written in
Python, uses the PyTorch library for fine-tuning the
model. This experiment was conducted in a Google
Colab Pro environment. The T5 base model has

3https://huggingface.co/docs/transformers/
index

220 million parameters. The T5 tokenizer han-
dled data preprocessing, limiting input sequences
to 512 tokens and target sequences to 64 tokens.
The training involves a batch size of 4, a gradient
accumulation size of 32, and 3 epochs, employing
the Adam optimizer with a learning rate of 1e-4.

Decoding and post-processing To ensure diver-
sity and comprehensiveness in questions, we keep
a generation beam of four results for each test para-
graph. In the case of PCSQ this ensures we have
more than one question to match to the several ref-
erences in SQuAD. In the PCMQ approach, the
model independently generates varying lengths of
questions per set, offering a greater variety com-
pared to PCSQ. We need some post-processing
to remove duplicate questions and some not well-
formed ones, lacking a ’?’ mark (incomplete gener-
ations), and this impacts the final count of questions
obtained for each input text. Examples of questions
generated by different models are shown in Table
2. In Table 9 in Appendix C, we provide a more
complete example of a question generated by the
"+ELI5+PDTB (Exp+Imp)" model in the PCMQ
setup.

6 Automated evaluation

We generated questions in both approaches on the
SQuAD left-out paragraphs and evaluated against
the corresponding reference questions using auto-
mated evaluation metrics: BLEU (Bilingual Eval-
uation Understudy) (Papineni et al., 2002), ME-
TEOR (Metric for Evaluation of Translation with
Explicit ORdering) (Lavie and Denkowski, 2009),
and ROUGE-L (Recall-Oriented Understudy for
Gisting Evaluation-longest common subsequences
or LCS) (Lin, 2004). These metrics are widely
adopted in the literature for evaluating question
generation. The evaluation tasks involved the use
of the following library packages: the Natural Lan-
guage Toolkit (NLTK), ROUGE, and METEOR
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Approach Training BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR

PCSQ SQuAD Baseline 37.51 25.25 18.54 13.81 45.57 46.13
+ELI5 36.77 24.41 17.75 12.99 45.07 45.24
+ELI5+P-E 37.10 24.74 18.09 13.40 45.18 45.18
+ELI5+P-(E+I) 37.51 25.11 18.36 13.56 45.53 45.53

PCMQ SQuAD alone 33.48 21.94 15.86 11.60 41.27 40.34
SQuAD+ELI5 33.55 22.14 16.12 11.86 41.52 40.36
+ELI5+P-E 33.78 22.39 16.32 12.03 41.63 40.77
+ELI5+P-(E+I) 33.89 22.45 16.34 12.07 41.63 40.91

Table 3: Comparative performance of PCSQ and PCMQ approaches with different models. The scores are given in
percentages. The highest scores in each metric and approach are highlighted in bold. Here, the baseline model is
trained on the SQuAD dataset only. The results are presented for t5-base models. P-E and I stand for PDTB explicit
and implicit relations respectively. Note that PCMQ/SQuAD alone is here for reference but not comparable to the
other PCMQ setups.

in calculating BLEU (1 to 4), Rouge-L, and ME-
TEOR scores. Note that those measures, relying on
common ngrams or subsquences between reference
and system outputs, are moderately appropriate to
our setup, where we try to generate more diverse
questions than are present in the reference, without
a target answer. We address this problem with a
human evaluation in Section 8.

A total of 500 paragraphs were chosen from
the SQuAD test dataset to assess the question-
generation capability of our model. These para-
graphs consist of multiple reference questions,
and correspondingly, our model generates multi-
ple questions for each paragraph. To accommo-
date the presence of multiple references and gener-
ated questions per paragraph in the SQuAD dataset,
we implemented a mapping approach to find out
which reference and generated question pairs are
more relevant to each other for the evaluation, es-
pecially focusing on one-to-one match between
reference and generated questions. For both PCSQ
and PCMQ approaches, we combined questions
generated for each context’s four outputs from the
beam. Using automatic evaluation metrics such as
BLEU, ROUGE-L, or METEOR, we then calcu-
lated scores for each pair of matched generated and
reference questions. This filtering resulted in a one-
to-one matching between generated and reference
questions, ensuring meaningful evaluation of our
model’s question-generation accuracy. Given the
decoding procedure, the average number of non-
duplicate generated questions was about 3.9 for
PCSQ, and 9.5 for PCQM (with small variations
depending on the training data).

7 Results

The results presented in Table 3 provide insights
into the impact of data augmentation and the ef-
fectiveness of PCSQ and PCMQ approaches. For
PCSQ, the model trained solely on SQuAD slightly
outperforms augmented models in all mentioned
evaluation metrics, highlighting the effectiveness
of focused training on a single dataset. On the other
hand, PCMQ, when using everything from SQuAD,
ELI5, and the PDTB2 augmentation, outperforms
slightly the baseline in BLEU (1 to 4), ROUGE-L,
and METEOR.

When train with PDTB derived instances, the
number of "why" question is higher (+38% when
using explicit and implicit with PCMQ wrt the
baseline, +24% with only explicit). In PCSQ,
the increase in "why" questions is limited (going
from 0 for the baseline to 10 for the full training
data), reflecting its lower effectiveness in generat-
ing this question type. Questions in "how" do not
seem positively affected (each system generates al-
most the same amount), but we did not distinguish
simple "how" questions (asking for quantities, i.e
"how much/many") and more complex ones. We
just observed that some generated "how" questions
were causal in nature, but more manual analysis is
needed to evaluate this precisely.

Thus, aligned with our objective, our augmen-
tation techniques effectively increased the number
of generated "why" questions, particularly within
the PCMQ models, without detrimentally affecting
the quality of the questions generated as a whole,
at least according to the automated metrics.

This is notable since our models are not trained
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on example answers, meaning they can generate
questions about any aspect of the chosen paragraph,
for which it is likely the reference does not include
any question-answer pair.

This is why it is important to have a separate,
more fine-grained evaluation of the quality of the
generated answers, and this is the subject of the
following section.

Model how why

SQuAD alone 866 63
SQuAD+ELI5 747 64
+ELI5+P-E 781 78
+ELI5+P-(E+I) 772 87

Table 4: The table presents the number of "why" and
"how" questions generated by various models in PCMQ
approach. The results are presented for T5-base mod-
els. Here, the baseline model is trained on the SQuAD
dataset only. P-E and I stand for PDTB explicit and
implicit relations respectively.

8 Human evaluation

Model Bad ≈ ok Good

Baseline 39.29 10.71 50.00
All+P-E 40.43 2.13 57.45
All+P-(E+I) 26.15 3.08 70.77

Table 5: Human quality assessment of generated ques-
tions in % according to the data that was used to train
the generation model (PCMQ setup). Baseline means
T5 was only fine-tuned on SQuAD.

We conducted a human evaluation to assess the
quality of questions generated in PCMQ approach
by three models: Baseline model, +ELI5+PDTB
(Exp), and +ELI5+PDTB (Exp+Imp), all fine-
tuned from the T5-base model. Two of the au-
thors annotated a subset of randomly selected ques-
tions and their context from the SQuAD test dataset
using a set of 7 predetermined categories that in-
cluded subcategories for incorrect questions (more
details are provided in Appendix 12); the selection
was done by a third author, who kept hidden the sys-
tem that produced each question. There were 137
annotated questions, some generated by more than
one system. Adjudications of annotations were
done by the two annotators. It turned out some of
the error subcategories were quite similar, and the
final categories were restricted to three cases: (1)
the generated question is good: fluent, and can be

answered from the source paragraph, (2) the gen-
erated question is almost good: minor disfluency
and the answer is in the paragraph, (3) the question
is either impossible to understand or too vague, or
the paragraph does not contain an answer to the
question.

Cohen’s kappa (κ) was 0.48 on the 7 original
categories, indicating a moderate level of inter-
annotator agreement, but was 0.74 when only dis-
tinguishing between good questions and all the rest.

Table 5 presents the model-wise percentage dis-
tribution of the final adjudicated categories, pro-
viding insights into the quality assessment of gen-
erated questions. The +ELI5+PDTB (Exp+Imp)
model exhibits fewer "bad" questions and a sub-
stantial increase in "good" questions compared to
the baseline, presenting improved question quality
with explicit and implicit relation augmentations.

Moreover, from the annotated questions, we de-
termined the distribution of good, almost okay, and
bad questions for each question type (e.g., what,
why, etc.), see Table 6. We can see for instance that
implicit examples help generating more why ques-
tions (32), but with a cost on the average quality of
the questions (61% of good questions), while using
only explicit examples has a much higher quality
(79% of good questions, vs 55% for the baseline)
with less why questions generated (12). This is
done on a small sample of "why questions" so must
be taken with a grain of salt.

9 Conclusion

We presented an approach based on discourse re-
lation annotations to augment a question genera-
tion training set, in the case of a general answer-
agnostic question generation system, and with a
focus on causal questions. Our experiments show
that with a small set of additional instances we can
make the system generate more causal questions
with a good quality, as evaluated by human anno-
tators, and with almost no difference with respect
to classic automated metrics for question genera-
tion. This is only preliminary, as the results would
need to be tested on different base question-answer
corpora, and more human evaluation would be pre-
cious to better separate the roles of the different
factors at play here. It would also be interesting to
investigate the impact of including other discourse
relation types to generate different kinds of ques-
tions (e.g. "how" questions with relations of the
type "goal" or "manner").
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% correct nb
Type Model

How
ELI5+Exp 58.33 12
ELI5+Exp+Imp 80.95 21
Baseline 50.00 18

Others ELI5+Exp 0.00 1

What
ELI5+Exp 43.75 16
ELI5+Exp+Imp 70.00 5
Baseline 61.36 22

When
ELI5+Exp 75.00 4
ELI5+Exp+Imp 100.00 4
Baseline 33.33 3

Where
ELI5+Exp 0.00 1
Baseline 75.00 2

Who
ELI5+Exp 100.00 1
ELI5+Exp+Imp 100.00 3

Why
ELI5+Exp 79.17 12
ELI5+Exp+Imp 60.94 32
Baseline 54.55 11

Table 6: Breakdown of the number of questions in the
human evaluation by type, with the % of correct ques-
tions and the number of generated questions.

10 Limitations

The proposed approach augments existing datasets
and thus depends on the quality and diversity of
this basis. We are also reliant on existing annotated
discourse data, which is costly to produce, and ex-
ist only in various quantities for some languages.
As mentioned in the conclusion, the results would
need to be tested on different base question-answer
corpora and other languages, and more human eval-
uation is needed to better separate the roles of the
different factors at play here. A limitation of our
evaluation is the use of automated metrics, which
are already known not to be very adequate to com-
pare semantically equivalent questions if they have
lexical differences, but are even more inappropriate
with the goal to produce diverse questions not tied
to existing answers.
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Paragraph Generated Questions
Due to the heavy rain, the soccer match was
canceled1, and as a result, the players were
disappointed3. Since the field was waterlogged,
it was unsafe to play6. The organizers made the
decision to cancel the match7, and consequently,
the players had to wait for another opportunity to
showcase their skills4. Additionally, the spectators
were also disappointed5 because they were eagerly
looking forward to the game. The cancellation of
the match, due to the inclement weather, not only
affected the players’ morale but also dampened
the overall excitement surrounding the event.

1. Why was the soccer match canceled?
2. Why was the soccer match canceled due to
heavy rain? (Incorrect Question)
3. What caused the players to be disappointed?
4. What caused players to wait for another oppor-
tunity to showcase their skills?
5. Why were spectators disappointed?
6. Why was it unsafe to play?
7. Who made the decision to cancel the match?

Table 7: Example of generation from one paragraph. The table presents a text passage along with a set of generated
questions intended to reflect cause-effect relationships described within the text. Corresponding answers within the
text passage are color-coded to match their respective questions, and annotated with superscripts denoting question
numbers for clear cross-referencing. The question is generated by +ELI5+PDTB (Exp) model in PCMQ approach.

A Sample of Generated Questions from Data Augmentation

The questions generated from the PDTB2 dataset, along with the corresponding discourse relation and
discourse connective used in their formulation, are presented in Table 8.

Sentence: jaguar was shocked by mr. ridley’s decision because management had believed
the government wouldn’t lift the golden share without consulting the company first. (Explicit
Relation)
Connective : because
Arg1: jaguar was shocked by mr. ridley’s decision
Question: Why was jaguar shocked by mr. ridley’s decision?
Sentence: jeastern airlines’ creditors have begun exploring alternative approaches to a chapter
11 reorganization , they are unhappy with the carrier’s latest proposal. (Implicit Relation)
Connective : None
Arg1: jeastern airlines’ creditors have begun exploring alternative approaches to a chapter 11
reorganization
Question: Why have eastern airlines’ creditors begun exploring alternative approaches to a
chapter 11 reorganization?

Table 8: Examples of generated questions for both explicit and implicit relation from PDTB2 dataset.

B Sample of Generated Questions

We have included some samples of generated questions from the fine-tuned models on test dataset in Table
9 and 10. In Table 9, for a given input paragraph, the augmented model in PCMQ approaches generated 4
set of questions where each question set may contain various length questions.

C Human Annotation

C.1 Sample of Annotated Questions
We have provided some sample questions that have been annotated by the annotators. The annotated
questions can be found in Table 11.
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Input: The Normans (Norman: Nourmands; French: Normands; Latin: Normanni) were the people
who in the 10th and 11th centuries gave their name to Normandy, a region in France. They were
descended from Norse ("Norman" comes from "Norseman") raiders and pirates from Denmark, Iceland
and Norway who, under their leader Rollo, agreed to swear fealty to King Charles III of West
Francia. Through generations of assimilation and mixing with the native Frankish and Roman-Gaulish
populations, their descendants would gradually merge with the Carolingian-based cultures of West
Francia. The distinct cultural and ethnic identity of the Normans emerged initially in the first half of
the 10th century, and it continued to evolve over the succeeding centuries.

Generated Questions:

1. Who gave their name to Normandy? What was the name of the region in France? Who did the
Normans swear fealty to? When did the distinct cultural and ethnic identity of the Norman people
emerge?

2. What was the name of the Normans in the 10th and 11th centuries? What was Normandy? Who
did the Norman people swear fealty to? When did the distinct cultural and ethnic identity of the
people emerge?

3. What was the name of the Normans in the 10th and 11th centuries? What was Normandy? Who
did the Norman people swear fealty to?When did the distinct cultural and ethnic identity of the
people emerge? How did the people of Normand

4. Who gave their name to Normandy? Who did the Normans swear fealty to?What did the people
of Normands mix with? When did the distinct cultural and ethnic identity of the Norman people
emerge?

Table 9: Example of input text and generated questions in PCMQ format for SQuAD test set. The question is
generated by "+ELI5+PDTB2(Exp+Imp)". The incorrect questions are red-colored and the yellow-highlighted text
present an incomplete question.

Input: Price controls exacerbated the crisis in the US. The system limited the price of "old oil" (that
which had already been discovered) while allowing newly discovered oil to be sold at a higher price to
encourage investment. Predictably, old oil was withdrawn from the market, creating greater scarcity.
The rule also discouraged development of alternative energies. The rule had been intended to promote
oil exploration. Scarcity was addressed by rationing (as in many countries). Motorists faced long lines
at gas stations beginning in summer 1972 and increasing by summer 1973.
Reference Question: Why was old oil withdrawn from the market?
Baseline: What was withdrawn from the market?
SQuAD+ELI5: What did the price control limit?
+ELI5+PDTB (Exp): Old oil was withdrawn from the market creating what?
+ELI5+PDTB (Exp+Imp): Why was old oil withdrawn from the market?

Table 10: Example of generated questions by different models in PCMQ approach for SQuAD test data.
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Input Text Generated Questions Category
Price controls exacerbated the crisis in
the US. The system limited the price of
"old oil" (that which had already been
discovered) while allowing newly dis-
covered oil to be sold at a higher price
to encourage investment. Predictably,
old oil was withdrawn from the market,
creating greater scarcity. The rule also
discouraged development of alternative
energies. The rule had been intended
to promote oil exploration. Scarcity
was addressed by rationing (as in many
countries). Motorists faced long lines at
gas stations beginning in summer 1972
and increasing by summer 1973.

Why was old oil withdrawn from the
market?

Good question. Answer is present in
the text.

Highly concentrated sources of oxygen
promote rapid combustion. Fire and
explosion hazards exist when concen-
trated oxidants and fuels are brought
into close proximity; an ignition event,
such as heat or a spark, is needed to
trigger combustion. Oxygen is the oxi-
dant, not the fuel, but nevertheless the
source of most of the chemical energy
released in combustion. Combustion
hazards also apply to compounds of
oxygen with a high oxidative potential,
such as peroxides, chlorates, nitrates,
perchlorates, and dichromates because
they can donate oxygen to a fire.

How do compounds with oxidation po-
tential contribute oxygen to?

Incorrect question but with relevant
words from the input.

As indigenous territories continue to be
destroyed by deforestation and ecocide,
such as in the Peruvian Amazon indige-
nous peoples’ rainforest communities
continue to disappear, while others, like
the Urarina continue to struggle to fight
for their cultural survival and the fate
of their forested territories. Meanwhile,
the relationship between non-human
primates in the subsistence and sym-
bolism of indigenous lowland South
American peoples has gained increased
attention, as have ethno-biology and
community-based conservation efforts.

Why do indigenous territories continue
to be destroyed by deforestation and
ecocide?

Grammatically correct but the answer
doesn’t exist.

Table 11: Sample of Annotated Questions by the Annotators. Red-colored text represents the answer texts for the
question within the paragraph. The input paragraph is from SQuAD test dataset.
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Question Category Description
Good question. Answer is present in the text. The answer to the generated question exists in the

given sentence/paragraph.
Incorrect question but with relevant words from

the input.
The generated question contains some

words/phrases from the input, but the question is
not grammatically correct and/or does not make

sense.
Question and answer are mixed The generated question contains some part of the

answer.
Grammatical mistake The generated question is grammatically

incorrect.
Grammatically correct but the answer doesn’t

exist
The generated question is grammatically correct,
but the answer to the question does not exist in

the input context.
Completely vague The generated question is not meaningful, too

vague.
Two valid questions are mixed The generated question contains two questions

from different parts of the input.

Table 12: Description of different category set for question evaluation

C.2 Question Category for Annotations
The annotators assigned each question to one of the seven predetermined categories. Details of each
category are provided in Table 12.
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