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Abstract

This paper presents evidence for an effect
of genre on the use of discourse connec-
tives in argumentation. Drawing from dis-
course processing research on reasoning-
based structures, we use fill-mask computa-
tion to measure genre-induced expectations
of argument realisation, and beta regression
to model the probabilities of these realisa-
tions against a set of predictors. Contrasting
fill-mask probabilities for the presence or
absence of a discourse connective in base-
line and finetuned language models reveals
that genre introduces biases for the realisa-
tion of argument structure. These outcomes
suggest that cross-domain discourse pro-
cessing, but also argument mining, should
take into account generalisations about spe-
cific features, such as connectives, and their
probability related to the genre context.1

1 Introduction

Argumentative structures in discourse, which
comprise a claim and a supporting or attacking
premise, exhibit significant variation in their re-
alisation. Notably, as argumentative coherence
can be achieved by alternative signals (Cabrio
et al., 2013; Das and Taboada, 2018), arguments
vary in whether the claim and premise are linked
by a discourse connective or not. For example,
because in item 1a explicitly conveys a causal
relation. In contrast, item 1b, where two sen-
tences are separated by punctuation, leaves the
relation implicit, with the claim indicated only
by the deontic modal should.2

*Contributions: Linguistic background, conception of
work and discussion: Heidrun Dorgeloh; conception of
work, design and preparation of study: Lea Kawaletz;
computational modelling: Regina Stodden; statistical mod-
elling and statistical analysis: Simon David Stein; compu-
tational background and discussion: Stefan Conrad. All
authors contributed to manuscript revision, read and ap-
proved the submitted version.

1The data and code for the present study can be found
at https://osf.io/n6hq5/.

2These are constructed examples based on item 2.

(1) a. Masking should be mandated be-
cause it keeps everyone safe.

b. Masking should be mandated. It
keeps everyone safe.

The explicit or more implicit realisation of argu-
mentation is a challenge for an understanding
of argumentative discourse. However, the pro-
cessing of arguments is likely not random and
should conform with general discourse process-
ing principles. In particular, it can be assumed
that, following the Uniform Information Den-
sity (UID) hypothesis (Frank and Jaeger, 2008),
relations within discourse, such as the one be-
tween a claim and a premise, are more likely
to be expressed explicitly when they are un-
expected, and more likely to be implicit when
a relation can be anticipated (Torabi Asr and
Demberg, 2012).

The factors that shape expectations in dis-
course are diverse. Local cues within a phrase
or sentence, such as the use of the connective
because in item 1a, play a role. However, more
global forces, such as the overall nature of the
document, also drive expectations and, with
that, information density (Meister et al., 2021).
Knowing that genres guide expectations and
influence human discourse understanding on
many levels of a text (Giltrow, 2010), we ex-
plore in this paper how genre creates a bias
for the ways argument structures are realised.
These structures are based on relations of sub-
jective causality, a coherence relation that is
particularly likely to be driven by contextual sig-
nals, including the genre (e.g. Canestrelli et al.,
2016; Scholman et al., 2020). For example, for
a reader of a newspaper editorial these argumen-
tative structures will be much more expected
than for one of a novel or monograph.

Our study compares the predicted presence or
absence of discourse connectives in arguments
taken from New York Times (NYT) editorials.
Due to the UID principle we hypothesise that,27



in genres with predictable argumentative struc-
tures, such as editorials, there is a lower likeli-
hood of making a relation explicit with a con-
nective. We also assume that an LM finetuned
with data from such genres is likely to show a
stronger effect of this tendency. To test our hy-
pothesis, we compare baseline (non-finetuned)
masked language models (MLMs) with the cor-
responding finetuned models genre-adapted to
editorials. The comparison of models enables us
to disregard frequency effects. In this way, the
approach allows to verify genre-induced expec-
tations for argument realisation and produces
insights which could in the future improve cross-
domain discourse processing.

2 Background

2.1 Defining arguments

Our understanding of what constitutes argumen-
tative discourse follows established terminol-
ogy, especially from the field of argument min-
ing (e.g. Stab and Gurevych, 2017; Stede and
Schneider, 2018), where an argument, such as
exemplified in item 2, consists of two kinds of
argumentative discourse units (ADUs): a con-
troversial statement, the claim (marked in bold),
and another statement which supports or attacks
the claim, the premise (underlined).

(2) [M]asking should be mandated and
enforced. It’s not just about your indi-
vidual risk tolerance, but about keeping
everyone safe.

ADUs can occur in a single sentence or span
multiple sentences, as in item 2. Also, multiple
premises may refer to the same claim, forming
a single argument. For simplicity, the data anal-
ysed for this project only included arguments
consisting of one claim and one premise.

2.2 Connectives and discourse relations

Discourse connectives cover the syntactic
classes of coordinators (e.g., and, but), sub-
ordinators (e.g., because, while), as well as
connective adjuncts (e.g., therefore, however)
(Dorgeloh and Wanner, 2022). They make
the coherence relation between two (or more)
ADUs explicit, which is why they are a promi-
nent feature both for studies of discourse coher-
ence and of argumentation structure (Marcu and
Echihabi, 2002; Xu et al., 2012; Goudas et al.,
2014; Shi and Demberg, 2019; Crible and Dem-
berg, 2020; Kurfalı and Östling, 2021). How-

ever, the extent of the actual presence of con-
nectives is often surprisingly low. For example,
in the RST Signalling Corpus (Carlson et al.,
2002; Das et al., 2015) or the Penn Discourse
Treebank (Prasad et al., 2008) – both based on
Wall Street Journal texts that in all likelihood
contain argumentative texts – more than half of
the discourse relations are not marked by a dis-
course connective. One possible reason for their
absence is that there are numerous other options
of signalling a coherence relation (Cabrio et al.,
2013; Das and Taboada, 2018).

Another reason is that the support or attack re-
lation within arguments has a subjective “source
of coherence”, that is, the relation does not ex-
ist at the propositional content level but at the
level of reasoning (Sanders et al., 2021), as in
item 2. For these relations, connectives serve
as processing instructions, enabling a reader or
listener to evaluate how a premise supports or
attacks a given claim (Wei et al., 2021a). Psy-
cholinguistic evidence has shown that overly
explicit marking of subjective coherence rela-
tions triggers a “forewarning effect”, alerting
the reader to a persuasion attempt (Kamalski
et al., 2008). In that sense, connectives can po-
tentially induce resistance against argumenta-
tion. Given this effect, it is plausible to assume
that argumentative structures are not made more
explicit than necessary.

How the needs for explicitness are balanced
likely aligns with the UID hypothesis (Frank
and Jaeger, 2008). It suggests that discourse
relations, including support or attack within ar-
guments, “should be expressed explicitly with a
discourse connector when they are unexpected,
but may be implicit when the discourse rela-
tion can be anticipated” (Torabi Asr and Dem-
berg, 2012, 2669). If expectations are crucial
in that sense, a major factor driving explicit-
ness must be the genre, as genres can be seen as
schemata “referring to a set of expectations” (Pi-
ata, 2016, 255). It follows that, in argumentative
texts, such as editorials, the relation between
two ADUs is less likely to be expressed with a
connective, since the presence of argumentation
in this genre can be expected. For illustration,
consider item 2 again, where the ADUs are not
linked by means of a connective. By contrast, in
the adapted variant in item 2′, the argument re-
lation is made explicit by adding the connective
because.28



(2′) [M]asking should be mandated and
enforced [because] [i]t’s not just about
your individual risk tolerance, but about
keeping everyone safe.

Following the UID hypothesis, item 2′ is the
less likely argument pattern in argumentative
texts compared to item 2.

2.3 Connectives and language modeling

Argument realisation is a classic issue for the au-
tomatic retrieval of arguments, i.e., in argument
mining. Connectives, in this context also com-
monly referred to as discourse markers, are seen
as indicators of argumentative structure (e.g.,
Eckle-Kohler et al., 2015; Stab and Gurevych,
2017; Sileo et al., 2019), but “missing” dis-
course markers are also known to be the rule
rather than the exception (Moens, 2018). One
reason is that explicitness in argumentation goes
beyond using connectives; it also involves other
stance markers, as every argument expresses a
stance toward its topic (Stein and Wachsmuth,
2019). Connectives and other markers thus to-
gether play a role in facilitating the processing
of subjective coherence relations (Wei et al.,
2021b), but how they interact is still not fully
explored. Stodden et al. (2023) also argue that
connectives can play a prominent role in stance
detection. They extract the probabilities of con-
nectives for a claim-premise relation from a
MLM and show that training a simple classi-
fier using these values as features is capable of
optimising stance detection. Our approach here
uses a similar line of research.

Another reason why the presence or absence
of discourse connectives as indicators of argu-
ments is not fully understood is the lack of
cross-genre generalisations. In a recent paper,
Rocha et al. (2023) report that introducing con-
nectives as signals of the relation between a
claim and a premise has the potential to im-
prove argument mining. They employ finetuned
LMs trained on both real and constructed argu-
ments to introduce connectives between ADUs,
which improves cross-genre transfer. However,
their approach does not consider genre-specific
associations of explicit indicators like connec-
tives and the context. To address this, we aim to
incorporate genre generalisations through genre-
induced fine-tuning.

Our approach is to explore the presence or
absence of a discourse connective for the claim-
premise relation in arguments using BERT (De-

vlin et al., 2019) and RoBERTa (Liu et al.,
2019). In the task of these MLMs, the objec-
tive is akin to a cloze test; the model learns to
predict words for randomly masked tokens in
the original input texts (Devlin et al., 2019). Un-
like a causal LM, which predicts the next word
solely based on the previous context, an MLM
can predict a word in the middle of a sequence
based on both left and right context. We use the
cloze position between the claim and premise
by extracting probabilities for connectives and,
as a proxy for their absence, punctuation marks.
In doing so, we refrain from using causal LM
prompting methods and instead compare the
probabilities of different types of marking in
a statistical analysis, which necessitates more
than just listing the top n markers.

2.4 Hypotheses

We compare the predictions made by different
models, first for the difference between explicit
connective and no marking and, then, for the
comparison between baseline models and mod-
els finetuned for editorials. In this context, we
make three predictions. First, given that news-
paper editorials are a genre whose primary goal
it is to persuade and which are therefore “one
of the purest forms of argumentative text” (Al-
Khatib et al., 2016, 3440), the discourse re-
lations that are characteristic of this type of
discourse are subjective causal relations, i.e.,
discourse relations that do not refer to propo-
sitional content, but to reasoning (see subsec-
tion 2.2). Due to the forewarning effect, we as-
sume that these relations are not marked more
explicitly than necessary (→ H1 below). Sec-
ond, if a genre as a whole involves argumenta-
tion, the UID hypothesis suggests that argument
relations are expressed more implicitly in this
genre than in other, less persuasive genres. It
follows that, in LMs finetuned on strongly per-
suasive discourse, argumentation is even more
likely to occur without a connective (→ H2).
Third, regarding the magnitude of this effect, we
predict that it depends on the models’ baselines,
given their varied training data. LMs trained
on comparatively non-argumentative texts (e.g.,
books and Wikipedia, for BERT) should show a
more pronounced difference between finetuned
and baseline versions than those whose training
already included a certain proportion of texts
from more argumentative genres (e.g., news and
web-based texts, for RoBERTa; → H3).29



H1 The absence of a connective (here: indi-
cated by a punctuation marker) is more
likely than the presence of an explicit dis-
course connective.

H2 LMs that have been finetuned on argumen-
tative genres (here: editorials) predict a
lower probability for a discourse connec-
tive than the baseline ones.

H3 This effect is more pronounced in LMs
trained on non-argumentative texts (here:
BERT) than in those trained on a larger
portion of argumentative texts (here:
RoBERTa).

3 Methodology

Our method involves comparing explicit to non-
explicit realisations of the claim-premise rela-
tion in a set of arguments. We use different LMs
to quantify the acceptability of the presence of
a discourse connective as probabilities of the
masked-tokens. These can be seen as a place-
holder for the realisations in MLMs.

The bidirectional architecture of these mod-
els enables the prediction of token probabilities
based on both ADUs (claim and premise). This
prediction is dependent on the training data of
an LM. To adapt the model to a genre of argu-
mentative texts, we finetuned the LM on addi-
tional NYT editorials which are not part of our
annotated data, which enables us to compare
finetuned with non-finetuned models.

3.1 Data
The data set was manually selected with the aim
to test this new approach for exploring genre
generalisations. The data set consists of 81 ar-
guments from a corpus of 2,508 NYT editorials
(3,227,122 tokens). These were published be-
tween January 2020 and June 2021 with at least
one of the NYT tags ‘coronavirus (2019-ncov),’
‘vaccination and immunization,’ or ‘epidemics.’
The selection followed a “purposeful sampling”
approach (Patton, 2015), which means we did
not aim for a representative sample of all ar-
guments attested in the corpus. Instead, we
identified arguments in a subset of 50 edito-
rials (55,603 tokens) and chose 81 arguments
in an elaborate and resource-intensive process
tailored towards the proof-of-concept nature of
our analysis. The process took place in several
steps that we describe in detail in our guide-
lines for annotation (Kawaletz et al., 2023). The

selection of arguments was based on the fol-
lowing principles: Not only did all arguments
have to adhere to the semantic classification of
arguments we have developed (Kawaletz et al.,
2022), but they were, at a minimum, identified
by two out of three annotators, and subsequently
confirmed by two curators, all possessing lin-
guistic training.

Table 1 provides a summary of the data set
properties, outlining the features that were in-
tegrated into our statistical analysis (Kawaletz
et al., 2022): connective (are claim and premise
connected by a connective?), relation (does the
premise support or attack the claim?), and cat-
egory (does the claim state that something is
or is not the case, or does it mandate an action
or prohibition, or does it evaluate something
positively or negatively?). As expected, most
claim-premise pairs lack a connective (74.07%),
reflecting the tendency of argumentative dis-
course to favour implicit relations (see subsec-
tion 2.2). It also becomes obvious that support
relations dominate (86.42%), and that most ar-
guments in the data set are epistemic in nature
(71.60%).

Property Option Count Per cent

Connective
Present 60 74.07%
Absent 21 25.93%

Relation
Support 70 86.42%
Attack 11 13.58%

Category
Epistemic 58 71.60%
Deontic 19 23.46%
Ethical 4 4.94%

Table 1: Properties of the data set

Finally, the arguments span a broad range of
lengths, from the shortest at 11 words to the
longest at 90 words, with an average of approx-
imately 44.05 words and a median of 42 words.

3.2 Extraction of probabilities

In order to calculate the probability for the pres-
ence or the absence of a connective, we con-
ducted the following preprocessing steps: i) The
last character from ADU1 is truncated to pre-
vent the punctuation character from affecting
the predictions. ii) If ADU2 starts with a con-
nective , the connective of ADU2 is truncated to
prevent the concatenation of two connectives in
a row or of a connective and punctuation mark.30



Connectives Punctuation markers
although unless . -
because while ; –
but yet , −
since anywayB : ...
so consequentlyB ? . . .
still henceB — !
and howeverB –B

as neverthelessB ..R

for thereforeB

thus whereasB

Table 2: Presence or absence of explicit marker
queried in the LMs’ output. Bold face markers also
occur in the NYT data set. Markers with B are used
only for BERT, while those with R are exclusive to
RoBERTa.

Next, both ADUs were concatenated with
model-specific masked tokens: [MASK] for
BERT and <mask> for RoBERTa. For instance,
item 2 was input to BERT as in item 3.

(3) Masking should be mandated and en-
forced [MASK] it’s not just about your
individual risk tolerance, but about
keeping everyone safe.

We calculated the probabilities of the masked-
token for each possible token (or subword) with
a Python pipeline for “fill-mask” included in the
Huggingface transformers package (Wolf
et al., 2020).3 As opposed to the approach of
Rocha et al. (2023), the method does not in-
volve filling the gap between claim and premise
with an explicit marker, but at extracting the
probabilities of a list of tokens.

From the resulting probabilities list, we ex-
tracted the probabilities of 34 tokens of interest
(see Table 2)—20 discourse markers (for ex-
plicit realisations) and 14 punctuation marks
(indicating the absence of a connective). A con-
nective was added to the list of explicit markers
if it is a single-word connective, and i) a coordi-
nating or subordinating conjunction expressing
a support or attack relation, or ii) a “linking ad-
verbial“ (Biber et al., 2021, 755) expressing a
support or attack relation. A punctuation mark
was added to the list if it occurs in our masked
data, and/or if it was in the list of the top 10
predicted tokens of the LM using our data.

We did not include multi-token connectives
(e.g., for this reason or on the other hand) as

3The determination of the probabilities is limited to the
top_k, where k is the length of the vocabulary. Following
this, some probabilities are close to 0 (very unlikely).

the fill-mask approach is only available for one-
(sub)token prediction. Compound connectives
had to be excluded because most LMs are using
subword tokenizers, hence, they would be split
into several subtokens (e.g., anyway would be
tokenized as any and way) and cannot be pre-
dicted as a whole token in the fill-mask task.4

3.3 Language models and finetuning

For our experiments, we chose BERT-large-
uncased (Devlin et al., 2019) and a deriva-
tive model, RoBERTa-large (Liu et al., 2019).5

While sharing the same architecture they are pre-
trained on different genres: BERT is pre-trained
on 16 GB of data from English books and
Wikipedia, whereas RoBERTa is pre-trained ad-
ditionally on 144 GB of news and web texts.
Our selection of these specific LMs was driven
by a focus on the impact of genre. However, the
differences between BERT and RoBERTa ex-
tend beyond their training data. For instance,
a) RoBERTa is solely trained for language
modelling, unlike BERT, which also includes
next sentence prediction; b) they employ differ-
ent tokenisation methods: RoBERTa uses Byte-
Pair Encoding, while BERT uses WordPiece;
c) RoBERTa is case-sensitive, whereas the ver-
sion of BERT we chose is not. Despite these
variations, BERT and RoBERTa were the most
suitable models for our research objectives. For
example, XLM-RoBERTa-base (Conneau et al.,
2020) shares the same architecture as BERT
and RoBERTa, but includes multilingual train-
ing, and DistilBERT-base-uncased (Sanh et al.,
2019) is trained on the same data as BERT, but
has fewer tunable parameters.

We then applied domain-adaptive finetuning
(Han and Eisenstein, 2019), an unsupervised
method that adapts the LM to a new or under-
represented genre. We chose this approach to
adapt the LMs for argumentative texts because
they are primarily trained on non-argumentative
data while also incorporating argumentative
data to varying extents. Specifically, we fine-

4We are comparing models with the same tokenizer,
i.e., the baseline model and the finetuned model. Hence,
for a different set of connectives, we would not expect a
strong effect on our results.

5As previously mentioned, we are not using autore-
gressive LMs (e.g., ChatGPT or Llama) and prompting
methods as we are interested in the probabilites of differ-
ent types of marking for further statistical analysis. MLMs
have the advantage over autoregressive LMs to provide the
probabilities of a word at any position within a sequence
by considering both the left and right context, rather than
solely predicting next words at the end of a sequence.31



tuned on the 2,458 NYT editorials from our
corpus (but excluding those 50 from which we
selected the arguments for our data set). This
way, the finetuned LMs are more likely to mirror
the lower likelihood of a connective for editori-
als and, in that, for an argumentative genre.6

3.4 Statistical analysis

We fitted generalised additive models of the
beta regression family to the data, using the
mcgv package (Wood, 2017) in R (R Core
Team, 2023). Beta regression is uniquely suited
to model proportional values (see, e.g., Ferrari
and Cribari-Neto, 2004). These models also al-
low us to include a number of important control
variables.

Response variable We name our response
variable PROBABILITY, referring to the proba-
bility of masked tokens estimated by the LMs.
For each argument in our data set we calcu-
lated two probability measurements, one for the
presence of an explicit discourse marker and
one for its absence. The probability of an ex-
plicit discourse marker was calculated by tak-
ing the sum of the estimated probabilities of all
connectives. The probability of the absence of
marking was the sum of the estimated proba-
bilities of all punctuation marks. Each of these
two measurements was paired with the value
present or absent in an additional variable
CONNECTIVE. This coding enables us to inves-
tigate both types of probabilities in a single sta-
tistical model.

Predictor variables Our two predictor vari-
ables of interest are CONNECTIVE and MODEL.
CONNECTIVE specifies whether we look at the
probability for the presence or absence of ex-
plicit marking. MODEL specifies which LM esti-
mated these probabilities: baseline BERT,
finetuned BERT, baseline RoBERTa,
or finetuned RoBERTa.

We use the control variable N_TOKENS, the
number of word tokens in the sentence, to gauge
sentence length and complexity. It may be ex-
pected that longer and more complex sentences
will exert greater pressure to use punctuation
marks, thereby disfavouring marking.

Additionally, we control for RELATION

and CATEGORY. RELATION specifies the re-
lation between premise and claim (attack

6You can find the hyperparameters in Appendix A and
the code with more details in the osf repository.

or support). We expect that, compared to
support relations, attack relations favour ex-
plicit marking, since contrasting relations are
cognitively more complex, requiring more
cues (Crible and Demberg, 2020). CATE-
GORY specifies the semantic argument cate-
gory (epistemic, ethical, or deontic).
We expect deontic arguments to exhibit the
strongest dispreference for explicit marking be-
cause claims demanding an action often con-
tain a deontic modal, expressing necessity (e.g.,
should), which already implies the presence of
a premise (Kawaletz et al., 2023).

Furthermore, we specify with HASNECES-
SITYMODAL and HASDEMDET whether the
sentence contains at least one necessity modal
(must, should, or ought) or at least one demon-
strative determiner (e.g., this, these), respec-
tively. Both are features that could reduce the
likelihood of explicitness by way of a connec-
tive, as they are also known to be linguistic fea-
tures of persuasion and argumentation (Biber,
1989; Petch-Tyson, 2000).

Finally, we include SOURCEID, the identifier
of the source document of the target sentence,
to control for potential variation in probabilities
introduced by different authors or texts.

Modelling We fitted six types of beta regres-
sion model: i) one for baseline BERT, ii) one for
finetuned BERT, iii) one for baseline RoBERTa,
iv) one for finetuned RoBERTa, v) one that
compares baseline BERT and finetuned BERT,
and vi) one that compares baseline RoBERTa
and finetuned RoBERTa. The first four types
of model investigate the difference in probabil-
ity between the presence or absence of explicit
marking for each LM individually. They do not
include MODEL as a predictor. Models v and
vi investigate the difference between finetuned
and baseline models. They include MODEL as a
predictor of interest.

We fitted each type of model as a simple ver-
sion and a complex version. The simple ver-
sions include only the predictors of interest
(CONNECTIVE for the four individual models
and an interaction of CONNECTIVE and MODEL

for the two comparisons). The complex versions
include interactions of CONNECTIVE with each
of the covariates described above (SOURCEID
was not included in an interaction).

Following standard procedure, we reduced
the models by removing non-significant terms
(at the .05 alpha level) in a stepwise fashion32
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Figure 1: Probability of the presence and absence of
explicit argument marking for the four LMs.

(highest p-value first) until only predictors re-
mained of which at least one level reached sig-
nificance.

4 Results

Figure 1 plots the results of the simple versions
of the four models, which predict the probabili-
ties of explicit marking being present or absent
for each LM individually.7 This reality check
confirms our expectation that explicit marking is
disfavoured across models. In all four cases, we
find very highly significant effects (at p < .001)
of CONNECTIVE on PROBABILITY in the ex-
pected direction. Note that this effect is likely
in part a frequency artefact. The proxy measure
by which we gauge the absence of marking, i.e.,
punctuation, will naturally yield higher prob-
abilities than the proxy by which we measure
explicit marking , i.e., connectives.

In the complex versions of these four individ-
ual models, which include interactions of the
predictors with CONNECTIVE, the interactions
and main effects of the covariates mostly do not
reach significance. One exception is N_TOKENS.
Figure 2 shows that in three out of four complex
models our expectations are confirmed: With
increasing ADU length, the absence of mark-
ing becomes even more probable, while explicit
marking becomes even less probable. In some
models we also find the occasional expected
interaction with other covariates, such as RE-
LATION: Support relations feature even higher
probabilities for absent or even lower proba-
bilities for present compared to attack rela-
tions. Details can be found in the supplementary
materials.

7The interested reader can view all full models in the
supplementary materials at the osf repository.

0.00

0.25

0.50

0.75

1.00

30 60 90

P
ro

ba
bi

lit
y

Baseline

BE
R

T
R

oB
E

R
Ta

Connective present absent

0.00

0.25

0.50

0.75

1.00

30 60 90

Finetuned

0.00

0.25

0.50

0.75

30 60 90
Length of ADU

P
ro

ba
bi

lit
y

0.00

0.25

0.50

0.75

30 60 90
Length of ADU

Figure 2: Interaction of CONNECTIVE with sentence
length for the four LMs. Greyed out effects did not
reach significance and were eliminated in the statis-
tical model.

Let us now turn to the question of genre, i.e.,
the comparison of baseline LMs with finetuned
LMs. Figure 3 plots the main result from each of
the two complex beta regression models, the top
panel showing the interaction of CONNECTIVE

with the BERT LMs, the bottom panel showing
its interaction with the RoBERTa LMs (the re-
sults are the same in the two simple versions of
each regression model).

Both BERT LMs disfavour explicit marking,
but the finetuned version prefers such marking
to be absent significantly more than does the
baseline version of BERT. Again, frequency ef-
fects likely amplify the strong dispreference
for connectives. However, a general bias for
punctuation exists for both baseline and fine-
tuned LMs, enabling us to compare them di-
rectly. Moving down to the bottom panel, we
can observe that RoBERTa, too, prefers the ab-
sence of explicit marking even more when fine-
tuned, but here, the effect fails to reach signifi-
cance. As it is difficult to interpret the absence
of an effect in the frequentist framework, we
used the BIC approximation to the Bayes Fac-
tor (Wagenmakers, 2007) to compare the model
for RoBERTa against a null hypothesis model
without MODEL and its interaction with CON-
NECTIVE. This analysis indicates that the data
are more likely under the null hypothesis (fine-
tuning RoBERTa does not affect the presence of
a connective) than under the hypothesis (finetun-
ing RoBERTa does affect the presence of a con-
nective) (BF01 = 32.79). If we assume that it is33
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Figure 3: Interactions of CONNECTIVE with MODEL,
each comparing the baseline version of the model
with the finetuned version. Greyed out effects did
not reach significance and were eliminated in the
statistical model.

a priori equally likely that finetuning RoBERTa
does and does not have an effect, the posterior
probability we find (PrH0 |D = .97) constitutes
“strong” evidence for the null, according to the
Raftery (1995) classification scheme. We can
thus be confident that while we find a finetuning
effect for BERT, we are dealing with a true null
result for RoBERTa.

5 Discussion

The LMs have shown a clear preference for
the absence of a discourse connective, which
overall confirms a characteristic of argument
structures, i.e. their subjective causal relations,
in line with the psycholinguistic background to
our approach (H1). Also, in line with our expec-
tations, after finetuning, the LMs both showed a
decreased probability for an explicit connective
compared to the baseline ones (H2).

However, only BERT, but not RoBERTa,
shows a clear, i.e., statistically significant, in-
crease. We believe the fact that we find a sig-
nificant finetuning effect for BERT but not for
RoBERTa is a true effect of genre (H3): The
baseline version of BERT was trained on less
argumentative texts (specifically, books and
Wikipedia only) compared to RoBERTa, which
also includes news and websites in its training
data. The increase in the “argumentativeness” of

genres from baseline to finetuned is thus higher
for BERT than for RoBERTa, which has already
seen many argumentative texts before having
been finetuned. For RoBERTa, then, the finetun-
ing effect is less pronounced. This difference
that we observed is in line with the assumption
that genre does create a bias for the realisation
of argument structure in discourse.

Several effects we have presented suggest
that the approach covers the use of connectives
and genre conditions, as far as they are iden-
tifiable for an LM, reasonably well. The fact
that the absence of a connective is highly likely
across all models (H1) is likely a frequency ef-
fect. However, we were able to disregard this
effect by focusing on the comparison of base-
line and finetuned versions (H3), since it applies
to both equally. Our modelling also showed that,
in line with expectations, absence of a connec-
tive becomes overall more likely with increased
sentence length (number of tokens) – a find-
ing which suggests that length is not only a
control variable, in the sense of reflecting the
complexity of the pairing of claim and premise.
The effect of length also suggests that there are
other features relevant for the explicitness of an
argument, and their presence will become more
likely the longer an argument gets. For example,
other markers known to typically connect an ar-
gument’s second constituent are features at the
sentence beginning, the so-called “theme zone”,
such as adjuncts or demonstrative expressions
(Fetzer, 2018; Petch-Tyson, 2000). In general,
a clear effect of overall length of the discourse
units confirms the relevance of information den-
sity for the use of connectives.

Our results also indicate that argument min-
ing could profit from genre generalisations. So
far, approaches are typically developed and
trained using data either from one genre (e.g.,
persuasive essays in Stab and Gurevych, 2017)
or mixed-genre corpora with no systematic
cross-genre transfer (e.g., Morio et al., 2022).
In the former case, while high accuracy is of-
ten achieved within the same genre, the transfer
to another genre usually weakens the results.
In the latter case, the approach often achieves
moderate accuracy across genres without ex-
celling in any specific genre. This indicates a
general oversight of genre as a systematic fac-
tor in current methodologies. However, genre
generalisations are crucial for dealing with a
potential problem of LMs when dealing with ar-34



gumentative discourse: the genre-specific use of
explicit marking may lead LMs to learn only the
markings used within the genre(s) available in
the training data, thereby possibly overlooking
or neglecting other patterns.

6 Conclusion and outlook

In this study, we have presented a method for
testing genre bias in LMs, and we have shown
that discourse expectations as driven by the
genre have an impact on the explicit linking
of ADUs by way of discourse connectives. We
used two discourse processing principles – fore-
warning and UID – to account for a general pref-
erence for the absence of a connective. Testing
this preference in the form of fill-mask prob-
abilities of our LMs enabled us to identify an
expected genre bias after finetuning.

Even if the computational approach piloted
with this work is not without its limitations – be-
ing based on a very small data set and focusing
solely on single-word connectives while exclud-
ing other discourse markers – it successfully
quantifies the influence of genre on discourse-
structure realisation. In that sense, the method
can serve as a role model for investigating genre
effects. However, most argumentative discourse
will contain many other cues for realising argu-
mentation, which aligns with the identified ef-
fect of argument length. Extending the approach
to multi-word connectives, to combinations of
connectives and punctuation, or to more com-
plex “alternative lexicalizations” that equally
express coherence relations (Knaebel and Stede,
2022) would therefore be a promising endeav-
our. In addition, from a computational stand-
point, it would be beneficial to apply our ap-
proach to other LMs, particularly considering
that only BERT, not RoBERTa, incorporates
next-sentence prediction.

Overall, this work shows that both cross-
domain discourse processing and argument
mining can benefit from genre generalisations.
While recent work in argument mining has
aimed at making LMs less genre-dependent by
way of using connectives (Rocha et al., 2023),
our approach highlights a method of reveal-
ing genre bias in the use of connectives and
could thus be a template for future, more genre-
dependent work.
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A More details on finetuning

hyperparameter value
mlm probability 0.15
batch size 32
learning rate 0.00002
weight decay 0.01

Table 3: Hyperparameters for finetuning
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