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Abstract
Large language models (LLMs) show extraordinary performance in a broad range of cognitive tasks, yet their
capability to reproduce human semantic similarity judgements remains disputed. We report an experiment in which
we fine-tune two LLMs for Slovene, a monolingual SloT5 and a multilingual mT5, as well as an mT5 for English, to
generate word associations. The models are fine-tuned on human word association norms created within the Small
World of Words project, which recently started to collect data for Slovene. Since our aim was to explore differences
between human and model-generated outputs, the model parameters were minimally adjusted to fit the association
task. We perform automatic evaluation using a set of methods to measure the overlap and ranking, and in addition a
subset of human and model-generated responses were manually classified into four categories (meaning-, position-
and form-based, and erratic). Results show that human-machine overlap is very small, but that the models produce a
similar distribution of association categories as humans.
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1. Introduction

Free word associations are a widely known tech-
nique of researching the human mental lexicon and
have been used well before the emergence of psy-
cholinguistics as a discipline (Galton, 1879). Hav-
ing participants give oral or written associations
to a cue word with as little reflection as possible
may sound like a simple task, but as it turns out
the responses given by different people show great
variation both in the type of semantic relation gov-
erning the cue-response pair (cat -> dog vs. cat ->
black vs. cat -> rat) and the individual association
style (Fitzpatrick, 2007).

Since human associations to a large extent ad-
here to some patterns of semantic, syntactic or
orthographic proximity, the emergence of vector-
space meaning representations and early language
models soon motivated a number of studies com-
paring different notions of relatedness in the human
mental lexicon and that of a language model (see
Section 2).

In this work, we describe an experiment which
follows a similar aim, but for the first time such a
comparison can be performed for Slovene, mostly
because the human association dataset (SWOW-
SL) for this language has been created only re-
cently (see Section 3). We fine-tune two genera-
tive models to perform the task of responding to
the prompt "Which words do you associate with the
word [WORD]?" and select the parameters best

suited to the association generation task. Since our
aim is not to achieve maximum overlap between
human and machine output but to better under-
stand the workings of the artificial semantic space,
we perform a series of evaluations. These include
five different metrics to measure the concordance
between the human and neural responses, and a
qualitative evaluation through manual annotation in
order to analyse the types of associations produced
by humans and the language models.

In short, our key contributions in this work are:

• We construct and describe the first general
dataset for Slovene word associations;

• We are the first to use generative models to
explore word associations in language models;

• We are the first to test and evaluate the associ-
ations as output by generative models, using
quantitative and qualitative methods in both
English and Slovene.

2. Related Work

In recent years, several studies have attempted
to evaluate the ability of vector space models to
represent conceptual organization. Mandera et al.
(2017) perform a detailed evaluation of correla-
tions between human semantic spaces and corpus-
based vector representations, whereby for the for-
mer they use semantic priming, semantic related-
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ness judgements and word associations, while the
vector-space models tested include count (LSA and
HAL) and static neural models, referred to as pre-
dict models (skipgram and CBOW). They find that
predict models, especially CBOW, consistently out-
perform traditional count models, and that the win-
dow size used in training plays a significant role in
the performance of the models. They also report
that a larger training corpus did not necessarily im-
prove the results as in several experiments models
trained on a smaller subtitle corpus outperformed
those trained on UKWaC.

In an experiment by Nematzadeh et al. (2017)
human word associations were compared to near-
est neighbours suggested by word2Vec and GloVe,
and they show that overall correlation is low and
that static word embeddings fail to capture certain
critical aspects of human associations.

The debate about common misconceptions
about what word embeddings do or do not rep-
resent from a cognitive linguistics viewpoint was
continued by Günther et al. (2019). One impor-
tant emphasis, relevant also for our own experi-
ments, is that while neural models are extremely
powerful in producing quantitative representations
of word meaning from (almost exclusively) textual
data, the original idea behind Latent Semantic Anal-
ysis (LSA) was of it being not merely a computa-
tional but an explanatory tool, shedding light to how
“word meanings are acquired through experience”.
For this reason, models trained directly on intro-
spective data generally outperform corpus-trained
ones (De Deyne et al., 2016).

Along similar lines, Jones et al. (2018) point out
that association retrieval in humans is not symmet-
ric, hence cosine distance may not be the best way
to predict association strength. A more recent de-
tailed discussion of the complexity of human asso-
ciative behaviour and neural modelling is provided
by Richie et al. (2022) who also train their GloVe
model on English SWOW (De Deyne et al., 2018)
and achieve good prediction results using a variety
of asymmetric measures.

Although many studies have explored how hu-
man associations are represented in vector space
models, they have all done so through indirect in-
trinsic measures (cosine similarity, probability dis-
tributions). To the best of our knowledge, our study
is the first to directly explore the generation of as-
sociations with large language models. Secondly,
the study is the first to examine the automatic gen-
eration of word associations for Slovene.

3. Datasets

3.1. English SWOW

For the training of the English model we use word
association norms created in the English Small
World of Words project (SWOW-EN, (De Deyne
et al., 2018)). The data set consists of over 12,000
cue words and responses from over 90,000 partic-
ipants, which makes it the largest resource of its
kind for English. Responses were (and still are)
collected through a web interface which presents
association collection as a game, and participants
were recruited via social media, e-mail and univer-
sity websites. Over the years the SWOW project,
originally developed for Dutch, grew into an on-
going world-wide study which currently covers 19
languages, including Slovene.

As a pre-processing step on SWOW-EN, we dis-
carded the cue words which were labelled with a
meaning gloss, as in bat, bat(animal). The data
was split into a training and testing set, whereby
both subsets were sampled proportionally with re-
gard to the PoS frequency.

3.2. Constructing SWOW-SL

The data collection for SWOW-SL1 was supported
by the generous help of Simon De Deyne (Univer-
sity of Melbourne) and Gert Storms (University of
Leuven), the authors of the original SWOW project,
who kindly added Slovene as another language
on the SWOW platform, imported the data for the
experiment and set up the localized web pages de-
scribing the task. The experiment for Slovene is
the same as for other languages; a participant is
consecutively shown 18 cue words and is asked to
contribute up to 3 associations to each. At the end
of the experiment the participant is shown some
preliminary results, such as overlap with other par-
ticipants and basic project statistics.

The selection of cue words for Slovene was
based on the frequency lexicon from the Gigafida
2.0 corpus (Krek et al., 2020), whereby we limited
the part-of-speech for cues to nouns, adjectives,
verbs and adverbs, and then selected lemmas from
the top 500-1500 frequency-ranked items, but re-
moving proper names, acronyms and adjective-
adverb duplicates (e.g. dober - dobro). The data
collection for Slovene started in November 2023
and has reached 671 participants and the time of
writing this article. Our dataset was constructed
with responses up to January 10, 2024. To that
point, each cue word has received responses from
8–10 different respondents, with approximately 17
unique responses per cue word on average.

1https://smallworldofwords.org/sl
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Before dividing the Slovene dataset into testing
and training splits, we apply lowercasing in order to
normalize the responses. Because previous works
(De Deyne and Storms, 2008) have shown that
response categories can vary by the PoS of the cue,
we sample the test (evaluation) set proportionately
from each PoS according to its relative frequency.

Dataset train test
SWOW-en 10.946 611
SWOW-sl 949 51

Table 1: Datasets and data splits. The number
refers to the number of cues.

Table 2 presents the structure of a training ex-
ample for Slovene and English. Both consist of an
immutable input prompt integrating the cue and the
expected output with all the human responses.

4. Experimental Setup

4.1. Models
We employed two state-of-the-art models, namely
SloT5 (Ulčar and Robnik-Šikonja, 2023) and mT5
(Xue et al., 2021). Both models are rooted in
the transformer architecture, characterized by an
encoder-decoder framework, and have been pre-
trained to generate text effectively.

For our experimentation, we utilized prepro-
cessed datasets described in the previous sec-
tion. The SloT5 model was deployed in a mono-
lingual setting, focusing solely on the Slovene lan-
guage version of the dataset. In contrast, the mT5
model, known for its multilingual capabilities, was
trained on a concatenated dataset comprising both
Slovene and English versions, thereby facilitating
a multilingual experiment.

4.2. Evaluation
To assess the trained generative models on how
well they align with human associative networks,
we evaluate 1) the overlap between human and
model responses, 2) the ranking of responses, and
3) the categories of the responses. We employ
five distinct automatic metrics for the first and sec-
ond aspect, and perform manual annotation on a
sample of data for the third aspect.

Automatic Metrics To assess the performance
of our trained generative models, we employ five
distinct automated metrics, including 4 similarity
and 1 distance metric:

1. Jaccard similarity compares the size of the
intersection of two sets to their union, i.e. it

provides a measure of how much overlap ex-
ists between two sets of items with regard to
the whole number of distinct items in both sets.

2. Rank-based Overlap (RBO, Webber et al.,
2010), used especially in information retrieval,
evaluates the similarity between two sets by
considering both the overlap and the ranking
of items. This metric assigns a larger weight
to items appearing higher in the list of the gold
standard (here, our the human responses).

3. Precision and Recall: Conventional met-
rics used to evaluate the accuracy of the re-
sponses.

4. Word Mover’s Distance (WMD, Kusner et al.,
2015) assesses the minimal "transportation
cost" needed to move from one set of word
embeddings to another. We use this metric
to measure semantic similarity beyond direct
word matches, where a lower score means
a shorter distance travelled and thus a more
similar set of words.

To enhance the clarity and interpretability of the
automatic metrics, we also assess each metric on
the overlap of human-generated associations. We
simulate the human subsets by first concatenating
all responses for a specific cue according to their
associative strength. Then, we distribute these
responses into two groups, alternating between
each group for every response in the ranked list.

Manual Annotation of Response Categories
In addition to evaluating the performance of the
trained models with the methods described above,
our aim was to better understand the behaviour
of neural models with respect to the types of re-
sponses they produce. As proposed by (Fitzpatrick,
2007), human associations can be classified into
four broad categories, namely:

• Meaning-based association: x means the
same as y, x and y come from the same lexical
set, x and y have some other conceptual link

• Position-based association: y follows or pre-
cedes x directly or with words between them

• Form-based association: y is x plus or minus
affix, y looks or sounds similar to x

• Erratic association: y has no decipherable
link to x

We first performed a manual annotation of cate-
gories on a random selection of 50 Slovene cues
with human responses. A total of 996 responses
were classified into the above categories by at
least two annotators, followed by a curation phase
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Input Na kaj pomisliš ob besedi umetnik? [What comes to mind when thinking about the word artist?]
Output Najprej pomislim na besede: jaz, galerija, flamenko, slika, slikar, poet, slika, kri, beretka, lev, molitev, oblaki,

dolina šentflorijanska, kreator, barve, pavarotti, len, ljubezen, radost, poslanstvo, čustva, picasso, lepo [I
first think of the words: me, gallery, flamenco, painting, painter, poet, painting, blood, beret, lion, prayer,
clouds, St. Florian valley, creator, colours, pavarotti, lazy, love, joyfulness, calling, emotions, picasso,
beautiful]

Input Which words do you associate with the word arctic?
Output I associate this word with: cold, ice, snow, polar bear, circle, penguin, polar, north, white, tundra, Antarctic,

North Pole, freezing, icy, ocean, penguins, Antarctica, bear, fox, freeze, monkeys, polar bears, pole,
frozen, glacier, iceberg, igloo, roll, air, Arctic circle, Arctic ocean, Aurora, bears, blue, char, chilly, clear,
collapse, conditions, continent, cruise ship, dappled, enema, Eskimo, expedition, explorer, extreme, far, far
away, flexible, free, frigid, frost, hare, icebreaker, lights, monkey, orca, owl, p, pudding, region, resonance,
Russia, sadness, Santa, seals, ship, slicer, snot, snowy, software, spare, spontaneous, temperature, war,
wind, winter, wolf, zone

Table 2: A Slovene and an English training example, consisting of an input prompt integrating the cue (in
bold) and the expected output with all the human responses (in italic)

.

to resolve inter-annotator disagreements. The
inter-annotator agreement between pairs of an-
notators was on average moderate with Cohen’s
Kappa score of 0.507, but the values varied greatly
amongst pairs ranging from meager 0.147 to 0.80.
Since the annotators were students who were given
only a brief training before the actual annotation,
many inconsistencies were resolved later through
discussion and curation. On the other hand the task
itself is somewhat ambiguous as many responses
could legitimately be assigned several categories.

The category frequencies of human responses
by cue part-of-speech are given in Table 3. Over
one half of responses fall into the meaning-based
category, with verbal cues deviating from the typi-
cal distribution of categories by favouring position-
based associations. It would appear that verbs as
cues are stronger triggers for collocational patterns
than other part-of-speech.

A similar classification of responses was then
performed for a randomly selected set of 10 cue
words for all three evaluated models: SloT5, mT5-
SL and mT5-EN.

PoS Erratic Form Meaning Position
Adj 12 13 72 60
N 52 27 311 114
Adv 19 2 68 27
V 16 15 71 117
Total 99 57 522 318

Table 3: Categories in human annotated associa-
tions by PoS of the cue word

5. Results

To fine-tune the SloT5 and mT5 models for our spe-
cific research task, we employed a consistent set

of hyperparameters across both SloT5 and mT5
models. These included a learning rate of 5×10−5,
a training span of 10 epochs, a batch size of 8,
and the AdamW (Loshchilov and Hutter, 2019) op-
timizer.

For the inference phase, careful consideration
was given to the selection of parameters with the
aim of preserving the model parameters (i.e. the ex-
isting network and representations) at their default
values and adjusting them only slightly to obtain
structurally sound outputs and to reduce repetitive
behaviour from the models. The parameters con-
figured were as follows: sampling was enabled to
introduce variation in the outputs, the maximum se-
quence length was set to 128 tokens, the top-k sam-
pling was disabled to prevent constraining the sam-
pling space, a repetition penalty of 1.2 was applied
to diminish redundancy in the text generation, and
the nucleus sampling threshold was established at
0.8 to manage the diversity of the generated con-
tent.

5.1. Evaluation
Automatic Metrics The automatic evaluation of
results shows extremely low overlap between the
human word associations and the model-generated
word associations. As shown in Table 4, the over-
lap, ranking and semantic similarity of responses
is much higher for human subsets than for any
of the trained generative models. Note that the
deviations are much higher for the Slovene human-
human subsets due to the small size of the dataset.
Overall, the multilingual model performs marginally
better on the English than on the Slovene dataset
according to Jaccard, Precision, and WMD metrics.
On the other hand, between the monolingual and
multilingual T5 model for Slovene, the monolingual
performs much better, achieving a higher score on
all the five metrics.
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model RBO Jaccard Precision Recall WMD

SL

human 0.22 ±0.17 0.15 ±0.1 0.24 ±0.15 0.24 ±0.15 0.76 ±0.15
sloT5 0.05 ±0.06 0.03 ±0.03 0.05 ±0.04 0.09 ±0.07 0.95 ±0.06
mT5 0.02 ±0.08 0.01 ±0.02 0.03 ±0.06 0.02 ±0.03 1.05 ±0.05

EN
human 0.43 ±0.08 0.3 ±0.05 0.46 ±0.06 0.46 ±0.06 0.3 ±0.07
mT5 0.03 ±0.04 0.04 ±0.02 0.13 ±0.08 0.05 ±0.03 0.95 ±0.05

Table 4: Results of automatic metrics for word associations overlap and their standard deviations. In
bold: overall best score by trained models, underlined: best score on the Slovene dataset. Note that for
WMD, which is a distance measure, a lower score is better.

Manual Evaluation Manual annotation of re-
sponses (see Table 5) produced by the models first
revealed a much higher ratio of erratic responses
(human 0.11 vs. 0.47-0.61 in models). Erratic re-
sponses are those where no meaningful relation
or connection between the cue and response can
be found, and such responses are typically rare in
humans. Conversely, around a half of the models’
associations are relatively far-fetched and thus la-
belled as erratic, and we can associate the ratio of
erratic responses with the overall performance of
the model rendering SloT5 as the winner amongst
the three.

• SloT5: napisati [write] -> pes [dog], še [still],
pisk [whistle], stranica [edge], informatika [in-
formatics], ...

• mT5-SL: napisati [write] -> pravijo [they say],
slikovati [unknown word], dogovoriti [arrange],
požičiti [unknown word], obrazi [faces], ...

• mT5-EN: ecological -> white, creole, furry,
cheerful, lively, instinctive, dark, ...

For the other three categories, Form-based,
Meaning-based and Position-based respectively,
the distribution of the models’ responses is sur-
prisingly similar to human categories, with very
few form-based responses and a good measure of
meaning-based ones (see Figure 1).

Another observation concerning the output of
the SloT5 and mT5-SL models is the occurrence of
unknown (invented) words as responses to cues.
While the SloT5 model hardly ever forms an unex-
isting word (0.01%), in the mT5 model every 5th

response is a newly created word (e.g. ključak,
obkreče, kuzko, nadvid, slikovati, požičiti, snemeti,
avtores, pohnost, ....

6. Discussion

Since the purpose of our experiment was to com-
pare the associative behaviour of fine-tuned mono-
and multilingual models with human association
norms, low overlap between them does not neces-
sarily mean failure. Thus, we did not use the now-
popular instruction-based large language models

Figure 1: Distribution of categories in human re-
sponses and the three models

model Erratic Form Meaning Position
human 0.11 0.02 0.53 0.33
SloT5 0.47 0.02 0.34 0.16
mT5-SL 0.61 0.02 0.20 0.17
mT5-EN 0.51 0.03 0.21 0.12

Table 5: Distribution of categories in human re-
sponses vs. trained models

because they do not align with our experiment goal.
In our experiment, we deliberately preserved model
parameters at default values and see the results
obtained as a kind of a baseline for a new language,
for which no such study had been performed be-
fore.

The results for word associations overlap are
generally low, but consistently best with the mono-
lingual SloT5 model. Results also show that a much
larger set of training data, which was the case for
English, does not improve the alignment with hu-
man responses - in either the English or Slovene
inference task.

The manual classification of human responses
and predictions into categories shows that the mod-
els behave in a manner rather similar to humans in
that they generate - if not erratic - mostly meaning-
based associations which entail synonyms, hypo-
and hypernyms and other more loosely related
words (e.g. natančno [exact] -> točno [precise],
umetnost [art] -> igra [play], partner [partner] ->
odnos [relationship]). Similar to human norms,
predicted words for verbal cues contain a slightly
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higher number of position-based associations (e.g.
napisati [write] -> odgovor [reply], knjigo [book],
besedilo [text]). We speculate that the fact that
the multilingual mT5-SL generated a high number
of non-existing words in the erratic category, com-
pared to both SloT5 and mT5-EN, is due to a lower
quality and quantity of pre-training data.

Our research is limited in that it uses a rather
small dataset for Slovene, where the number of
human responses collected for each cue is con-
siderably lower than for English. Later versions of
the dataset may prove better in this respect. An-
other limitation is that tha manual annotation com-
prised only a relatively small random sample of
responses, so that the overall distribution might
be different for a more representative sample. We
also assume that results would be different when
employing newer and larger language models.

7. Conclusion

The first contribution of our work is the creation of
a new resource, the first version of SWOW-SL con-
taining human associations to 1000 Slovene cues
contributed by over 600 participants, and created
under the auspices of the "parent" Small World
of Words project (De Deyne et al., 2018). We
then use this dataset to fine-tune a monolingual
T5 and a multilingual mT5 model (as well as an
English one for comparison) for the word associ-
ation task, but without attempting to optimize the
parameters. The predictions of the models are eval-
uated using 4 automatic metrics, namely Jaccard,
rank-biased overlap, precision and recall and Word
Mover’s Distance. Results show that the overlap
between human and model-generated responses
is very low, and that the better model for Slovene
is the monolingual one. A manual classification
of responses into categories is performed in order
to better understand the behaviour of the models.
While all models generate a high number of er-
ratic responses (between 47 and 61 percent), the
distribution of meaningful responses amongst the
meaning-based, position-based and form-based
categories closely resembles human norms.
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