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Abstract
Stories are central for interpreting experiences,
communicating, and influencing each other
via films, medical, media, and other narra-
tives. Quantifying the similarity between sto-
ries has numerous applications including detect-
ing IP infringement, detecting hallucinations,
search/recommendation engines, and guiding
human-AI collaborations. Despite this, tradi-
tional NLP text similarity metrics are limited
to short text distance metrics like n-gram over-
laps and embeddings. Larger texts require pre-
processing with significant information loss
through paraphrasing or multi-step decomposi-
tion. This paper introduces AIStorySimilarity,
a novel benchmark to measure the semantic dis-
tance between long-text stories based on core
structural elements drawn from narrative the-
ory and script writing. Based on four narrative
elements (characters, plot, setting, and themes)
as well 31 sub-features within these, we use
a SOTA LLM (gpt-3.5-turbo) to extract and
evaluate the semantic similarity of a diverse
set of major Hollywood movies. In addition,
we compare human evaluation with story simi-
larity scores computed three ways: extracting
elements from film scripts before evaluation
(Elements), directly evaluating entire scripts
(Scripts), and extracting narrative elements
from the parametric memory of SOTA LLMs
without any provided scripts (GenAI). To the
best of our knowledge, AIStorySimilarity is
the first benchmark to measure long-text story
similarity using a comprehensive approach to
narrative theory. All code, data, and plot image
files are available at https://github.com/
jon-chun/AIStorySimiliarity.

1 Introduction

Stories and narrative are universally used by hu-
mans to communicate, interpret, store, and react
to the world around them (Boyd, 2017) (Schreiner
et al., 2017). When organized within a narrative
framework, information can be more readily under-
stood, stored, and recalled (Zdanovic et al., 2022).

Beyond traditional fiction, researchers are now ap-
plying narrative theory to enhance medicine (Coret
et al., 2018), law (Jiang et al., 2024b), business
(Rees, 2020), and national identity rhetoric (Sweet
and McCue-Enser, 2010). Narratives show im-
mense potential for emotional persuasion (Lehnen,
2016) and, when used in combination with emo-
tionally intelligent AI (Broekens et al., 2023), are
classified as high risk by the EU AI Act (EU (Par-
liament) - and Jaume Duch Guillot, 2023).

A number of traditional NLP subtasks relate to
stories and narratives, both for analysis and gener-
ation. Analysis is typically restricted to short-text
lengths from approximately one sentence to several
paragraphs at most (e.g. MoverScore, BERTScore,
QAEval). NLP tasks include identifying sentiment,
topics, characters, dialog, and events. Long texts
can be analyzed with a sequential sliding-window
of short-text substrings. This enables the extraction
of distributed narrative elements from long texts
including character social networks (Bost and La-
batut, 2019), event timelines (Zhong and Cambria,
2023) or plot related information like diachronic-
emotional arcs (Chun 2018) and narrative crux
points (Elkins 2022).

Most traditional NLP techniques like sentiment
classification, NER, and POS limit story analysis to
relatively short texts. However, the introduction of
the Transformer architecture (Vaswani et al., 2017)
and rapid progress in LLM performance since the
launch of ChatGPT (OpenAI, 2022) has revolution-
ized NLP. While smaller traditional models like
BERT and BART can still be competitive for struc-
tured narrow tasks like NER (Paper with Code,
2024a) and POS (Papers with Code, 2024b), LLMs
generally dominate the NLP leaderboards (Guo
et al., 2023). More importantly, trained on tril-
lions of tokens of language, LLMs have acquired a
fluency, coherence, common-sense reasoning, ex-
pressiveness, and creativity with natural language
that enable new, more complex and open-ended
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NLP tasks like human-level story generation (Xie
et al., 2023) and analysis (Chun and Elkins 2023).

However, there are serious limitations to trying
to understand long-text stories by using short-text
NLP techniques over a sequence of sentences or
paragraphs. Authors, readers, and IP lawyers gener-
ally evaluate stories at higher levels of abstractions
that escape short-text decomposition techniques
or suffer information loss in the process. Power-
ful narrative elements like character arcs, themes
and complex plot devices are often latent, implied,
and disseminated throughout the text and require a
global unified perspective to identify, extract, and
analyze. Narrative theory and screenwriting con-
ventions provide conceptual frameworks for de-
scribing and capturing these essential structural
elements inherent in stories.

Film studies, Narratology (Berhe et al., 2022)
and script writing best practices (Mckee, 1997; Sny-
der, 2005; Truby, 2007) decompose narrative struc-
tures and elements into different narrative elements.
Characters including relationships and motivations.
Plot is the sequence of events in the story. Set-
tings involve not only time and place, but other
aspects like culture. Themes are central ideas and
messages. Character arcs track the transformation
of characters over the course of the story in re-
sponse to events. Dialog collectively is the spoken
words and interactions that reveal personality, re-
lationships and advance the plot. Classification of
narrative elements are flexible. A simpler frame-
work could combine character, character arc and
dialog into one broader concept of character. Ar-
guably least intuitive, themes are the big ideas and
messages that provide deeper meaning, emotional
connection and purpose like good vs evil, life finds
a way, or love endures.

A variety of NLG subfields try to leverage hal-
lucination as a creativity control in story genera-
tion (Chieh-Yang et al., 2023), creative writing (Ip-
polito et al., 2022), and screenwriting (Mirowski
et al., 2022). Text generation (CTG) is focused
on controlling the creative process including more
precisely directing the degree and type of halluci-
nations (Zhang et al., 2022). This could enhance
human-AI interactions from better human-AI cre-
ativity collaboration to more engaging chatbots.

A relatively recent and small set of researchers
have begun focusing on the positive value LLM
hallucinations can bring in the form of creativity
or ‘confabulation’ (Sui et al., 2024). This growing
perspective warrants a survey of hallucination from

a creative perspective (Jiang et al., 2024a), and new
applications are being identified like contrastive
dataset generation (Yao et al., 2023). The all rely
upon upon semantic distance metrics.

The use case of quantifying intellectual property
infringement of copyrighted works illustrates the
concept of narrative ‘similarity’. IP infringement
upon written work like movie script involves two
tests of ‘substantial similarity’. The intrinsic test
is an analysis of identifiable properties like charac-
ter, plot points, and themes. The extrinsic test is a
more subjective analysis of whether an “ordinary
person” would recognize such similarities (Helfing,
2020). Unlike the high-profile NYTimes-OpenAI
lawsuit claiming perfect word-for-word reproduc-
tions (Pope, 2024), most infringement cases have
historically fallen in this gray zone of ‘substan-
tial similarity’. Many more cases may arise either
accidentally or intentionally as generative AI be-
comes a mainstream content creation- and creative
collaboration-tool. There is therefore a pressing
need to formalize a semantic similarity metric for
narratives. The main contributions of this paper
are:

· AIStorySimilarity, the first narrative semantic
similarity benchmark using a scoring rubric based
on formal narrative structural elements. · Evalua-
tion of three common comparison methodologies to
measure the similarity between test and reference
film narratives on a) parametric memory [GenAI],
b) extracted narrative elements [Elements] and c)
unprocessed scripts [Scripts]

· A benchmark with broad application for detect-
ing IP infringement of copyrighted works, film/nov-
el/narrative search and recommendation engines,
detecting hallucinations, and guiding creativity
with extensive reporting for human-in-the-loop ex-
plainability and verification.

2 Related Work

SemEval22 Task 8 evaluated the semantic distances
between news stories in order to move to more
complex semantic metrics. Many entrants used
text representations like TF-IDF derived from tra-
ditional low-level syntax features (Jobanputra and
Rodríguez, 2022), but others used features based on
higher-level abstractions like narrative schemas and
writing style (Chen et al., 2022). However, many
of NLG evaluations using high-level abstractions
like empathy and style (Shen et al., 2024) and the
narrative theory of Labov and Waletzky (Levi et al.,
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2022) focus on creating novel annotated training
datasets (Chaturvedi et al., 2018). The 6th An-
nual Workshop on Narrative Extraction from Text
(Campos et al., 2023) survey papers provide a con-
temporaneous overview of some of the more recent
approaches to extracting narrative elements from
text (Zhu et al., 2023).

Beyond AI text generation, SOTA LLMs like
GPT3.5 and GPT4o are increasingly used as prox-
ies for human evaluators in open-ended, reference-
free NLG tasks (Li et al., 2024). They provide bene-
fits of speed, scalability, and cost savings alongside
increasingly human-level or better performance
(Hada et al., 2023; Ke et al., 2024; Wang et al.,
2023). This LLM-as-judge trend (Thakur et al.,
2024) is evident in various NLP tasks, such as
evaluating the quality of generated stories, assess-
ing the effectiveness of adversarial attacks, and
grading the comprehensibility of disordered speech
transcriptions (Chiang and yi Lee, 2023; Tomanek
et al., 2024). For instance, the MT-Bench frame-
work demonstrates a strong 80% agreement be-
tween LLM evaluations and human judgments in
assessing model performance (Zheng et al., 2023).

For semantic text similarity, LLMs are shown to
be more aligned with humans than any other metric
(Aynetdinov and Akbik, 2024). However, precau-
tions must be taken to avoid biases like a model’s
preference for evaluating its own generated con-
tent (Chhun et al., 2024). Moreover, challenges
remain in areas of trust and safety (Reiter, 2024)
and problems exist with human evaluations them-
selves (Elangovan et al., 2024; Gao et al., 2024).
Despite these limitations (Bavaresco et al., 2024),
LLMs show promise in augmenting and even re-
placing certain types of human evaluations given
continual advances in AI.

At higher levels of abstraction, a variety of re-
search areas relate to text similarity. This includes
subfields that rely upon structural elements for auto-
matic story generation (ASG) or for automated es-
say scoring (AES). Traditionally, these fields have
used a combination of human evaluators, human-
annotated references, and more general NLP met-
rics like coherence (Guan et al., 2021). In addi-
tion, more formal structural approaches generate
or evaluate more diffuse global features like nar-
rative frameworks (Wang et al., 2022), readabil-
ity (coherence, fluency, simplicity), and adequacy
(faithfulness, informativeness) (Hu et al., 2024).
Emphasis on story similarity between reference
and test works relate to plagiarism detection, intel-

lectual property infringement, movie recommen-
dation and search engines, hallucination detection
(Huang et al., 2023; Ye et al., 2023) and measuring
creativity in derivative works. AIStorySimilarity
leverages an abstract structural approach using nar-
rative theory with similarity metrics using SOTA
LLMs.

3 Methods

3.1 Dataset

To provide a reference to assess the accuracy of
similarity scores and relative rankings, a human
expert selected a dataset of 9 popular Hollywood
films they ranked as shown in Table 1. “Raiders
of the Lost Arc”, a 1981 summer hit, was selected
as the reference film and 8 other test films were
selected in order of decreasing similarity. This in-
cluded a. the 1984 and 1989 Indiana Jones sequel
films, b. three other adventure genre films with his-
torical artifact themes, and c. three very different
non-adventure genre films (romantic drama, black
comedy, and musical). All scripts are ingested
as plain text complete with character name, dia-
log, scene headings, action, and other annotations
where available (see ./data/film_scripts_txt).

Sim. Genre Name Year Rank
ref Adventure Raiders of the

Lost Ark
1981 -

1 Sequel #1 Indiana Jones
and the Temple
of Doom

1984 2

2 Sequel #2 Indiana Jone
and the Last
Crusade

1989 2

3 Adventure National
Treasure

2004 10

4 Adventure Laura Croft
Tomb Raider

2001 14

5 Adventure The Mummy 1999 8
6 Romantic

Drama
Titanic 1997 7

7 Black
Comedy

Office Space 1999 133

8 Musical La La Land 2016 83

Table 1: Films similar to Raiders of the Lost Ark

Most films were selected by popularity as mea-
sured by box office gross (The-Numbers.com,
2024), critical reviews (Tomatoes, 2024) and/or
pop culture influence (e.g. Tomb Raider video
game tie-ins). These criteria ensure most films are
well represented in LLM training datasets that in-
clude Wikipedia, movie scripts, and movie review
websites. The least popular film, Office Space, was

163



included to be used as a stress test check against
hallucination as described in section 3.5.

3.2 Comparison Methods and Narrative
Source

Figure 1: Three Comparison Methods

Each of the 8 test films was compared to the
reference film to evaluate the semantic differences
using one of three different techniques as shown
in Figure 1. First [GenAI]: the SOTA LLM was
only provided the names of the reference and test
films and asked to evaluate similarity based upon
knowledge of both films from parametric memory
using the narrative scoring rubric. Second [Ele-
ments]: narrative elements and sub-features were
extracted from full-text movie scripts and extracts
were evaluated for similarity using the narrative
scoring rubric. Third[Script]: full-text scripts of
both the reference and test films were evaluated for
similarity without providing the narrative scoring
rubric.

Figure 2: Narrative Similarity Rubric

Similarity comparison methods 1 (Elements) and
2 (GenAI) asked the SOTA LLM-as-judge to pro-
vide detailed similarity scores and explanations
based on the narrative rubric shown in Figure 2.
The extra step to extract and compare individual

elements in method 2 Elements was akin to an
explicit chain of prompts focusing on a two-step
evaluation process. The relative performance of
method 1 using only the extracted concise sum-
maries of narrative elements provided an advantage
over providing the entire scripts either explicitly
(via method 3 Scripts) or implicitly (via method
2 GenAI). Evaluation method 3 (Scripts) was to
see how well just providing raw film scripts and
relying upon the SOTA LLM to come up with its
own similarity evaluation metrics performed. That
is, are the SOTA LLMs so capable they need no
explicit scoring rubric to perform well?

The four major narrative elements in the scor-
ing rubric consist of 6-10 sub-features as shown
in Figure 2. Preliminary tests showed noticeable
improvements when decomposing narrative into
coherent and focused individual elements over just
one large prompt combining all elements and sub-
features. The four elements can also be ranked
by an approximate order of complexity: Setting
(facts), Plot (categorized and properly sequenced
events), Character (facts, inferences, and analysis),
and Themes (fuzzy categorizations, prioritization,
and close readings that require the most abstract
thinking and understanding of pragmatics).

The characters narrative element stands out
because it contains the most disparate features
in terms of type and analysis required. Name,
role, backstory, and even strengths/weaknesses are
largely factual. Psychology, beliefs and motiva-
tions add potentially complex interpretations of
characters that are informed not only by descrip-
tions, dialog, and actions but also by constructing
mental models of internal personalities and drives
that are informed by contextual clues, themes, and
more abstract and interrelated sub-features and text.
Finally, social dynamics and character arcs add the
dimension of time and more interrelated aspects
of text and narrative. It’s not uncommon for di-
alog, social dynamics, and arc to be considered
separate from characters, but we wanted relatively
balanced elements while tracking these character-
related topics. Dialog was sufficiently complex and
difficult to concisely/comprehensively parameter-
ize as a metric that it was left off in this iteration.
Initial tests showed it added significant complex-
ity, prompt task distraction, and resulted in lower
signal/noise similarity scoring.
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3.3 Models and API

Preliminary testing showed little to no difference
between OpenAI gpt-4o and gpt-3.5-turbo, so
GPT3.5 was selected as our SOTA LLM used to
evaluate similarity for all three scoring methods.
It was also used to extract narrative elements in
the pre-processing stage for the second comparison
method [Elements]. To check against hallucina-
tions, two leading SOTA commercial models at the
time of this paper, Claude 3.5 Sonnet and GPT4o,
were used to validate factual accuracy as described
below. In addition, these two SOTA models were
used to provide a naive baseline similarity ranking
for all 8 test films with a single prompt (without
scripts or a narrative rubric).

Each API call was de novo with no memory or
personal history. All OpenAI playground and chat
UI interactions had personalization memory dis-
abled and each was submitted afresh after every
response to the previous prompt. Prompts were
injected with a unique randomized string to avoid
possible server-side caching when repeatedly sam-
pling with the same prompt to collect sample sets
of n = 30. Finally, inference hyperparameters
were set as temperature = 0.7, top_p = 0.5, and re-
sponse_format = ‘json_object’. Initial exploratory
analysis of temperature values = 0.1, 0.3, and 0.5
did not produce similarity score distributions with
informative statistical spread values (e.g. IQR and
std) to gauge confidence levels.

3.4 Prompts

Prompts were created to evaluate the semantic
similarity between the reference film and 8 test
films. The rubric to score overall similarity in Fig-
ure 2. is based on 4 main narrative elements and
31 sub-features. Narrative elements include char-
acters, plot, setting and themes with excellent re-
sults which each have between 6-10 sub-features
as shown. The common anatomy of all prompts is
shown in Figure 3 using the ‘plot’ element. The full
text of these four principal prompts can be found
in Appendix A.

Two variations of this set of 4 prompts were cre-
ated: one for evaluation and one for extractions
(used only for method 2 Elements). The evalua-
tion prompt asked the LLM to estimate a similarity
score (0-100) for each narrative element ‘overall’
and similarity scores for each of the associated sub-
features in Figure 2. LLMs were prompted to pro-
vide an open-end ‘reason’ to justify each similarity

Figure 3: Prompt Template

score.
Eight extractions and comparisons were made to

measure the similarity between the reference film
and 8 test films. Extractions were run once for all
four elements across all 8 reference-test compar-
isons (32 API calls). Evaluations of story similarity
were run 30 times for each 4 narrative elements
across all 8 reference-test comparisons for a total
of 960 API calls. The cl100k_base tokenizer used
by GPT3.5 and GPT4, request token counts varied
by comparison method, approximately 1250 for
GenAI and 2200 for Elements. Scripts were con-
verted to plain text and attached along with scoring
prompts for the Script method.

4 Results

4.1 Overview

The oversized Table 2 in Appendix B compares
narrative semantic similarity between the reference
film ’Raiders of the Lost Ark’ and eight other films.
Horizontally, a human expert ordered films left
to right from most to least similar in groups of a.
two sequels (light yellow), b. three other adven-
ture genre films (medium yellow), and c. three
different genre films (dark yellow). Ordering films
within each group is based upon the expert’s multi-
ple viewing and intimate familiarity of narrative ele-
ments. For example, As a epic disaster film, Titanic
shares dramatic elements with the adventure genre.
The black comedy shares constant sublimated ten-
sion and conflict with adventure films. Finally,
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the relatively emotional and generally light-hearted
nature of song-and-dance musical was judged the
least similar. Human similarity is simply the rank
ordering of similarity distance between each film
and the reference film in the row labeled ’Human
Similarity-Title’.

In three groupings vertically, AIStorySimilar-
ity’s three similarity methods (Elements, GenAI,
Scripts) of AIStorySimilarity are compared 1.
Across each row, LLM-as-a-judge similarity scores
for each method overall as well as broken out by
the four constituent narrative elements (character,
plot, setting, themes) are listed.

Individual cells give similarity scores (0-100)
between the reference film ’Raiders of the Lost
Ark’ and the film atop each column. The row in-
dicates which combination of ’Similarity Method’
and ’Narrative Element’ the score corresponds to
using the AIStorySimilarity rubric in Appendix A.
The similarity score in each cell is based on the
mean of 30 samples. Because the Script method
proved to be the least reliable, only one film was
analyzed from each of the three groups of films
(sequels, adventures, and non-adventures) to verify
general alignment with human evaluation.

The colored cells in Table 2 highlight the exact
points of major differences between human and
LLM-as-a-judge similarity ranking using the AIS-
torySimiliary rubric. These three types of errors
are color-coded as follows:

• Red cells indicate similarity scores below hu-
man expert ranking

• Green cells indicate scores above human rank-
ing

• Orange cells count as errors to penalize the
excessive use of ties

The row of blue cells reflect the overall similarity
scores for Elements characters were 80.00 across
all models and n=30 iterations. All other Element
values appeared correct and well distributed as did
characters similarity scores for GenAI and Scripts.
Several prompt variations were used to try to cor-
rect this, but no OpenAI API response changed this
value. We note this anomaly here for completeness
and as a point for future investigations.

Surprisingly, the similarity scores least aligned
with the human expert are those produced by first
extracting all the elements before doing a compari-
son using method 1 Elements in Table 2. As seen

in the similarity plots, this extraction step removes
all contextual script information, which results in
less nuanced and more narrowly clustered scores.
This narrowing of values, combined with both the
inevitable information loss in extraction and the
inherent noise in natural language descriptions, re-
sults in 37.5% total ranking errors compared to
human expert ranking. The gaps between different
similarity values are dramatically narrowed using
the Elements method extraction. Despite numerous
misorderings, the magnitude of score differences
are relatively small compared to the other two meth-
ods.

In contrast, GenAI method similarity scores
across all four narrative elements and 8 test films
only had 2/32 or 6.25% total errors in ranking. Us-
ing a stricter definition of error to mean any mis-
ordering to compensate for the reduced test set of
only 3 films, the Script method had an approxi-
mately equivalent total ranking error rate is 2/12 or
17%.

Based upon overall results in section 4.1, we
remove the Elements method from further con-
sideration and focus on comparing the similarity
scores from the remaining two methods: GenAI
and Scripts. All eight test films’ similarity scores
are shown in radar charts for both these methods
in Figure 4 and Figure 5 respectively. The spokes
represent similarity scores for the four narrative
elements with the top vertical spoke represents the
overall similarity scores.

Despite the better alignment with human experts
for this test case, the GenAI method is not a univer-
sal solution for measuring story similarity. Notably,
GenAI depends upon stories being evaluated that
are well represented in the training dataset and para-
metric memory. Where this is not true (e.g. de novo
generated narratives or recently released films after
the training date cutoff), the other two methods are
required. The choice between the Elements and the
Scripts methods involves a series of trade-offs be-
tween stability, control, privacy, cost, performance,
local edge applications, and other lesser factors.

High-res vector image files of all plots and fig-
ures are directly available in the subdirectory at
https://github.com/jon-chun/AIStorySimiliarity/
data/.

4.2 Comparing Similarity Scores
Results for GenAI in Figure 4 show a nice grada-
tion in similarity score across the test films with
“Raiders of the Lost Ark”. The eight films gener-
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Figure 4: Full GenAI Similarity Scores

ally cluster by similarity in three groupings already
noted: two sequels (largest polygons), three unre-
lated adventure genre films, and the three unrelated
genres (smallest polygons). Plot is the most similar
narrative element across all films, perhaps due to
the near ubiquitous strong hero’s journey in Holly-
wood films targeted at mass audiences. In contrast,
Themes reflect the greatest diversity with the low-
est similarity scores. This aligns with the earlier
idea that Themes is the most abstract, subjective,
and artistically unconstrained of the four narrative
elements. Most importantly, we get a nice spread
along the ‘noon’ overall similarity axis demonstrat-
ing AIStorySimilarity to make both coarse- and
fine-grained distinctions between very similar (se-
quels), similar (adventure), and dissimilar (non-
adventure) films.

Figure 5: Sampled Script Similarity Scores

Using SOTA LLMs as a judge, the Script method
does a relatively good job in similarity scoring
when presented with clearly different films as
shown in Figure 5. In this case, both the refer-
ence and test film scripts were fed into GPT3.5

with no rubric and with only minimal prompting
to estimate impromptu similarity scores (0-100).
Figure 5 shows a clear distinction between a se-
quel and adventure film vs a non-adventure film.
However, there is poor discrimination between the
sequel and adventure film. This suggests that min-
imalist prompting without an explicit evaluation
rubric (e.g. AIStorySimialrity) may be limited to
distinguishing between fewer and more distinct
films

4.3 Comparing Rankings

The three bar charts in Figure 6 through Figure 8
visualize all 3 methods AIStorySimilarity uses to
compute overall similarity scores. As mentioned
in section 4.1, the Elements method first decom-
poses film scripts into distinct narrative elements
before scoring. This appears to remove rich con-
textual information required to draw sharp distinc-
tions. This lowers discrimination power resulting
in more ranking errors. In contrast, both gener-
ating elements from parametric memory (GenAI)
and manually providing copies of scripts (Scripts)
result in smoother gradations between films and
sharp boundaries between the 3 categories of test
films.

Figure 6: Full Elements Overall Similarity Scores

Figure 7: Full GenAI Overall Similarity Scores
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Figure 8: Sampled Scripts Overall Similarity Scores

5 Conclusion

AIStorySimilarity presents a novel story similarity
metric and benchmark based upon narratology and
best practices in screenplay writing. This bench-
mark overcomes limitations with traditional text
and story similarity metrics and has many poten-
tial real-world applications including search/recom-
mendation engines, IP infringement detection, and
guided creative AI-collaboration. Three compar-
isons methods are tested and evaluated including
1. preprocessing scripts to extract concise narra-
tive elements (Elements), 2. using LLM parametric
memory with a narrative rubric (GenAI), and 3.
providing full-text scripts with a narrative rubric
(Scripts). For these famous Hollywood films, the
GenAI method proved most aligned with the hu-
man expert. However, the other two methods (Ele-
ments and Scripts) may be required for narratives
that do not exist in parametric memory or are sub-
ject to other practical constraints like cost and pri-
vacy. In our test dataset, results demonstrate SOTA
LLMs have a good innate sense of popular Hol-
lywood films, narrative theory, and can produce
results in strong alignment with human experts.

6 Limitations

Three major limitations of this study are the size/-
diversity of the film test dataset, the number/size of
LLMs tested, and the types of narrative under study.
This paper introduced and tested a simplified set of
eight test films with clear degrees of similarity to
the reference film. With the utility of AIStorySimi-
larity thus demonstrated, the method should next
be stress tested with a much larger and diverse set
of test films.

Our current test set did not have enough data or
diversity to explore in close detail how our method-
ology evaluates similarity for semantically very dif-
ferent films or how it distinguishes between a much
broader set of genres, or how it categorizes genres

and edge cases that are difficult to classify. For
example, some genres like musicals and comedies
frequently blend aspects of other genres like adven-
ture and romance. Additionally, non-conventional
film styles, such as art house, postmodern, and ab-
surdist cinema, are less suited to this approach due
to their often fragmented narratives, experimental
techniques, and resistance to traditional storytelling
conventions.

The strong performance of the commercial
SOTA models (GPT3.5, GPT4o and Claude 3.5
Sonnet), raises questions how well small open
LLMs can perform under the demands and com-
plexity of interpreting more abstract narrative ele-
ments and structures. Finally, measuring the narra-
tive distance for different forms of narratives like
those in medical histories, and financial reporting
will require customizing the scoring rubric.

This paper limited itself to a focused study of
prototypical Hollywood big-budget films across
several genres based upon textual scripts. The au-
thor is currently expanding this work to work with
stories that are multimodal (e.g. video/image, mu-
sic, and voice) as well as from different cultures
and semantic representations.
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A Appendix A: Prompt to Compare Narrative Element of Characters

###REFERENCE_ELEMENT
{ r e f e r e n c e _ e l e m e n t }

####TEST_ELEMENT :
{ t e s t _ e l e m e n t }

###PERSONA:
You a r e a world −famous n a r r a t o l o g i s t and s u c c e s s f u l f i l m s c r i p t w r i t e r

.

###ELEMENT_FEATURES
Name : F u l l name of c h a r a c t e r
Role : C l a r i f i e s t h e c h a r a c t e r ' s f u n c t i o n w i t h i n t h e s t o r y , whe the r

t h e y a r e d r i v i n g t h e a c t i o n , s u p p o r t i n g t h e p r o t a g o n i s t , o r
c r e a t i n g o b s t a c l e s .

B a c k s t o r y : Th i s a t t r i b u t e h e l p s t o u n d e r s t a n d t h e f o r m a t i v e
e x p e r i e n c e s t h a t shaped each c h a r a c t e r , p r o v i d i n g i n s i g h t s i n t o
t h e i r m o t i v a t i o n s and b e h a v i o r s .

S t r e n g t h s : H i g h l i g h t s u n i que a b i l i t i e s and p r o f i c i e n c i e s ,
d i s t i n g u i s h i n g c h a r a c t e r s by t h e i r s p e c i f i c t a l e n t s and e x p e r t i s e .

Weaknesses : Humanizes c h a r a c t e r s by r e v e a l i n g v u l n e r a b i l i t i e s and
p e r s o n a l c h a l l e n g e s , making them more r e l a t a b l e and m u l t i −
d i m e n s i o n a l .

Psycho logy : Uses p e r s o n a l i t y a s s e s s m e n t s , such as t h e Big 5 OCEAN (
Openness , C o n s c i e n t i o u s n e s s , E x t r o v e r s i o n , A g r e e a b l e n e s s ,
N e u r o t i c i s m ) model , t o o f f e r d e e p e r i n s i g h t i n t o c h a r a c t e r t r a i t s .

B e l i e f s : O f f e r s a window i n t o t h e e t h i c a l and mora l framework g u i d i n g
each c h a r a c t e r ' s d e c i s i o n s , c r u c i a l f o r u n d e r s t a n d i n g t h e i r

a c t i o n s i n mora l di lemmas .
M o t i v a t i o n s : D e s c r i b e s what d r i v e s t h e c h a r a c t e r t o a c t , i n c l u d i n g

d e s i r e s , f e a r s , and g o a l s .
Soc i a lDynamics : E x p l o r e s t h e n a t u r e o f i n t e r a c t i o n s between

c h a r a c t e r s , which can be p i v o t a l i n c h a r a c t e r deve lopmen t and p l o t
p r o g r e s s i o n .

Arc : Summarizes how t h e c h a r a c t e r changes o r grows f o r b e t t e r o r
worse ove r t h e s t o r y i n r e s p o n s e t o e v e n t s , d e c i s i o n s , and a c t i o n s

t a k e n

###INSTRUCTIONS :
You a r e a world −famous n a r r a t o l o g i s t and s u c c e s s f u l f i l m s c r i p t w r i t e r
so p r e c i s e l y and c a r e f u l l y t h i n k s t e p by s t e p t o
COMPARE t h e s i m i l a r i t i e s be tween t h e a t t a c h e d ###TEST_ELEMENT and t h e

b a s e l i n e ###REFERENCE_ELEMENT
u s i n g ###ELEMENT_FEATURES t h e n
r e s p o n d s wi th e s t i m a t e d s i m i l a r i t y s c o r e s between (0 −100) f o r t h e

s i m i l a r i t y o f each o f t h e FEATURES
as w e l l a s an ' o v e r a l l ' s i m i l a r i t y s c o r e
ONLY use i n f o r m a t i o n p r o v i d e d HERE,
DO NOT USE i n f o r m a t i o n from your memory .
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Re tu rn your r e s p o n s e i n JSON form f o l l o w i n g t h i s ###TEMPLATE as
d e m o n s t r a t e d i n t h e ###EXAMPLE below

###TEMPLATE

{
" o v e r a l l " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" b a c k s t o r y " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" s t r e n g t h s " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" weakness " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" p s y c h o l o g y " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" b e l i e f s " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" m o t i v a t i o n s " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" s o c i a l _ d y n a m i c s " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

} ,
" a r c " : {

" s i m i l a r i t y " : i n t e g e r r a n g e ( 0 , 1 0 0 ) ,
" r e a s o n i n g " : s t r i n g l e n ( 1 0 0 , 2 0 0 )

}
}

###EXAMPLE:

{
" r o l e " : {

" s i m i l a r i t y " : 90 ,
" r e a s o n i n g " : " Both a r e p r o t a g o n i s t s who d r i v e t h e a c t i o n i n

p u r s u i t o f h i s t o r i c a l t r e a s u r e s . They l e a d q u e s t s and f a c e
a d v e r s i t i e s w h i l e s e e k i n g v a l u a b l e a r t i f a c t s . The main
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d i f f e r e n c e i s t h a t I n d i a n a J o n e s has a more e s t a b l i s h e d
background as an a r c h a e o l o g i s t and p r o f e s s o r . "

} ,
" b a c k s t o r y " : {

" s i m i l a r i t y " : 75 ,
" r e a s o n i n g " : " Both c h a r a c t e r s have backg rounds t i e d t o

h i s t o r i c a l p u r s u i t s . However , I n d i a n a Jones ' b a c k s t o r y i s
more f o c u s e d on p e r s o n a l e x p e r i e n c e s s h a p i n g h i s e t h i c a l
s t a n c e , w h i l e Gates ' i s d e e p l y r o o t e d i n f a m i l y l e g a c y and

t r a d i t i o n . "
} ,
" s t r e n g t h s " : {

" s i m i l a r i t y " : 85 ,
" r e a s o n i n g " : " Both c h a r a c t e r s s h a r e i n t e l l i g e n c e ,

r e s o u r c e f u l n e s s , and deep h i s t o r i c a l knowledge . I n d i a n a
J o n e s has a d d i t i o n a l combat and s u r v i v a l s k i l l s , w h i l e
Gates ' s t r e n g t h s a r e more a c a d e m i c a l l y f o c u s e d . "

} ,
" weaknesses " : {

" s i m i l a r i t y " : 70 ,
" r e a s o n i n g " : " Both have weaknesses t h a t can l e a d t o r e c k l e s s

b e h a v i o r . I n d i a n a ' s i m p u l s i v e n e s s and f e a r o f s n a k e s a r e
more s p e c i f i c , w h i l e Gates ' o b s e s s i o n wi th t r e a s u r e i s
more d i r e c t l y t i e d t o h i s m o t i v a t i o n s . "

} ,
" p s y c h o l o g y " : {

" s i m i l a r i t y " : 85 ,
" r e a s o n i n g " : " They s h a r e h igh openness , c o n s c i e n t i o u s n e s s ,

and r e l a t i v e l y low n e u r o t i c i s m . The main d i f f e r e n c e s a r e
i n e x t r o v e r s i o n ( I n d i a n a h i g h e r ) and a g r e e a b l e n e s s ( Ga tes
h i g h e r ) . "

} ,
" b e l i e f s " : {

" s i m i l a r i t y " : 90 ,
" r e a s o n i n g " : " Both s t r o n g l y v a l u e h i s t o r y , p r e s e r v a t i o n , and

p r o t e c t i n g a r t i f a c t s from e x p l o i t a t i o n . Ga te s has an
a d d i t i o n a l emphas i s on f a m i l i a l du ty . "

} ,
" m o t i v a t i o n s " : {

" s i m i l a r i t y " : 80 ,
" r e a s o n i n g " : " Both a r e d r i v e n by a d e s i r e t o p r e s e r v e h i s t o r y

and f u l f i l l p e r s o n a l q u e s t s . Gates ' m o t i v a t i o n i s more
f o c u s e d on f a m i l y l egacy , w h i l e I n d i a n a ' s i n c l u d e s a
t h i r s t f o r a d v e n t u r e and l i v i n g up t o h i s f a t h e r ' s l e g a c y
. "

} ,
" s o c i a l _ d y n a m i c s " : {

" s i m i l a r i t y " : 75 ,
" r e a s o n i n g " : " Both form a l l i a n c e s and f a c e a d v e r s a r i e s .

I n d i a n a ' s r e l a t i o n s h i p s a r e more complex , e s p e c i a l l y wi th
h i s f a t h e r and r o m a n t i c i n t e r e s t s . Gates ' dynamics f o c u s
more on h i s team and main a n t a g o n i s t . "
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} ,
" a r c " : {

" s i m i l a r i t y " : 85 ,
" r e a s o n i n g " : " Both c h a r a c t e r s e v o l v e t o u n d e r s t a n d d e e p e r

v a l u e s beyond t h e i r i n i t i a l q u e s t s . I n d i a n a ' s a r c f o c u s e s
on h i s r e l a t i o n s h i p wi th h i s f a t h e r , w h i l e Gates '
e m p h a s i z e s v a l u i n g r e l a t i o n s h i p s and h e r i t a g e more b r o a d l y
. "

}
}
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B Appendix B: Complete Similarity Results

Human Similarity-Title 1-Temple 2-Last 3-Tomb 4-The 5-National 6-Titanic 7-Office 8-La La
of Doom Crusade Raider Mummy Treasure Space Land

Similarity Narrative 1984 1989 Adventure Adventure Adventure Drama- Black Musical
Method Element Sequel Sequel Romance Comedy
Elements Overall 70.96 (2) 73.05 (1) 66.84 (6) 69.34 (4) 68.86 (5) 69.85 (3) 62.94 (8) 63.38 (7)

Characters 80.00 80.00 80.00 80.00 80.00 80.00 80.00 80.00
Plot 72.50 (4) 71.62 (5) 70.00 (7) 77.06 (1) 76.62 (2) 70.88 (6) 70.00 (8) 73.53 (3)
Setting 58.82 (3) 70.00 (1) 40.00 60.29 (2) 40.00 57.65 (4) 40.00 40.00

(tie 5-8) (tie 5-8) (tie 5-8) (tie 5-8)
Themes 72.50 (3) 70.59 (5) 77.35 (2) 60.00 (tie 78.82 (1) 70.88 (4) 61.76 60.00 (tie

6-8) (tie 6-8) 6-8)
GenAI Overall 75.22 (2) 77.46 (1) 71.58 (3) 69.61 (4) 60.76 (5) 51.03 (6) 42.69 (7) 41.56 (8)

Characters 87.06 (2) 90.79 (1) 81.58 (3) 67.67 (5) 70.45 (4) 53.15 (8) 56.67 (7) 63.61 (6)
Plot 79.73 (3) 84.82 (1) 83.03 (2) 75.03 (5) 75.82 (4) 67.42 (6) 64.06 (7) 61.64 (8)
Setting 72.64 (3) 79.70 (1) 55.21 (4) 76.52 (2) 30.18 (6) 50.88 (5) 27.55 (7) 17.09 (8)
Themes 61.45 (3) 54.55 (5) 66.48 (2) 59.21 (4) 66.58 (1) 32.67 (6) 22.48 (8) 23.91 (7)

Scripts Overall 81.75 (1) 79.75 (2) 44.50 (3)
Characters 86.00 (1) 84.00 (2) 49.00 (3)
Plot 81.00 (1) 78.00 (2) 46.00 (3)
Setting 78.00 (1) 74.00 (2) 34.00 (3)
Themes 82.00 (2) 83.00 (1) 49.00 (3)

Table 2: AIStorySimilarity Scores for Narrative Similarity to ’Raiders of the Lost Ark (1981)’
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C Appendix C: Script Dataset Statistics

Film Name Characters Words Sentences Vocabulary Size Reading Level
Raiders of the Lost Ark (1981) 160,278 29,870 2,847 4,730 104
Indiana Jones and the Temple of Doom
(1984)

190,111 34,230 2,926 5,142 103

Indiana Jones and the Last Crusade (1989) 137,750 26,181 2,957 4,523 112
Titanic (1997) 246,677 46,028 4,564 6,824 112
The Mummy (1999) 157,912 27,759 3,127 4,571 110
Office Space (1999) 64,777 12,838 1,661 2,037 118
Lara Croft Tomb Raider (2001) 158,941 28,546 2,479 5,678 106
National Treasure (2004) 169,878 31,030 3,485 5,113 119
La-La-Land (2016) 104,568 20,520 2,416 3,626 114

Table 3: Simplified Scripts Dataset Statistics
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