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Abstract

Topic-specificity is often seen as a limitation
of stance detection models and datasets, espe-
cially for analyzing political and societal de-
bates. However, stances contain topic-specific
aspects that are crucial for an in-depth under-
standing of these debates. Our interdisciplinary
approach identifies social science theories on
specific debate topics as an opportunity for fur-
ther defining stance detection research and ana-
lyzing online debate. This paper explores sus-
tainability as debate topic, and connects stance
to the sustainability-related Value-Belief-Norm
(VBN) theory. VBN theory states that argu-
ments in favor or against sustainability initia-
tives contain the dimensions of feeling power
to change the issue with the initiative, and
thinking whether or not the initiative tackles
an urgent threat to the environment. In a pi-
lot study with our Reddit European Sustain-
ability Initiatives corpus, we develop an anno-
tation procedure for these complex concepts.
We then compare crowd-workers with Natural
Language Processing experts’ annotation profi-
ciency. Both crowd-workers and NLP experts
find the tasks difficult, but experts reach more
agreement on some difficult examples. This
pilot study shows that complex theories about
debate topics are feasible and worthwhile as
annotation tasks for stance detection.

1 Introduction

Online platforms see people discussing politicians
(i.e., Emmanuel Macron), political issues (i.e., im-
migration), and cultural debates (i.e., feminist mes-
sages in the movie Barbie). Stance models usu-
ally classify written arguments in such debates into
whether they are in favor or against the topic under
discussion (Küçük and Can, 2020). The task of
stance detection is often conceptualized as topic-
independent: in datasets and papers, a stance in
favour of feminism is seen as conceptually similar
as one in favour of immigration.

However, it has been shown that stance models
are in fact topic-dependent: Transformer models
trained on detecting different stances in one topic
do not necessarily work on unseen topics (Reuver
et al., 2021b; Thorn Jakobsen et al., 2021). Recent
work (Ajjour et al., 2023) attempts to tackle this
limitation of topic-independent stance modelling
by diversifying the number of topics in stance de-
tection datasets, while Beck et al. (2023) update
Transformer models’ access to knowledge of topic
context to improve cross-topic stance detection.

Instead of seeing specialization into one topic as
a limitation, we argue that this topic-specificity of
debates can also be an asset for stance detection
research. Social science theories can play a crucial
role in this challenge. Such theories can be used
to develop topic-specific stance data and models,
which increases the impact of stance detection on
socially relevant research questions. This approach
also tackles limitations of work assuming stance
is topic-independent, such as models not fully cap-
turing the underlying socio-cultural dimensions of
specific topics (Reuver et al., 2021b). Social sci-
ence theory can lead computational argumentation
researchers to dimensions of stance that are unique
for specific debate topics. These dimensions can
then be annotated, and this knowledge of theories
help models (and humans) navigate the unique di-
mensions of the debate.

We argue that defining topic-specific aspects of
the debate helps analyzing, modelling, and inter-
preting the stances in such debates. As a case study,
we apply Value-Belief-Norm (VBN) theory (Stern
et al., 1999) of environmental debates to stances
in environmental debates. We develop an annota-
tion framework and test-drive this by annotating
a dataset of 91 Reddit comments reacting to sus-
tainability initiatives with stance, threat, and power.
We then analyze the advantages and disadvantages
of this approach for stance research on sustainabil-
ity, and also on other debate topics.
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This paper has the following contributions:
(1) we identify topic-specific stance detection
with social science theory as an avenue for re-
search in computational argumentation;
(2) we present an annotation pipeline for theory-
driven stance detection for sustainability debates,
and our findings from pilot annotations;
(3) we release a dataset of Europe-centered de-
bates on sustainability on Reddit, with a small
subset annotated with this annotation pipeline.

2 Topic-dependence and Theory in Stance

Stance detection (Küçük and Can, 2020) is a task in
computational argumentation or argument mining
(Lawrence and Reed, 2020) consisting of classi-
fying arguments into pro, con, or neutral towards
an idea or discussion topic. Stance detection has
been used to measure support on social media for
topics (Grčar et al., 2017; Scott et al., 2021). These
topics are for instance vaccination, but also debate
statements such as "we should abolish free speech.”

Recent work has indicated that stance models are
topic-dependent despite being designed as topic-
independent. Reuver et al. (2021b) found that cross-
topic capabilities of Transformer stance models
are dependent on topical cues, and that model er-
rors are related to a lack of understanding of socio-
cultural dimensions in debates such as gun control
and abortion. Thorn Jakobsen et al. (2021) found
that these models learn topic-dependent signals,
and use mostly topic-dependent words not related
to stance as a topic-independent concept (e.g. word
‘gun’ rather than argumentation-related words).

Earlier work has claimed high cross-topic stance
performance, but these performances have still
been highly topic-dependent. Some research uses
topic dependence in stance for these results, by
measuring similarity between two discussion top-
ics, and using the most related topics for cross-topic
stance detection. This obtains F1 scores between
.67 and .80 on stance detection in unseen topics (Xu
et al., 2018; Wei and Mao, 2019; Liang et al., 2021).
However, Allaway et al. (2021) do not consider
topic-relatedness when modelling and obtain much
more modest scores of F1 = .49 and .54 on unseen
topics. A similar result can be seen in Reuver et al.
(2024), where strategies for few-shot cross-topic
stance detection with Transformer models lead to
inconsistent performance (between F1 = .344 and
F1 = .766) and are largely dependent on dataset
choice rather than choices made in model design.

Approaches to improve these non-robust cross-
topic capabilities of stance detection models go
into two related, but distinct, directions. One is a
data-centric approach that can be summarized as
improving the debate topic diversity in datasets.
Earlier work already mentioned how claims and
arguments as defined in datasets are topic and
context-dependent (Levy et al., 2014). Recently,
Ajjour et al. (2023) have developed an ontology for
defining diversity of debate topics in computational
argumentation datasets.

Another direction is a more model-centric ap-
proach that can be summarized as improving the
models’ use of topic knowledge. Earlier work
has also looked into improving world knowledge
use in stance models (Zhang et al., 2020; Clark
et al., 2021). Beck et al. (2023) recently designed
a Transformer model architecture that uses real-
world knowledge for classification decisions, in the
form of a context encoder that "injects" domain-
relevant world knowledge into stance models. See
Lauscher et al. (2022) for an overview of using
knowledge in computational argumentation.

While both directions have promising results,
we argue there is another option for overcoming
the weaknesses of topic-independent stance detec-
tion: designing datasets as well as models with
relevant social science theory on the specific de-
bates. This work argues a debate topic is broader
than specific individual texts or statements (such
as "climate change is bad"), but more narrow than
what other works call domain (which often resorts
to categories such as "legal", "social media", etc.).
We define a topic as a specific area of socio-cultural
discussion, with its own dimensions and aspects of
debate such as "climate change", or "immigration".
Our definition of topic most closely responds to
the Level 1 and 2 topics in Ajjour et al. (2023)’s
argument topic ontology. Stances in such topics
have unique, topic-specific aspects, that can be cap-
tured by social science theory on the debate topic
in question.

Recently, stance detection work has attempted
to include dimensions of opinion beyond simply
support or reject, such as argument type (Draws
et al., 2022) and underlying values (Kobbe et al.,
2020). These variables add underlying reasons why
an idea is supported or rejected, often a neglected
aspect of stance (Joseph et al., 2021; Scott et al.,
2021). However, theories on the individual debate
topics are often neglected in this exploration of
aspects related to stance and arguments.
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2.1 Social Science Theory in NLP and Stance

Previous work has outlined how a connection with
social science literature and specifically theory
can improve NLP tasks, analyses based on them,
as well as the theory itself. Radford and Joseph
(2020) describe how the traditional Machine Learn-
ing pipeline of prediction-based modelling can be
enhanced by using theories that are based on the
social data or social phenomenon being modelled.
These theories can influence relevant sample selec-
tion, but theory can also influence the selection of
research problems, design of task instructions, as
well as how a successful outcome is measured. Mc-
Carthy and Dore (2023) argue that theories from
the social sciences can help in connecting NLP to
relevant research problems. Their work covers an
extensive analysis of trends in NLP publishing, and
concludes that NLP work in *ACL venues is not
grounded in the theory about the social phenomena
in text it models.

Other work has specifically connected different
tasks in computational argumentation to social sci-
ence theories. Lauscher et al. (2020) research the-
ory in argument quality assessment by an exten-
sive annotation study using theories of argument
properties. Vecchi et al. (2021) find that the social
science theory of deliberative quality helps solve a
definition problem when trying to define and then
detect argument quality. Additionally, Reuver et al.
(2021a) use the theory of deliberative democracy
to identify argument-related NLP tasks relevant
to solving a societal problem (non-diverse news
recommenders threatening democracy).

However, to our knowledge no work has yet
connected social science theory on specific debate
topics to the gaps in topic-independent stance de-
tection, and the benefits of topic-dependent stance
detection. We will illustrate this connection with a
case study on sustainability initiatives.

3 Case Study: Sustainability Initiatives

A stance on sustainability initiatives can be defined
as an argument in favor or against initiatives such
as renewable energy in local communities (Hewitt
et al., 2019) or sustainable behavior at music festi-
vals (Bär et al., 2022). Other work within computa-
tional argumentation has looked into sustainability,
for instance by annotating evidence that supports
sustainability claims in scientific papers (Fergadis
et al., 2021), or by detecting sustainable diet pat-
terns in tweets (Hansen and Hershcovich, 2022).

However, the tasks and annotation variables
(such as stance, claim-evidence pairs, and argu-
ment units) in these earlier papers are very simi-
lar to other computational argumentation literature.
We would like the annotation procedure to be in-
fluenced directly by the sustainability literature in
social science. What can a social science theory
about sustainability debates tell us about stances in
this debate, and how to analyze debates on sustain-
ability?

3.1 Theory and Stances on Sustainability

One theory connected to sustainability and stance is
the Value-Belief-Norm theory (VBN) (Stern et al.,
1999) of environmentalism. We select this theory
for its connection to both stance (support/rejection
of initiatives) and the debate topic (sustainability).1

This theory claims individuals who support a sus-
tainability initiative have three things in common:
one, they value the object under discussion. Two,
they believe this object (in this case, the environ-
ment or society) is under threat. Three, they be-
lieve their actions can help restore the desired ob-
ject (they feel power to restore). With these three
conditions met, individuals will support a climate
initiative. For instance, an initiative to incentivize
the consumption of locally produced food might
attract arguments that express a negative stance
towards it. According to this theory, this negative
stance does not mean that people do not support the
environment (not valuing the object). A negative
stance could mean consumers do not think non-
local food production affects the environment (no
threat to the desired object) or because they do not
believe individuals changing food habits has a col-
lective effect (no power to restore the object). This
makes a stance more complex: a negative stance on
a climate-related issue does not imply a negative
stance on the climate or sustainability.

3.2 VBN aspects in Sustainability Stances

Consider some example arguments.2 One specific
initiative that is debated is "Spanish should eat
less meat to limit climate crisis, says minister".
One commenter says: "He’s right. High levels of
meat consumption and bio industry is a threat to
all of humanity.". This specific comment not only

1We realise this is not the only theory related to stance or
sustainability: Future work could implement this approach
with other theories.

2Examples come from our corpus on sustainability initia-
tives, and are also in our annotation guidelines, see below.
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supports the initiative (has a positive stance), but
also directly mentions threat (this issue directly
threatens the environment, a valued object).

Another discussion topic has comments more
clearly mentioning the power dimension of the
stance of the commenter. On the topic Recycling
rate of plastic packaging waste, one commenter
mentions "Recycling plastic is mostly pointless.
Far better to reduce the use of plastics in packaging
as much as possible.", mentioning how individ-
ual action after the production process is pointless
(lacks power). The commenter mentions a negative
stance towards recycling, but clearly does support
the goal of reducing plastic waste. The next sec-
tion outlines our annotation pipeline and dataset
for these concepts.

4 Data

Our dataset on European sustainability discussions,
mostly in English, is obtained from the Reddit.com
sub-communities (Proferes et al., 2021) called eu-
rope, europeanunion, and europes. We identify
any sustainability discussion posted from 2017 to
2022 to contain five years of comments3. Our
dataset consists of 2.073 discussions with 46.285
comments. Nearly half (922) of these have one
or more comments. We release the entire corpus,
without annotations, as the Reddit European Sus-
tainability Initiatives corpus4, for non-commercial
research-use only under CC-BY-NC licence.5.

4.1 Annotation

We test both crowd and expert annotation of
comments on a small subset of our data, and
make our annotation guidelines and task design
public - see Appendix B and also our GitHub
repository.6 We also release the annotated dataset,
for non-commercial research-use only under
CC-BY-NC licence.3

Crowd Task A non-expert crowd of 5 anno-
tators hired through annotation platform Prolific
annotated 91 random comment-topic text pairs
on whether it contained a sustainbility initiative,

3We scraped with a manual keyword list expanded with
pre-trained word embeddings, see Appendix A.

4A basic topic model analysis as well as qualitative analysis
of this corpus is in Appendix C.

5https://huggingface.co/datasets/Myrthe/
RedditEuropeanSustainabilityInitiatives

6https://github.com/myrthereuver/
TopicSpecific_Stance_SocialScience

whether the comment expressed a stance towards it,
and power/threat towards the environment. More
details on task design are in Appendix B.

Crowd characteristics Our 5 annotators from
recruitment platform Prolific were self-reported flu-
ent speakers of English from the US, UK, Canada
and Ireland. Pay was US $16 an hour, above min-
imum wage in highest-paying area Canada. We
selected annotators with > 95% approval rating for
> 100 previous tasks (Douglas et al., 2023).

Inter-Annotator Agreement We report moder-
ate agreement (Landis and Koch, 1977) for annota-
tion whether thread titles contain sustainability
initiatives to discuss (Fleiss κ = .47). A simi-
lar pilot annotation study on annotating debatable
claim vs no claim on 100 social media comments
(Bauwelinck and Lefever, 2020) reports a compa-
rable Fleiss κ of .45. Despite its imperfections,
percentage agreement is a commonly used agree-
ment measure for stance detection datasets (Ng and
Carley, 2022). On average, 89% annotators agree
per item (range: 60% to 100%) for annotating the
presence of a sustainability initiative.

For stance, we initially see a Fleiss κ of .31,
which is considerably lower. However, one annota-
tor shows a pattern of unreliability and consistently
chooses the positive stance class in the last third
of annotation decisions. Removing this annotator
increases the Fleiss κ to .39, close to moderate
agreement. Stance has an average of 68% annota-
tors agreeing per item (40% to 100%).

Agreement for threat is only moderate: Fleiss
κ = .33. However, there is a strong difference per
item: on average, 60% of annotators agree per item
for threat, but some items nearly have complete dis-
agreement, with on 3 items even only 33% agree-
ment. The power agreement is also only moderate:
Fleiss κ of .29. However, we again see a large dif-
ference per item. On average, 60% of annotators
agree per item, but for 4 items the majority agrees
only with 33%.

Expert Annotation NLP experts from the au-
thor’s university attempted to improve the threat
and power annotation. Four annotators annotated
all 91 examples for power. This led to a Fleiss κ of
.26: very similar to the crowd annotators. On aver-
age, there was 66% agreement over items - slightly
higher agreement than the crowdworkers. However,
again it shows 4 items with agreement of 33%. For
threat (3 annotators), this led to a Fleiss κ of .18,

https://huggingface.co/datasets/Myrthe/RedditEuropeanSustainabilityInitiatives
https://huggingface.co/datasets/Myrthe/RedditEuropeanSustainabilityInitiatives
https://github.com/myrthereuver/TopicSpecific_Stance_SocialScience
https://github.com/myrthereuver/TopicSpecific_Stance_SocialScience
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which is considerably lower than the crowd work-
ers - but could be attributed to fatigue, as annotators
annotated this variable after power, and the session
was long. On average, there was 59% agreement
over items, which is similar to the crowdworkers.

4.2 Per-item annotation differences

Annotating power and threat is more difficult in
some comments than others. A deeper look into
these comments shows why. One item that had
low agreement (33%) from both experts and crowd-
workers is one where on the topic ”Climate change:
The rich are to blame, international study finds", a
commenter appears to respond sarcastically: ”In-
credible, truly incredible ..did they hire Sherlock
for this one ?". This added sarcasm makes it hard
to differentiate whether this commenter thinks cli-
mate change is a serious threat, for both expert and
non-expert annotators. The annotation instructions
do explicitly ask annotators to attempt to consider
sarcasm and commenters’ intent when annotating,
but disagreement about intent is still possible.

A comment only crowdworkers struggled to get
agreement on, is a complex comment on the ini-
tiative to use leaf plates. The commenter makes a
multi-sentence argument: ’This makes no sense. A
ceramic plates using hot water from a zero carbon
source would last millions of cycles where as these
leaf plates require some kind of glue from an out-
side sources. I doubt these lasted long and how do
they preserve the leafs autumn when all the leafs on
the trees have disintegrated away.’. Crowd annota-
tors struggle to obtain agreement, but experts are
correctly able to parse that this does mean the com-
menter expresses that the environment is threatened
(the need to save trees and reduce carbon).

5 Discussion

Our pilot study gave several insights. Firstly, we
note that irony is a specific issue in argument an-
notation. This has been noted by earlier work inte-
grating social science theory in computational ar-
gumentation studies, e.g. in a tutorial on the topic
by Lapesa et al. (2024). Lauscher et al. (2020) also
find in annotation experiments for argument qual-
ity that even experts struggle with annotating and
interpreting irony in arguments when annotating
with complex theories.

Secondly, using theories in natural language pro-
cessing can also help connecting a theory to a phe-
nomenon, and finding gaps between these (Radford

and Joseph, 2020). Responsibility is a dimension
which is not part the VBN theory or of our annota-
tion pilot, but in annotation we found it was a clear
dimension in the debate: in multiple discussions,
commenters mentioned that while they supported
the initiative (e.g. nudging people to produce less
waste), they felt others (either the rich elite, people
in China or America, or companies) were mainly
responsible for climate-related problems. These
comments are in line with a different, but not mu-
tually exclusive, theory about climate debate: that
of social identity theory, were people feel pushed
to blame outside groups (Post et al., 2019). This
connection may be interesting for future work on
sustainability and stance.

Another question is whether the VBN theory ap-
plies to other debate topics. We note that ‘power’
and ‘threat’ may relate to stances in especially other
policy-related debates. However, the two dimen-
sions in this theory are also different, and it seems
the threat dimension is more applicable to debates
on debates that feel existential (e.g. is immigra-
tion a threat?). The power dimension (Do we have
power to restore the desired state?), is more related
to feeling whether people have influence on the
outcome with their own actions, which is more ap-
plicable to debates with a central role for individual
action, i.e. donating money, or voting.

Topic-specific aspects also exist beyond sustain-
ability. Another debate topic is COVID-19 poli-
cies, popular in stance detection research (Hossain
et al., 2020; Glandt et al., 2021). Topic-independent
pro/con stances ignores the COVID19-specific is-
sue of whether people disagree because the mea-
sure is too strict, or not strict enough. Without this
topic-specific aspect, there are limitations to inter-
preting stances in this debate (Scott et al., 2021).

6 Conclusion

We propose to integrate topic-specific social sci-
ence theories in stance detection, improving some
weaknesses of topic-independent conceptualiza-
tions of stance detection. As a case study, we use
Value-Belief-Norm theory (Stern et al., 1999) for
stances on sustainability, and apply this theory to a
pilot annotation task on 91 comments in our Reddit
European Sustainability Initiatives corpus. The as-
pects are difficult to annotate, but experts annotate
some difficult examples better than crowdworkers.
Topic-specific theories improve stance understand-
ing - for both models and humans.
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Limitations

We identified several limitations of our study that
may lead to our results not being representative be-
yond this study. We invite future work to improve
on these limitations.

Small Sample Due to time as well as funding
constraints, our annotated sample is somewhat
small, with 91 comments on 86 unique sustain-
ability initiatives. Future work may address this
concern by increasing the size of the data, both in
size (a larger dataset) and in scope (more topics,
language, and contexts, see below).

Only One Debate Topic This work is limited
by only analyzing our proposed approach to one
overarching discussion topic: that of sustainability
initiatives. Our findings may not generalize well to
other debate topics.

Only One Language and Debate Context Ad-
ditionally, this topic and our dataset is limited to
not only one language (English) (Bender, 2019) but
also one socio-cultural context (Europe-focused on-
line debates). This may mean our findings do not
generalize well to user-generated textual debate in
other contexts. Similarly, we analyze debates on
Reddit.com, which is a very specific debate context:
its norms, nuances, and specifics (Proferes et al.,
2021) may make results on this data not applicable
to other platforms.

Online Stance not Representative of Offline Opi-
onions The detection of online stances is often
used to predict stances of people in offline settings.
However, research has shown that this has limited
validity: Joseph et al. (2021) find a limited con-
nection between people’s survey responses and the
same individuals’ online stance-taking on social
media. This may also mean that theories on of-
fline stance-taking may not connect well to stance-
taking behaviour on online platforms, as these de-
bate contexts (online debate measurement vs offline
questioning) lead to different outcomes of opinion
measurement even for the same participants, which
may lead to different conclusions about the debate
from researchers in the social sciences than from
computational researchers. We therefore also cau-
tion against any research using stance models as the
sole measurement of public or individual opinion.

Ethics Statement
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Reddit in December 2022 with the PushShift API,
before Reddit’s PushShift API restrictions from
April 2023 onwards. We ensure the data is released
for non-commercial use only. This is also in-line
with Reddit users’ concern of their data being used
for training commercial LLMs or other technology.

This paper concerns debate on sensitive, polit-
ical topics. We completed an ERB check from
the Social Science department at the Vrije Univer-
siteit Amsterdam, which indicated we could pro-
ceed with our scraping and analyses without harm.
We encourage other authors to also seek approval
and a check on ethical and legal concerns before
proceeding with scraping or analyzing data. We do
not process identifying information on users such
as usernames or post history, and neither do we
release such data.
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and precarity involved in annotation platform work,
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Appendix

A Data Scraping

We identified relevant discussions in the reddit
boards (sub-communities) europe, europeanunion,
and europes and define a list of 10 keywords, then
extend it with with word2vec embeddings (Mikolov
et al., 2013) of the Google News corpus and the
Glove embeddings (Pennington et al., 2014) on the
GigaWord corpus. This process led to a keyword
list of 38 words: ["climate change", "climate goals
"," climate activists", "climate top", "climate tar-
get", "climate crisis", "climate crises ", "climate
protesters", "sustainable", "sustainability", "car-
bon emissions", "co2 emissions", "green energy",
"green shift ", "green energy", "global warming",
"global temperature", "circular economy", "recy-
cling", "recycle", "recyclables", "recyclable", "e-
waste", "waste disposal", "landfills", "landfilling",
"landfill", "carbon neutrality", "carbon neutral",
"biodiversity", "biodiversity conservation", "bio-
diversity loss", "deforestation", "desertification",
"renewable energy", "ecology threats", "ecology
protection", "ecology-friendly"]

We scraped discussions from 2017 to 2022 with
these keywords using the Pushshift Reddit API.
We filter comments of bots (common on Reddit for
automatic moderation) by means of a regular ex-
pression and rule-based method (Marjanovic et al.,
2022), and remove empty or deleted discussions.

B Annotation Details

Crowd Annotation set-up We annotate stance of
the comment towards the Reddit topic text in [com-
ment - topic text] pairs. Stance can be SUPPORT,
REJECT, or NEUTRAL towards the initiative in the
topic text.

When the comment expresses a stance, we add
two dimensions: threat and power. These aspects
also have three classes: absence (no mention of this
aspect in the stance), positive presence, and neg-
ative presence. Positive for threat means explicit
recognition of the initiative reacting to a threat.
Negative presence of threat means that the com-
ment explicitly mentions the initiative does not
react to a threat. Positive for power means that the
comment mentions feeling power to alleviate this
threat. Negative presence of power means explic-
itly expressing a lack of power on the issue.

We use a simple task design. First, annotators
decide whether the topic text contains sustainabil-

ity action, initiative or statement one can agree or
disagree with.7 Then, they annotate the stance of
comments towards these initiatives. Lastly, the 688

comment-topic pairs determined to have a sustain-
ability by the majority were annotated for the threat
and power dimension.

The authors of this paper annotated 13 examples,
with 7 used as training material for annotators and
6 used as quality check items during the task. To
assure data quality, the task contained 2 attention
checks per batch of around 20 items.

Task Design and Format Our task design used a
Qualtrics survey adapted to ask the same questions
over different texts with a Loop & Merge Field, in
a random loop for each participant. Two attention
checks early in the task removed participants not
reading the task items, which removed one partici-
pant in the threat & power task.

Increasing data quality was achieved with 5 ran-
dom expert-annotated items interspersed through
the annotation task, with reminders of reasoning
behind annotation decisions provided.

The task flow was as follows: 3 instruction slides,
then 5 annotation blocks with 8 to 25 items, each
followed by an attention item. The Qualtrics tem-
plate is released in our GitHub repository9, both
as word file and as .qsf file ready to import into
Qualtrics. We release these files inspired by re-
search on the (non) reproducibility of human evalu-
ation & annotation tasks noted by Belz et al. (2023).

C Analysis of Corpus

C.1 Methods

SentenceBERT Clustering Our initial exploratory
analysis consisted of exploring clusters of argu-
ments in order to identify the main topics being
discussed in the Reddit Communities. We use the
SentenceBERT architecture (embedding texts in a
shared dimensional space) with MiniLM version 2
as pre-trained embeddings, with batch size 64.

Our initial clustering algorithm was the basic
Community Detection embedded into Sentence-
BERT. We set this to a minimum community size

7A narrow definition of policy claim / debate topic such
as "X should Y" (Daxenberger et al., 2017) does not capture
the real-world stance-taking reactions people show online to
utterances such as questions, announcements of protests, and
quotes on sustainability.

8There were 71 items in total, but 3 items had an annotation
error in the threat/power task.

9https://github.com/myrthereuver/
TopicSpecific_Stance_SocialScience
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of 50, and indicated that communities should have
a cosine similarity threshold of at least .60. Com-
ments not within this boundary are discarded. This
divides up the large embedding space with 46.285
arguments into 25 clusters.

BERTopic Our second, more extensive ex-
ploratory analysis consists of BERTopic (Grooten-
dorst, 2022), a BERT-based topic model technique
based on Huggingface Transformers (Wolf et al.,
2020). This out-of-the-box approach uses the Sen-
tenceBERT bi-encoding approach outlined above
to embed sentences, and adds HBDSCAN as clus-
tering algorithm and UMAP as dimensionality re-
duction to create and unsupervised clustering ap-
proach. The clusters receive "labels" that function
as topic names with TF-IDF weighting of most
prominent words per cluster. BERTopic is slightly
non-deterministic due to the UMAP dimensional-
ity reduction algorithm having a stochastic aspect:
however, we found our results to be relatively sta-
ble across 3 runs due to the more deterministic
results of both SentenceBERT text representation
as well as HBDSCAN clustering.

C.2 Results

SBERT + miniLM The input for our clustering
analysis were the 46.285 comments found after
our preprocessing procedure, and the goal was to
find whether there were broad trends and themes in
comments. Cluster size varies between 1.549 texts
(Cluster 1) and 50 texts (cluster 25). Note that these
are only groups that have large enough clusters to
all fall within a cosine similarity boundary of .60.
A manual inspection of clusters shows that many
of these clusters are specific topics and argument
types. The largest cluster (1.549 comments) iden-
tifies a group of similar comments on renewable
energy and specifically nuclear energy as a solution.
The second-largest cluster (526 elements) instead
focusses on discussions and comments on China
versus the west when it comes to CO2 emissions
per capita. Another cluster finds all comments
related to recycling and waste use, and interest-
ingly does so from various different discussions,
also discussions nuclear energy where commenters
mention nuclear waste. A smaller cluster (76 texts)
focusses on the difference between weather and
climate. More detailed results can be found in our
GitHub repository. 10

10https://github.com/myrthereuver/
TopicSpecific_Stance_SocialScience

BERTopic Our second preliminary analysis con-
sisted of a BERTopic model. This model allows us
to see broad trends and themes across the discus-
sions. The input for our BERTopic model were the
2.073 individual discussions found in our prepro-
cessing step, to see whether the discussions could
be grouped into broader themes. The BERTopic
model identified 19 topics. The outlier group (573
discussions) consisted mostly of general discus-
sions on climate change and co2 emissions, and
because of its lower semantic coherence should
not be considered in further analysis (Grooten-
dorst, 2022). The largest cluster (127 discussions)
was one on recycling, waste, and landfills, and
another large group (127 discussions) discussed
student protests and activists. Most topics con-
sisted of broader themes such as heatwaves and
increased hot weather in summer (35 discussions),
or a broad initiative like the circular economy (31
discussions), but smaller clusters sometimes dis-
cussed very specific incidents in the news, such as
a Norwegian ban on palm oil (27 discussions) and
a courtcase against Shell in the Netherlands (26
discussions). These two incidents seemed to attract
attention in the discussion boards.

Brief Qualitative Analysis Our annotation pro-
cess as well as clustering experiments found a va-
riety of reasons why people agreed or disagreed
with sustainable initiatives, indicated by the differ-
ent topics brought up in the discussion. Clustering
results indicate that a basic pro/con stance analysis
of arguments in sustainable discussions does not
do justice to the actual discussion - commenters
mention many different aspects of arguments, even
the same argument aspects (waste, activism) across
different topics and stances in these discussions.

BERTopic models allowed us to find promi-
nent sustainability discussions. One finding is that
discussions on activism and activists as well as
protests are relatively common. We also found this
during our annotation process, so much so that we
added "activists" as an actor of sustainability ini-
tiatives. Additionally, we found that some specific
initiatives in the news (a ban on palm oil and a
court case against shell) attracted more comments
than others.

https://github.com/myrthereuver/TopicSpecific_Stance_SocialScience
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