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Abstract

In this paper, we explore a novel approach to
concept enrichment in language models (LMs)
by leveraging the fundamental similarities be-
tween conceptual knowledge enrichment and
metaphorical reference resolution. While previ-
ous knowledge editing (KE) methods predomi-
nantly focus on factual updates, we introduce
a method that trains LMs to not only incorpo-
rate new conceptual meanings but also genera-
tively explain the connections between original
and enriched definitions through metaphorical
analogies. To achieve this, we develop a new
dataset tailored for concept enrichment tasks
and apply it to train an LM capable of updat-
ing and reasoning about conceptual knowledge.
The proposed method was evaluated on both
"is-a" relation classification and metaphorical
reference detection. Experimental results show
that our approach significantly enhances the
model’s ability to understand and apply en-
riched concepts, demonstrating the potential
of metaphorical reference identification in im-
proving conceptual knowledge of LMs1.

1 Introduction

Large language models (LLMs) demonstrate strong
capability in serving as a knowledge system effi-
cient in storing, retrieving, and reasoning across dif-
ferent domains of knowledge (Petroni et al., 2019;
Zhao et al., 2022; He et al., 2024). Considering that
real-world knowledge is constantly evolving, many
research efforts focus on post-training knowledge
editing and refinement (Meng et al., 2022, 2023;
Liu et al., 2024; Wang et al., 2024; Yu and Ji, 2023;
Qin et al., 2024), to ensure that the information
in language models remains up-to-date. However,
most prior KE research primarily focuses on edit-
ing factual knowledge. For example, if the LM
knows that Leonardo DiCaprio is a citizen of the

1Data and code are available at https://github.com/
zhangzx-uiuc/ConceptEnrich.

United States, previous KE methods would alter
the model to respond with a different country (e.g.,
Syria) when queried about his citizenship. While
research in cognitive science (Zhao et al., 2024;
Rane et al., 2024) suggests that humans typically
grasp new information by learning new concepts,
some KE methods also focus on editing concept-
level knowledge. Basically when a concept’s defi-
nition is updated, the edited model should reflect
a new understanding of both the concept itself and
its related instances.

In this paper, we introduce novel insights by
identifying the fundamental similarity between en-
riching the concepts in LMs and a special case of
coreference resolution: metaphors. Metaphors, or
metaphorical references, typically involve using an
existing concept to refer to a new one, where the
new and old concepts share significant similarities.
For example, the concept of stream originally re-
ferred to a “body of water with a current flowing
within its bed and banks”. However, it now also
refers to “a type of real-time digital transmission of
video or audio content”, as both meanings involve
the “continuous flow of some contents”. Almost all
metaphor cases are essentially enriching older con-
cepts with new meanings, which closely parallels
the task of concept enrichment for LMs.

Based on these similarities, we propose a novel
and effective method for enriching conceptual
knowledge in LMs by training the model to ex-
plain metaphorical references. Specifically, when
provided with an updated definition of an old con-
cept, our approach trains the model not only to
memorize the new meaning, but also to genera-
tively explain the similarity between the old and
new meanings, ensuring that the LM gains a deeper
understanding of why the enrichment is valid. We
develop a new dataset for the task of LM concept
enrichment and use it to train a language model
for updating conceptual knowledge. Our model is
evaluated on both concept definition memorization

https://github.com/zhangzx-uiuc/ConceptEnrich
https://github.com/zhangzx-uiuc/ConceptEnrich
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and sub-instance classification. We also assess its
performance on metaphorical reference detection.
Experimental results demonstrate the effectiveness
of using metaphorical reference generation to en-
hance LM concept enrichment.

Our contributions can be summarized as follows:

• We propose a new problem setting focused
on enriching conceptual knowledge in lan-
guage models, addressing the realistic need
for knowledge to be continuously updated to
reflect the dynamic nature of the real world.

• We introduce a novel approach that incorpo-
rates metaphorical reference explanation as a
training objective, demonstrating its effective-
ness both theoretically and empirically.

• We develop and release a new benchmark
dataset, ConceptEnrich, designed for the task
of conceptual knowledge enrichment.

2 Related Work

Conceptual Knowledge Editing Most previous
work on knowledge editing in LMs has primarily
focused on modifying factual knowledge, with only
one prior study, ConceptEdit (Wang et al., 2024),
addressing the editing of conceptual knowledge in
LMs. However, we identify a critical flaw in the
basic problem setting of ConceptEdit: the updated
concept definitions are often unrealistic, and simply
swapped from the definition of other concepts. For
example, the model is expected to update the defini-
tion of stream as a major international multi-sport
event (Olympics). We argue that such a setting is
not realistic as it never happens in the real world.
Additionally, since LMs typically develop under-
standings of concepts by seeing large amounts of
contextual examples during pre-training, an unreal-
istic edit without providing relevant contexts and
examples can break the model’s existing knowl-
edge structure, leading to a cascade of related fail-
ures in the language model.

Metaphor Detection and Resolution Metaphor
detection and resolution have long been central
tasks in computational linguistics. With the ad-
vent of increasingly powerful language models, re-
searchers have begun to explore how effectively
these models can understand metaphors. For in-
stance, (Aghazadeh et al., 2022) investigate the
capabilities of current language models in handling
metaphors by designing a specific probing task and

Factual KE:

Conceptual KE (ConceptEdit):

Conceptual Knowledge Enrichment (Ours):

Before:  Leonardo DiCaprio is a citizen of United States.
After:     Leonardo DiCaprio is a citizen of Syria.

Before:  Stream → body of water with current within bed and stream banks.
After:     Stream→major international multi-sport event organized by the   

International Olympic Committee

Before: Stream → body of water with current within bed and stream banks.
After:     Stream → body of water with current within bed and stream banks, 

it can also refer to a certain type of real-time digital transmission of 
video or audio contents.

(Counter-factual, but is possible to happen)

(Counter-factual, never happens)

(Reasonable, already happens in the real world)

Figure 1: Comparison of the problem settings of tra-
ditional factual KE, concept knowledge editing, and
concept knowledge enrichment.

dataset. More recently, (Chakrabarty et al., 2023)
examined the intersection of visual language mod-
els and metaphor detection, evaluating how well
diffusion models perform in this complex task.

3 Approach

Problem Formulation We use pθ(·) to denote a
language model parameterized by θ. Given a set
of concepts C, where each concept c ∈ C is along
with an existing definition dold(c) and a new en-
riched definition dnew(c), our objective is to obtain
an updated LM θnew with enriched concept under-
standings. For example, if c is tablet, then dold(c)
and dnew(c) could be “a flat piece or slab of stone,
clay, wood, or other material, often rectangular in
shape, used as a writing surface” and “portable
touchscreen electronic devices” respectively.

1

Example: A tablet is a pill or a slab of stone or metal with inscriptions. 
Currently, a tablet can also refer to a kind of portable touchscreen 
electronic devices.

Old DefinitionConcept New DefinitionConceptPrompt:

Old 
DefinitionConcept New 

DefinitionConceptPrompt: Explanations 
on Similarity

Loss Computation Loss Computation

Example: A tablet is a pill or a slab of stone or metal with inscriptions. 
Currently, a tablet can also refer to a kind of portable touchscreen electronic 
devices. This is because of the following similarities: Both of them are flat 
and portable, and can mainly used for writing and communications.

New Definition Memorization:

Metaphorical Reference Explanation:

Loss Computation

Figure 2: Comparison between the training objectives
of new Definition Memorization and Metaphorical Ref-
erence Explanation.

New Definition Memorization We first em-
power the LM with the fundamental memorization
of new definitions of concepts, by directly maximiz-
ing the likelihood of new definitions (as illustrated
in Figure 2). The loss function can be formulated
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as a text completion task:

Lmem(c) = − log pθ (dnew(c) | c, dold(c)) . (1)

Metaphorical Reference Explanation To fur-
ther reinforce the model’s understanding of the
validity of newly enriched concept definitions, we
propose a novel method that teaches the model
to explain metaphorical references. Specifically,
this involves generatively explaining the similarity
between the original and new definitions of the con-
cepts. As illustrated in Figure 2, given the concept
name and its original definition, we train the model
not only to memorize the new definition but also to
generate explanations that highlight the similarities
between the original and new definitions, clarify-
ing why the enrichment is reasonable. The loss
function is formulated as

Lref (c) = − log pθ (sim(c) | c, dnew(c), dold(c)) ,

where sim(c) is a textual description on the simi-
larity between the old definition and the new defi-
nition. For example, for the original and enriched
definitions of tablet, sim(c) could be “flat and
portable, and can mainly used for writing and com-
munications.” Note that such a similarity descrip-
tion can be obtained from the dataset, or generated
by the model itself. We evaluate both of these
settings in our experiments. The final training ob-
jective is a weighted sum of the two loss values.

L = α · Lmem + (1− α) · Lref .

4 Experiments

4.1 Data
ConceptEnrich Previous work (Wang et al.,
2024) develops the ConceptEdit dataset that con-
tains a series of concepts with their original and
edited definitions. However, as discussed in Sec-
tion 2, we believe that it is not realistic to directly
change the definitions of concepts that are com-
pletely unrelated. Therefore, in this paper, we de-
velop a new benchmark dataset, ConceptEnrich,
which contains 121 concepts that are believed to
be substantially enriched recently. The dataset is
generated with the assistance of GPT-4, where we
prompt the model to brainstorm concepts that have
acquired enriched meanings in recent years. The
model will also generate their old and new defini-
tions, along with a description of their similarities
and some typical instances of the concept. The
detailed prompt and one generated example are
shown in Figure 3.

Metaphor Detection: VUA Corpus Since we
conduct conceptual knowledge enrichment for LMs
by training the model to generate explanations for
metaphorical reference, it would also be interest-
ing to investigate whether the model with enriched
concept understandings can be improved in real
linguistic metaphor detection tasks. We adopt the
widely-used VUA Corpus (Steen et al., 2010) and
test whether our model can perform better.

4.2 Evaluation Metrics

For evaluation metrics, similar to (Wang et al.,
2024), we mainly focus on whether the a model
taught with enriched concept definitions can per-
form better in classifying its sub-instances. For
example, if the model has already known “stream”
can be extended to “digital transmission of audio
or video content without the need for download-
ing”, can the model correctly identify “Twitch” is
a certain kind of stream? For each concept and
its sub-instances presented in ConceptEnrich, we
manually construct the same number of negative ex-
amples from the sub-instances from other concepts.
Then, we use the model to perform a classifica-
tion task to identify which instances belong to the
concept with an enriched meaning. We compute
the AUC of the binary classification task and use
it to compare the performances of different mod-
els. For metaphor reference detection task, we also
compute both the accuracy and AUC of metaphor
detection.

4.3 Base Model Setup

In this paper, we adopt GPT2-XL (Radford et al.,
2019) as our base LM. We choose to use a model re-
leased a few years ago because our primary focus in
this paper is to evaluate the model’s ability to learn
updated definitions of concepts. However, many
of the most recent open-source language models
already include a wide range of concepts in their
pre-training data. To ensure a fair comparison and
eliminate the influence of existing prior knowledge,
we opted for an older model GPT-2. We also adopt
the model with the largest available size to ensure
that the base model’s capability is still robust and
strong enough for our evaluations.

4.4 Main Results

To test the effectiveness of our proposed metaphor-
ical reference explanation approach, we mainly
compare our final trained model with the baseline
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1

Concept: Stream
1. Old Definition: A small, narrow river.
2. Enriched Definition: The digital transmission of audio or video 

content without the need for downloading.
3. Explanation:

1. Both involve the continuous flow of a medium—water in the 
physical form, data in the digital form.

2. Both are accessed and utilized as they move along their path.
3. Both are natural and intuitive ways to receive resources or 

information.
4. Examples: 

Twitch streaming, 
Netflix video streaming, 
Spotify music streaming

Figure 3: The detailed prompt we use to generate data (left) and an example generated example from GPT-4 (right).

Models Accuracy AUC

GPT2-XL 55.3 50.0
GPT2-XL + Memorization 61.9 64.8

+ MetaphorExp (self-generated) 81.0 85.4
+ MetaphorExp (GPT4-generated) 89.5 91.3

Table 1: Performance (%) for sub-instance classification
in our proposed ConceptEnrich benchmark.

Models Accuracy AUC

GPT2-XL 78.3 82.4
GPT2-XL + Memorization 79.0 83.5

+ MetaphorExp (self-generated) 79.3 84.4
+ MetaphorExp (GPT4-generated) 81.9 86.3

Table 2: Performance (%) for metaphorical reference
detection on the verb-only subset in the VUA corpus.

model only trained with new definition memoriza-
tion (GPT2-XL + Memorization). Additionally, we
evaluate the metaphorical reference explanation ap-
proach in both of the following settings: using sim-
ilarity descriptions from the ConceptEnrich dataset
(+MetaphorExp (GPT4-generated)) and those gen-
erated by the model itself (+MetaphorExp (self-
generated)). This allows us to assess whether our
approach is robust enough when no predefined sim-
ilarity descriptions are provided.

From the results in Table 1, we observe that
training the model to memorize only the new defi-
nitions of concepts enhances its ability to identify

Models Accuracy AUC

GPT2-XL 80.3 85.0
GPT2-XL + Memorization 80.5 85.1

+ MetaphorExp (self-generated) 81.1 86.0
+ MetaphorExp (GPT4-generated) 85.6 89.1

Table 3: Performance (%) for metaphorical reference
detection on the full set of the VUA corpus.

concept sub-instances. Furthermore, our approach,
which incorporates metaphorical reference explana-
tions, significantly boosts performance, achieving
a 91.3% AUC on the ConceptEnrich benchmark.
Additionally, even when using self-generated expla-
nations without incorporating any new information,
our model still achieves an 85.4% AUC, which is
significantly higher than the baseline model that re-
lies solely on memorization. These results demon-
strate that using metaphorical reference explanation
methods can better help the model to understand
and learn enriched meanings of concepts. In Ta-
ble 2 and Table 3, we can observe similar trends
on metaphor detection tasks. These results demon-
strate that learning enriched meanings of existing
concepts, particularly by exploiting the similarities
between old and new definitions, also enhances the
language model’s ability to detect and understand
metaphorical references.

5 Conclusions and Future Work

In this paper, we present a novel and effective ap-
proach to concept enrichment in language models
by integrating metaphorical reference resolution.
The results demonstrate that leveraging metaphori-
cal analogies can significantly enhance a model’s
ability to comprehend and apply new conceptual
knowledge, offering a more nuanced understanding
than baseline methods of simply training the model
to memorize new concept definitions. The devel-
opment of a specialized dataset and the successful
application of our method to concept sub-instance
classification and metaphorical reference detection
underscore the potential of our approach.

In future, we plan to explore the scalability of our
approach across different domains and languages.
Additionally, investigating the integration of our
method with other knowledge enrichment tech-
niques, such as continual learning, could further
enhance the adaptability and robustness of LMs.
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