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Abstract

Large Language Models (LLMs) have
demonstrated impressive performance in
translating content across different lan-
guages and genres. Yet, their potential in
the creative aspects of machine translation
has not been fully explored. In this pa-
per, we seek to identify the strengths and
weaknesses inherent in different LLMs
when applied to one of the most promi-
nent features of creative works: the transla-
tion of idiomatic expressions. We present
an overview of their performance in the
EN→IT language pair, a context charac-
terized by an evident lack of bilingual data
tailored for idiomatic translation. Lastly,
we investigate the impact of prompt de-
sign on the quality of machine translation,
drawing on recent findings which indicate
a substantial variation in the performance
of LLMs depending on the prompts uti-
lized.

1 Introduction

Recent advancements in the field of artificial intel-
ligence, particularly with the emergence of Gener-
ative Pre-trained Transformer (GPT) models, have
prompted the beginning of a new era of explo-
ration into the applicability of large language mod-
els (LLMs) for machine translation tasks. The re-
cent development and refinement of LLMs, such
as GPT-3.5 and GPT-4 (Brown et al., 2020),
have demonstrated their remarkable performance
in understanding and generating natural language
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(Ahuja et al., 2023), thus positioning these mod-
els at the forefront of research into the translation
of creative textual genres, including the nuanced
task of translating idiomatic expressions. Tradi-
tional neural machine translation (NMT) systems
often falter in accurately capturing the essence
of idiomatic expressions, tending towards trans-
lations that are either overly literal or misinter-
pret the intended meaning. In contrast, recent
studies have illustrated the ability of GPT mod-
els to adopt less literal translation approaches, es-
pecially in handling idiomatic expressions, lever-
aging an enhanced understanding of context and
figurative language. This contribution will eval-
uate various large language models (LLMs) to
establish benchmarks for their effectiveness in
translating idiomatic expressions in the English-
Italian language pair. The objective is to iden-
tify the strengths and weaknesses inherent in dif-
ferent LLMs when applied to machine transla-
tion (MT) tasks, particularly focusing on the nu-
anced aspect of creative language. Furthermore,
the study will explore the impact of prompt design
on MT quality, drawing on the findings of Ahuja
et al. (2023) that suggest that the performance of
LLMs in multilingual tasks can vary significantly
with the prompts used. Through these evaluations,
we seek to contribute to the improvement of ma-
chine translation technologies, highlighting the po-
tential of LLMs to make creative works more ac-
cessible across languages, enriching cultural ex-
change and overcoming language barriers.

2 Related Work

Research in the use of large language models for
machine translation has been pursued following
two main axes. The first involves issues specific to
LLMs, such as the influence that prompt templates
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may have on the model output (Zhang et al., 2023;
Lu et al., 2023; Peng et al., 2023). The second
line focuses on the evaluations of LLMs in various
translation scenarios, covering multilingual (Jiao
et al., 2023b; Hendy et al., 2023; Zhu et al., 2023),
document-level (Wang et al., 2023; Karpinska and
Iyyer, 2023; Wu et al., 2024), low-resource trans-
lation (Moslem et al., 2023a; Mao and Yu, 2024),
hallucination (Guerreiro et al., 2023) and domain
adaptation (Hendy et al., 2023). This study posi-
tions itself within the second research axis, con-
centrating on the evaluation of LLMs in special-
ized translation scenarios. Despite the large body
of research currently being conducted on LLMs
performance, research to date has not yet fully ex-
plored their application to the translation of cre-
ative texts. This study does not aim to provide
a comprehensive overview of the topic, but we
seek to evaluate the intricate task of translating
idiomatic expressions, a critical aspect that chal-
lenges the adaptability and understanding of these
models.

3 Experimental Setup

In this section, we describe the methodology
used in our experiments, including the trans-
lation process and the evaluation metrics em-
ployed. We initiated the translation process lever-
aging OpenAI API and the HuggingFace library
(Wolf et al., 2020) in Python, generating four
batches of translations using four distinct prompts
applied to the models gpt-3.5-turbo and
Mistral-7B-v0.1.

For the machine translation (MT) evaluation, we
used the online evaluation platform MATEO (Van-
roy et al., 2023), which provides an easy-to-use
user interface for the evaluation of translations, uti-
lizing state-of-the-art neural and n-gram evaluation
metrics. We conducted the experiment in three in-
dependent trials to ensure the reliability of the re-
sults and replicability of the experiment.

3.1 Dataset Selection

In this section, we describe the composition of the
dataset used for our experiments, which comprises
a set of 350 Italian-English sentence pairs, where
18 idiomatic expressions are used in both their lit-
eral and idiomatic meanings. This corpus was as-
sembled utilizing two primary sources: the Italian
Dodiom corpus (Eryiğit et al., 2023) and the Re-
verso Context online database. The Dodiom cor-

pus, a curated collection of Italian and Turkish id-
iomatic expressions, was initially gathered using a
gamified crowdsourcing bot on the Telegram plat-
form. After being collected, the corpus underwent
a rigorous annotation process by linguistic experts,
as detailed in Morza et al. (2022). The revision
process ensured the idioms’ authenticity and their
contextual relevance.

Leveraging the idiomatic expressions collected
using the Dodiom corpus, we proceeded to ex-
tract corresponding bilingual sentence pairs that
incorporate these idioms from the Reverso Context
database. Reverso Context, known for its exten-
sive repository of real-life language usage exam-
ples across multiple languages, served as an ideal
resource for obtaining authentic usage examples of
the idiomatic expressions we have collected.

3.2 Annotation

The 321 extracted sentence pairs were thoroughly
evaluated and annotated. This step was crucial to
verify the translation accuracy of the idioms and to
confirm their relevance within the given contexts,
regardless of the initial quality level of Reverso
Context. The annotation process was conducted
by a native Italian speaker, who had completed a
Master’s degree in linguistics, accumulating five
years of academic education. Their linguistic pro-
ficiency and compatibility with our study is cer-
tified by English, being the primary language of
their university studies. The annotation was con-
ducted on an online platform, developed in Flask,
specifically for the scope of this study.

First, the annotator was asked to conduct a bi-
nary evaluation of the adequacy of each pair of
bilingual sentences, focusing on whether the trans-
lated expressions conveyed the original meaning
and nuance of the idiom in the source language,
and whether the translation extracted by Reverso
Context was relevant to the source text. This step
allowed us to exclude incorrect and irrelevant ex-
amples. Then, the annotator was asked to annotate
whether the idiomatic expressions within each sen-
tence were used in their literal or figurative sense.
Finally, before beginning our experiments, we pro-
ceeded to remove every sentence pair considered
unsatisfactory in their translation and relevance.

The process allowed us to obtain a curated
dataset, comprised of 254 bilingual segments, on
which we could conduct an evaluation of MT qual-
ity and prompting impact.
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3.3 Prompt Templates

For our study, we select four prompt templates,
three of which are derived from studies by Gao
et al. (2024), Zhang et al. (2023), and Jiao et
al. (2023b), and a five-shot prompt, developed
within the scope of our current study. The prompts
were chosen on the basis of the high performance
reported in the relative literature. The prompt tem-
plates that we have selected differ in their length
and in the information they convey to the model.

We present an overview of the prompt templates
in the following table, with the following annota-
tions: ♦ shows the presence of a line break, [src]
stands for source language, [tgt] stands for tar-
get language, and [input] stands for the text to
be translated.

Prompt ID Prompt Template

A [src]: [input] ♦ [tgt]:
B Please provide the [tgt] translation

for this sentence: [input] ♦ Trans-
lation:

C This is a [src] to [tgt] translation,
please provide the [tgt] translation
for this sentence: [input] ♦ Trans-
lation:

D [src]: [source1] ♦ [tgt]: [target1]
♦ ... [src]: [sourcek] ♦ [tgt]:
[targetk] ♦ [src]: [input] ♦ [tgt]:

Table 1: Overview of the prompt templates used in this study

Prompt A offers a concise structure that directly
maps the source language to the target language,
where brevity is exchanged for clarity of the in-
structions, which in this case is inferred from the
context. Prompt B presents a more descriptive ap-
proach, including the target language in a clear in-
struction, however the source language is not in-
cluded. Prompt C is the most descriptive one, pre-
senting detailed instructions that include both the
source and the target language.

Our contribution, Prompt D, extends the con-
cept of minimalistic mapping (as in Prompt A)
through a few-shot learning approach. It involves
presenting the model with five contextual exam-
ples (k = 5) prior to the translation task, selected
for their relevance to the input text. This methodol-
ogy is designed to leverage the model’s in-context
learning ability (Brown et al., 2020) to improve the
translation performance thanks to the exposure to

related translation examples (Garcia et al., 2023;
Lu et al., 2023). For the implementation of this
five-shot prompt, the examples were selected on
the basis of their semantic similarity to the input
sentence. Whereas the common procedure is to
generate semantic embeddings with models such
as LaBSE (Hendy et al., 2023), we provide a proof
of concept using a computationally efficient and
non-neural TF-IDF Vectorizer. Despite its simplic-
ity, the vectorizer effectively represents the texts
in a multidimensional space, allowing the calcula-
tion of cosine similarity to identify examples most
relevant to the given input sentence. This strategy
aims to provide the model with contextually perti-
nent examples, thereby enhancing its ability to in-
fer and execute the translation task.

4 Evaluation

We present a comprehensive evaluation of the
four prompt templates we have selected, us-
ing two models: gpt-3.5-turbo-1106 and
Mistral-7B-v-0.1. Our evaluation used two
mainstream neural evaluation metrics: COMET
(Rei et al., 2020) and BLEURT (Sellam et al.,
2020). These metrics have shown a very high cor-
relation with human judgment and are established
in the evaluation of LLM-based machine transla-
tion (Moslem et al., 2023a; Hendy et al., 2023).
We have decided to include BLEU (Papineni et
al., 2002) in our evaluation, as it remains a widely
recognized standard metric in MT evaluation, de-
spite its limitations for our specific translation con-
text. More specifically, in the context of accurately
conveying idiomatic expressions into another lan-
guage, there is frequently a mismatch between the
length of the sentence in the source and target
texts. Metrics such as BLEU and ChrF (Popović,
2015) may not be the most adequate for the task,
as they tend to penalize length, lexical discrepan-
cies and brevity of the translations, which are not
necessarily indicative of poor translation quality,
especially in the context of idiomatic expressions.

4.1 Results with GPT-3.5

When testing the model gpt-3.5-turbo, the
five-shot template we developed, Prompt D, con-
sistently outperformed the others in terms of
BLEURT and COMET scores, displaying statisti-
cal significance (p-value < 0.05) in every evalua-
tion instance, as shown in Table 2. Prompt C was
the second best-performing prompt in BLEURT
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and COMET, and the absolute best in terms of
BLEU score.

Table 2: Evaluation of automated MT metrics for the selected
prompts, using the model gpt-3.5-turbo-1106. Asterisks rep-
resent statistical significance (p-value < 0.05).

System BLEURT COMET BLEU

Prompt A 70.09 80.78 36.39
Prompt B 70.17 81.05 37.43
Prompt C 70.54* 81.16* 38.25*
Prompt D (k=5) 71.17* 81.71* 37.70*

The observed BLEU scores were found to be
significantly unsatisfactory, in line with expec-
tations. Interestingly, this shortfall cannot be
attributed to a discrepancy in sentence lengths,
which were quite similar to both the source text
(with an average sentence length of 16.98) and the
reference translations (with an average sentence
length of 17.95). Instead, the limitations may stem
from the brevity penalty inherent in the BLEU
metric, coupled with a lack of n-gram overlap in
the translations.

Prompt A Prompt B Prompt C Prompt D
30

40

50

60

70

80

GPT-3.5-turbo-1106 Performance

BLEURT COMET BLEU

Figure 1: GPT-3.5-turbo-1106 performance per prompt tem-
plate, calculated by BLEU, COMET and BLEURT.

This issue is particularly pronounced in the han-
dling of idiomatic expressions, where translations
often adopt a more creative and less order-bound
approach. This hypothesis is supported by a sub-
stantial difference in the average BLEU scores:
sentences with idiomatic meanings scored an av-
erage of 32, while sentences with literal meanings
achieved an average score of 39.7. This discrep-

ancy is significantly less pronounced when evalu-
ated using the COMET metric, which shows only
a 3-point difference between the two scenarios. In
contrast, neural metrics consistently yielded high
scores, surpassing 70 across all tested prompts.
This suggests that while traditional metrics like
BLEU may struggle to evaluate the nuances of
creative translations, particularly of idiomatic ex-
pressions, neural-based evaluation metrics such as
COMET offer a more effective assessment, poten-
tially capturing aspects of translation quality that
BLEU overlooks, thanks to their use of semantic
embeddings.

4.2 Results with Mistral-7B

The second model we evaluated is the open-
source multilingual LLM, Mistral-7B (Jiang et
al., 2023), developed by the homonymous French
company. As reported in the release publica-
tion, Mistral has excelled on several NLP bench-
marks. Remarkably, its smallest checkpoint,
trained on only 7B parameters, has outperformed
much larger models, such as LLama-2-13B and
LLama-1-34B, developed by Meta. When fine-
tuned on a downstream machine translation task,
Mistral has outperformed gpt-3.5-turbo, as
seen in Moslem et al. (2023b), demonstrating the
capability of Mistral to be an effective open source
asset for multilingual machine translation.

Table 3: Evaluation of automated MT metrics for the selected
prompts, using the model Mistral-7B-v0.1. Asterisks repre-
sent statistical significance (p-value < 0.05).

System BLEURT COMET BLEU

Prompt A 64.85 76.55 33.84
Prompt B 64.21 75.76* 32.91
Prompt C 64.98 76.78 33.11
Prompt D (k=5) 68.60* 79.56* 36.57*

Upon testing Mistral on the same set of prompt
templates from our preceding experiment, it was
observed that Mistral’s adherence to given instruc-
tions was not as precise as the model developed
by OpenAI. Prompt A and C were the worst per-
forming templates, whereas the more informative
Prompt C scored better than the others. Even
in this case, five-shot prompting (Prompt D) dis-
played the best results in every evaluation instance.

The translations generated by Mistral were
found to include numerous unnecessary excerpts
and hallucinations. The core issue identified was
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not the quality of the translation per se, but the
format of the responses. These did not align with
the expected format derived from the reference and
the source texts. Instead, Mistral introduced ex-
traneous phrases like “Perhaps, you would...” or
“I think an accurate translation would be...” which
inevitably led to lower scores on evaluative met-
rics, especially n-gram based ones (Table 3 and
Figure 2).

Prompt A Prompt B Prompt C Prompt D
30

40
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60

70

80

Mistral-7B-v0.1 Performance

BLEURT COMET BLEU

Figure 2: Mistral-7b-v0.1 presents very low BLEU scores for
Prompts B and C.

Contrary to previous expectations, our findings
reveal that a single machine translation prompt can
indeed deliver optimal performance across both
ChatGPT and Mistral-7B models. This challenges
the conventional wisdom that prompts need to be
meticulously customized for each model to elicit
the best output. Our analysis suggests that the
shared architecture and similar training datasets
of these models might allow them to understand
and process instructions in a comparable manner,
thus offering similarly effective performance to the
same prompt. The successful application of one
prompt across these models highlights a potential
universality in prompt effectiveness.

4.3 Prompts and Models Comparison

As we underlined in the previous sections, the
choice of prompt critically influences a model’s
comprehension and translation of idiomatic ex-
pressions. We present an overview of selected
translation output, illustrating how influential the
prompt choice is on the model’s performance. In

Table 4, the examples focus on the translation
of the Italian idiom “attaccare bottone” (literally
translated as “buttoning up”) which commonly
translates to “striking up a conversation” in En-
glish.

Table 4: Translations of “attaccare bottone” using different
prompts on the Mistral model, ordered from A to D

Prompt Translation COMET

A You know, he could hit on
any girl, anywhere.

76.54

B You know, he could but-
tonhole every girl, every-
where and always.

75.76

C Do you know, he could
buttonhole every girl, al-
ways and everywhere.

76.77

D You know, he could get
any girl he wanted, any-
where.

79.55

While Prompts B and C mistake the intended
meaning and generate a literal translation, Prompts
A and D align closely to the reference translation
and the intended meaning of the Italian idiom. The
results we obtain clearly showcase how impactful
the prompt choice is on the model’s understanding
and translation performance.

Building on this, in the following table, we ex-
tend the analysis to the OpenAI model, compar-
ing how GPT-3.5 and Mistral handle the same id-
iomatic input, in their best or worst performance
scenario. We display the translation outputs for
two Italian idioms: “prendere con le pinze” (lit-
erally translated as “to take with tweezers”) which
idiomatically translates to “to take with a grain of
salt” and “avere le mani lunghe” (literally trans-
lated as “to have long hands”) which translates to
“to have sticky fingers”.

For the idiom “prendere con le pinze”, the
Mistral model produced an inaccurate translation,
where the subject is missing and the idiomatic ex-
pression is translated literally, failing to convey
the exact meaning of the input sentence. In con-
trast, even the least effective prompt with GPT-3.5
provides an accurate and contextually appropriate
translation. Mistral is able to accurately translate
the idiom, only when prompted by Prompt D. Fi-
nally, with the idiom “avere le mani lunghe”, both
Mistral and GPT-3.5’s accurately translate the id-
iom into two possible correct meanings: Mistral
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Table 5: Translations of “Prendere con le pinze” and “Avere
le mani lunghe” using different prompts on Mistral and GPT-
3.5

Model Prompt Translation

Mistral Worst Terry, is to be taken with
the pliers, ok?

GPT Worst Terry, it’s to be taken with
a grain of salt, okay?

Mistral Best You know me, Watson,
I’m handsy...

GPT Best You know me, Watson, I
have sticky fingers...

translates it as being inclined to violence, while
GPT-3.5’s translation conveys the concept of being
inclined to steal with “having sticky fingers”.

5 Conclusions

This work presents a preliminary analysis on the
use of LLMs for the translation of idiomatic ex-
pressions. We find that, given the same dataset
and task, identical prompts may have optimal ef-
ficacy across various models, as seen for Mistral-
7B and GPT-3.5, and that it is possible to op-
timize the model’s performance by choosing an
optimal prompt. In our experiments, the five-
shot prompt (Prompt D) consistently outperformed
other prompts in terms of BLEURT and COMET
across both models, over three independent trails,
demonstrating the efficacy of leveraging in-context
learning ability to improve the model’s under-
standing of idiomatic expressions. As for zero-
shot prompting, Prompt C consistently performed
the best. We find that GPT-3.5 consistently out-
performs Mistral-7B which, on the other hand, can
come close to GPT’s performance when prompted
correctly. Finally, we underline the limitations
of traditional metrics based on n-grams, such as
BLEU, in evaluating the translation of idiomatic
expressions, advocating the use of neural-based
evaluation metrics that better capture semantic nu-
ances. Overall, our findings promote a more strate-
gic approach to prompt selection and model use
in machine translation, pointing towards a future
where LLMs can be used effectively for nuanced
and culturally-specific translation tasks. As the
field of MT continues to evolve, so too will the
strategies for leveraging the full potential of large
language models in understanding and translating
the rich nuances of human language.

5.1 Limitations

As a preliminary study, there are several aspects
that should be improved to make it more compre-
hensive and reliable. Currently, due to the very
specific nature of our task, our evaluation is con-
ducted on a self-compiled dataset of 254 bilingual
sentences, presenting only a limited number of id-
iomatic expressions. For resource and time con-
straints, the evaluation was only conducted using
automated evaluation metrics. Finally, while we
have identified that for a given dataset there is an
optimal prompt for different models, the underly-
ing factors determining an optimal prompt’s per-
formance, given the same task, remain unclear. It
is worth noting that our findings are specific to the
linguistic context of this evaluation, and the results
may differ when applied to other language pairs.

5.2 Future Work

In our future work, we aim to address the cur-
rent limitations of our study, to make it more re-
liable and comprehensive by focusing on differ-
ent areas. First of all, we would like to expand
the scope of our research, building a more com-
prehensive dataset, for a better representation not
only of italian idiomatic expressions but also of
other features specific of creative text. Regarding
prompts, we find it necessary to continue exploring
the several prompts that are being researched, such
as pivot prompting (Jiao et al., 2023a) and chain-
of-dictionary (Lu et al., 2023), and also prompt en-
sembles, such as those seen in Feng et al. (2024).
We deem it necessary to research the best prompt-
ing techniques, in order to achieve the very best
performance from the models at our disposal, con-
tributing especially to the use of small-scale open-
source models, such as the Mistral-7B model we
have used in this study. By pursuing these di-
rections, we aim to improve our understanding of
how LLMs can be more effectively utilized for the
task of translating idiomatic expressions, and more
broadly, creative works.
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