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Abstract

Large language models such as GPT-4
have been trained on vast corpora, giv-
ing them excellent language understand-
ing. This study explores the use of Chat-
GPT for post-editing machine translations
of literary texts. Three short stories, ma-
chine translated from English into Dutch,
were post-edited by 7-8 professional trans-
lators and ChatGPT. Automatic metrics
were used to evaluate the number and type
of edits made, and semantic and syntac-
tic similarity between the machine trans-
lation and the corresponding post-edited
versions. A manual analysis classified er-
rors in the machine translation and changes
made by the post-editors. The results show
that ChatGPT made more changes than the
average post-editor. ChatGPT improved
lexical richness over machine translation
for all texts. The analysis of editing
types showed that ChatGPT replaced more
words with synonyms, corrected fewer ma-
chine errors and introduced more problems
than professionals.

1 Introduction

In recent years, there has been a noticeable
shift in the perception of the use of computer-
assisted translation technologies for literary trans-
lation. Advances in the quality of machine trans-
lation (MT) and the development of sophisticated
computer-assisted translation (CAT) tools have
contributed to this changing landscape (Rothwell
et al., 2023).

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Following the emergence of neural machine
translation, a growing body of research has ex-
amined the use of Machine Translation (MT) and
Post-Editing (PE) for literary texts. Researchers
have looked at various aspects related to the use of
MT and PE in the context of literary translation,
such as perceived usefulness of MT (Moorkens et
al., 2018; Şahin and Gürses, 2021; Daems, 2022;
Ruffo, 2022), ethical issues (Taivalkoski-Shilov,
2019; Kenny and Winters, 2020; Li, 2023), trans-
lation quality (Webster et al., 2020; Macken et al.,
2022; Castilho and Resende, 2022), the impact on
the translation process (Toral et al., 2018; Kolb,
2023), and the reader’s reception of the final prod-
uct (Guerberof-Arenas and Toral, 2020).

Further automation of the translation process
can be accomplished by implementing Automatic
Post-Editing (APE), which refers to methods that
improve the output of machine translation sys-
tems by applying automatic editing operations (do
Carmo et al., 2021). Technological advances are
rapidly evolving and the potential of using AI sys-
tems based on large language models (e.g. Chat-
GPT) is currently being explored for a variety
of applications (Guimarães et al., 2024), one of
which is the post-editing of machine translation
output (Raunak et al., 2023).

This study explores ChatGPT’s ability to au-
tomatically post-edit literary texts that were
machine-translated from English into Dutch by a
neural machine translation system. We evaluate
ChatGPT’s performance by comparing its auto-
matically post-edited texts to versions that were
post-edited by professional literary translators.

2 Related research

Over the past decade, a number of studies have
been carried out to examine the usefulness and
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suitability of machine translation and post-editing
for literary translation. Researchers often com-
pare raw (unedited) machine translations of liter-
ary texts with their (published) human-translated
counterparts. The MT systems used are either
generic systems (Webster et al., 2020; Hu and Li,
2023) or MT systems adapted specially for liter-
ary translation (Toral et al., 2024; Matusov, 2019;
Toral et al., 2024).

In order to gain valuable insights into the
strengths and limitations of MT for literary
translation, error classification schemes such as
MQM (Lommel et al., 2014) or SCATE (Tezcan
et al., 2017) are often used. These classification
schemes typically distinguish between accuracy
and fluency errors. Accuracy errors refer to the
failure to transfer meaning correctly from source
to target, whereas fluency errors refer to the fail-
ure to produce grammatically correct, idiomatic
and fluent translations. Existing error classifica-
tion schemes have been adapted to suit the specific
characteristics of literary texts (Tezcan et al., 2019;
Matusov, 2019).

Despite the high quality of the current genera-
tion of transformer-based neural MT systems, they
still produce errors in both accuracy and fluency.
This is certainly the case with more creative use
of language, which is typical of literary texts. In
addition, machine-translated texts exhibit different
linguistic characteristics (e.g. less lexical variety,
less cohesion, syntactically less diverse texts) than
human translations (Vanmassenhove et al., 2019;
Webster et al., 2020). The involvement of profes-
sional translators in the translation of literary texts
is therefore essential.

In the context of literary translation, post-editing
can be applied by having human translators work
on the raw machine translation suggestions (Toral
et al., 2018; Şahin and Gürses, 2019; Guerberof-
Arenas and Toral, 2020; Castilho and Resende,
2022; Kolb, 2023). Human translators then cor-
rect the errors and polish the machine’s raw out-
put, transforming it into a high-quality, publishable
literary translation by ensuring that the translated
texts capture the nuances, cultural references, and
literary techniques present in the original work.

In their study, Macken et al. (2022) compared
three successive versions of a Dutch translation of
an English novel: the raw MT output, the post-
edited version and the revision of the post-edited
text. They manually annotated the errors in the MT

and categorised the editing changes in accordance
with a linguistic typology. The study showed
that most MT errors were corrected in the post-
editing process, and that the post-editor mainly
made lexico-semantic and stylistic changes. Forty-
four percent of the post-editing changes involved
the correction of MT errors, 24% were preferred
changes and 9% were labelled as ‘undesirable’.

They also used different automatic metrics to
measure the (dis)similarity between the differ-
ent versions, focusing on different aspects. The
amount of editing was assessed by Translation Edit
Rate (Snover et al., 2006) and CharCut (Lardilleux
and Lepage, 2017). Semantic similarity was mea-
sured by the neural metrics COMET (Rei et al.,
2020) and BERTScore (Zhang et al., 2019), which
calculate the distance between vector representa-
tions of sentences and tokens. ASTrED (Vanroy
et al., 2021), a metric that compares the edit dis-
tance between the dependency structures of two
sentences, taking into account word alignment in-
formation, was used to quantify syntactic changes.

Another feature that has been widely studied in
previous research on literary machine translation
is lexical richness. Vanmassenhove et al. (2019)
showed that MT systems are not able to achieve
the same level of lexical richness as human trans-
lated texts. Webster et al. (2020) also observed
a decrease in lexical richness from human trans-
lation to machine translation, suggesting a certain
homogenisation of the lexicon used by NMT sys-
tems. Macken et al. (2022) investigated whether
the level of lexical richness increases during post-
editing and revision, but in their study they found
similar levels of lexical richness in the MT, PE and
revised translation.

Large language models such as GPT-4 or
LLaMA are trained on unprecedentedly large cor-
pora. LLaMA-3 for example has been pre-trained
on approximately 15 trillion tokens of text gath-
ered from publicly available sources1. Due to the
size of the training set, they have a comprehensive
understanding of language. As they are trained on
a much larger data set than other end-user applica-
tions such as automatic speech recognition or ma-
chine translation, researchers propose a combina-
tion of the two. Radhakrishnan et al. (2023) used
LLaMA to correct errors produced by the Whis-
per automatic speech recognition system (Radford
et al., 2023), a task similar to the post-editing of

1https://ai.meta.com/blog/meta-llama-3/
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machine translation output.
Raunak et al. (2023) explore the use of GPT-4

for automatic post-editing of NMT output in dif-
ferent language pairs. They experimented with
WMT-22 General MT translation task datasets and
WMT-20 and WMT-21 News translation task sub-
missions annotated with MQM. Translation qual-
ity was assessed using neural evaluation metrics.
Their results show that GPT-4 effectively improves
translation quality compared to the best systems
from WMT-22 across a number of language pairs
and generates meaningful edits to translations. But
they also show that GPT-4 can produce halluci-
nated edits, suggesting caution in its use as an ex-
pert translation post-editor.

Research on the use of ChatGPT for automatic
post-editing is very scarce and has not yet been
applied to challenging text types such as literary
texts. In this study, we extend the work of Rau-
nak et al. (2023) and use ChatGPT 4.0 to auto-
matically post-edit more creative texts. We are not
only interested in whether automatic post-editing
with ChatGPT improves the quality of the neural
machine translation output. We also want to know
how ChatGPT’s post-editing ability compares with
that of professional literary translators. Using au-
tomatic and manual evaluation methods we seek
an answer to the following research questions

• RQ1: Does ChatGPT make more or less
changes to the machine-translated texts than
professional literary translators?

• RQ2: To what extent does ChatGPT preserve
the meaning of the text compared to profes-
sional literary translators?

• RQ3: Does ChatGPT make different types of
changes to the machine-translated texts than
professional literary translators?

• RQ4: Does ChatGPT solve all the errors
present in the machine-translated texts? Does
it introduce new problems?

3 Methodology

3.1 Data

We use part of the data set collected in the
DUAL-T project (Ruffo et al., 2023; Ruffo et
al., 2024), which compares three different literary
translation conditions: the conventional method
using a word processing tool (Microsoft Word),

translation within a computer-assisted translation
environment (Trados Studio 2022), and post-
editing of machine translation output. Three short
stories were selected from the short story collec-
tion ‘One More Thing’ by the American writer
B. J. Novak2.

A total of twenty-three professional literary
translators (8 male, 15 female) participated in the
DUAL-T experiments. The translators were con-
tacted through professional translator associations
in Flanders and The Netherlands and they were
paid to take part in the study. Years of experi-
ence in translating literary texts ranged from 1 year
to 43 years. Eight participants had made use of
post-editing in their professional translation work.
Each translator translated each of the three texts
into Dutch in a different condition. They were
instructed to produce translations of publishable
quality. Each combination of text and condition
appeared the same number of times in the entire
data set.

In this study, we only use the post-edited ver-
sions of the three texts. The machine translations
of the three texts were generated in July 2023 us-
ing a commercial neural machine translation sys-
tem (DeepL). The professional literary translators
worked in a proprietary web-based platform that
displayed the source and the machine-translated
target text side by side. During translation, the
translators could consult online resources when
they felt it was appropriate. The source text char-
acteristics and the number of post-edited versions
of the three texts are presented in Table 1.

Words Sentences Post-edited versions

T1 306 30 7
T2 349 27 8
T3 290 30 8

Table 1: Source text characteristics of the three short stories
and number of texts post-edited by professional literary trans-
lators

We slightly adapted the system and user prompts
of Raunak et al. (2023) to generate the post-edited
versions of ChatGPT 4.0. The system prompt con-
tains the initial instruction to ChatGPT to complete
the post-editing task. The user prompts were given
three times, one for each text. The prompts we
used for the experiments are presented in Appen-

2A published translation of this collection is available in
Dutch, but only as a printed book. It is therefore very unlikely
that this Dutch translation was used to train chatGPT.
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dices A and B.

3.2 Automatic evaluation
We use various automatic metrics to evaluate and
compare all post-edited versions of each text. Be-
fore calculating the automatic metrics, all texts
were tokenized using the Stanza toolkit (Qi et al.,
2020) and manually aligned at sentence level.

To quantify the amount of editing done by each
post-editor, we compare the machine-translated
texts with the post-edited versions of each profes-
sional translator and ChatGPT. We use Translation
Edit Rate (TER) (Snover et al., 2006) and Char-
Cut (Lardilleux and Lepage, 2017). TER quan-
tifies editing operations at the token level, while
CharCut works at the character level. As such
Charcut is more lenient and penalises the use of
different word forms (e.g. the Dutch word stad
(En: town) had been changed to the diminutive
stadje (En: small town)) to a lesser extent than
TER. TER scores were obtained via the MATEO
platform3 (Vanroy et al., 2023). For CharCut, we
used the Python code available on GitHub4.

We used BERTScore (Zhang et al., 2019)
to measure the semantic similarity between the
machine-translated texts and each of their post-
edited versions. BERTScore is an automatic eval-
uation metric for text generation, which uses con-
textual embeddings to compute a similarity score
for two given sentences. As such, it can cap-
ture semantic similarity of synonyms and will give
a higher score to sentences that are semantically
similar (e.g. van de plank – van een rek (En: from
the shelf – from a rack) than sentences in which the
content has been changed, (e.g. van de plank – uit
een kast (En: from the shelf – from a cupboard).
BERTScores were also obtained via the MATEO
platform.

Webster et al. (2020) observed that MT sys-
tems tend to follow the syntactic structure of the
source text more closely than human translators.
We assume that the post-editors will therefore
adapt the syntactic structure to bring it closer to
the norms of the target language. We use AS-
TrED5 (Vanroy et al., 2021) to quantify the de-
gree of similarity between the syntactic structure
of the machine-translated texts and each of their
post-edited versions. ASTrED computes the edit
distance between the dependency structures of two
3https://mateo.ivdnt.org/
4https://github.com/alardill/charcut
5https://github.com/BramVanroy/ASTrED

sentences, taking into account word alignment in-
formation. Under the hood, ASTrED uses the
stanza parser (Qi et al., 2020) for the creation
of universal dependency trees and AWESOME-
align (Dou and Neubig, 2021) for word alignment.
It assigns a lower score to sentences with a more
similar dependency structure than to sentences
where the structure has changed more. In the ex-
ample in Figure 1, the human post-editor made
only minimal changes to the structure, whereas
ChatGPT made more changes to the structure. The
resulting ASTrED scores are resp. 0,13 for the hu-
man post-edited sentence and 0,26 for ChatGPT’s
version.

Finally, to assess the lexical diversity of each
post-edited text, we calculated the Moving Aver-
age Type-Token Ratio with a window size of 50
(MATTR-50)6. MATTR calculates the ratio of dif-
ferent unique words (types) to the total number of
words (tokens) using a moving window of prede-
fined word length and is therefore not sensitive to
differences in text length. To obtain more accurate
results, we lower-cased all texts before calculating
MATTR.

3.3 Manual evaluation

For the manual evaluation, we largely follow the
methodology of Macken et al. (2022). We anno-
tate all errors in the MT output and classify all
post-editing changes in the subsequent post-edited
translations. As the manual annotation of post-
editing changes is very time-consuming, we only
annotated the ChatGPT version and the post-edited
texts produced by the three most experienced pro-
fessional translators for each text. The translators’
years of experience were 24, 21 and 10 for text 1,
43, 20 and 15 for text 2 and 28, 8 and 8 for text 3.

To evaluate the quality of the machine transla-
tion, the three machine-translated texts were an-
notated according to an adapted version of the
SCATE error taxonomy (Tezcan et al., 2019). We
used the same reduced set of labels as in Macken
et al. (2022).

We further classified all post-editing changes in
the 4 post-edited versions per text from a linguistic
perspective. We made minor adaptations to the cat-
egorisation scheme of Macken et al. (2022), which
includes four main categories (lexico-semantic,
syntax & morphology, style and spelling & punc-

6https://github.com/kristopherkyle/
lexical\_diversity
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Figure 1: Universal Dependency Trees for the machine-translated sentence, and two post-edited sentences, resp. by a human
post-editor and by ChatGPT. English source sentence: He smiled but said he didn’t agree.

tuation), which are subdivided into subcategories
(see Table 4 and Appendix C for more details). We
also labelled each post-editing change in terms of
correctness and necessity by using the following
labels (MT error correction, consistency, preferen-
tial and undesirable change). Undesirable changes
are edits that clearly degrade the quality of the
translation. In the final translation we also iden-
tified any MT errors that were not fixed.

All annotations were done in Excel by the au-
thor of the paper. To facilitate the labelling of post-
editing changes, we used Charcut (Lardilleux and
Lepage, 2017), which produces an HTML docu-
ment visualizing the differences between the MT
output and the PE version, see Figure 2. The anno-
tation guidelines are given in Appendix C.

Figure 2: Example of Charcut visualizations (MT–APE)

4 Results

4.1 Automatic evaluation
Table 2 shows the results of the four automatic
metrics quantifying the amount of editing that
took place (CharCut and TER), semantic simi-
larity (BERTScore) and syntactic similarity (AS-
TrED). The metrics were calculated on all trans-
lations available to us. The table summarises the
results per condition: APE represents the results
of the automatically post-edited text by ChatGPT,
while PE is the average of the 7 or 8 human post-
edited versions.

CharCut ↓ TER ↓ BERTScore ↑ ASTrED ↓
T1 APE 0,31 0,42 89,33 0,22
T1 PE 0,26 0,36 90,57 0,24

T2 APE 0,37 0,47 88,58 0,23
T2 PE 0,24 0,34 91,46 0,18

T3 APE 0,31 0,39 88,68 0,27
T3 PE 0,17 0,24 93,07 0,18

Table 2: Overview of automatic evaluation results per text.
Up arrow: higher value means more similar; down arrow:
lower value means more similar.

If we compare ChatGPT with the ‘average hu-
man post-editor’, we see that ChatGPT makes
more changes to the machine-translated texts than
the average human post-editor. The results show a
higher degree of editing, both in terms of CharCut
and TER, a lower semantic similarity and, for two
texts, also a lower syntactic similarity.

Figure 3 presents the CharCut and ASTrED
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scores per text and per participant. For texts 2 and
3, ChatGPT obtains the highest CharCut scores.
For text 1, two professional literary translators
(P07 and P11) make more changes to the machine
translation. ChatGPT’s ASTrED score for texts 2
and 3 is the second highest; for text 1 it is in the
middle range.

Figure 4 presents the MATTR-50 scores for the
English source texts, the machine-translated texts
and all post-edited versions. While English and
Dutch MATTR-50 values cannot be directly com-
pared due to different word formation rules (com-
pounds are written as one word in Dutch), the
MATTR-50 values of the English source texts can
be used as benchmark to interpret the other val-
ues. In most cases, post-editing results in higher
MATTR-50 values. ChatGPT achieves higher
MATTR-50 values for all texts, increasing the
level of lexical richness compared to the machine-
translated texts.

4.2 Manual evaluation

All errors were manually annotated in the
machine-translated texts. Overall, the quality of
the commercial neural machine translation system
is relatively good, with only 18 accuracy errors and
29 fluency errors. Table 3 gives an overview of all
the errors found in the machine-translated texts.

In terms of accuracy, mistranslations make up
the largest group of errors. Examples of accu-
racy errors are wrong translations of single words
(e.g. scraggly is translated as schamele (En: poor,
scanty)) or expressions (e.g. on the last day the
rain cleared is translated literally as op de laatste
dag klaarde de regen op, which is not idiomatic in
Dutch).

The other major group of problems are style
problems, and in particular disfluent sentences (be-
longing to the ‘fluency’ category). Disfluent sen-
tence constructions are most often the result of
copying the structure of the source sentences too
literally, as is the case in the following exam-
ple: De plek waar mensen hun hele leven voor
gespaard hebben om naartoe te gaan, which is a
rather literal translation of The place that people
saved up to visit their whole lives.

Table 4 gives an overview of all post-editing
changes in the three texts. In total, 751 post-
editing changes were annotated. Most post-editing
changes are lexico-semantic (69%) or stylistic
(20%) changes.

Accuracy 18 Fluency 29

Mistranslation 16 Coherence 2
Multiword 5 Discourse marker 0
Word sense 2 Coreference 1
Other 9 Tense 0

Addition 0 Other 1
Omission 0 Lexicon 7
Untranslated 2 Grammar & syntax 1
Do not translate 0 Style 16

Disfluent 12
Repetition 1
Other 3

Spelling & punctuation 3
Capitalisation 0
Compound 1
Punctuation 2
Other 0

Table 3: Accuracy and fluency errors in the three machine-
translated texts

Post-editors often replace words with syn-
onyms (boekwinkel → boekhandel (En: book-
store)), make words or phrases more explicit or
specific (plek → stad (En: place → town)), make
them more implicit or vague (hij tekende zelfs een
diagram → hij tekende het zelfs uit (En: He even
drew a diagram → he even drew it); in de stad
→ in de buurt (En: in the city → in the neigbour-
hood)), or replace words or phrases from the MT
output with a better collocation or more idiomatic
expression (klaarde de regen op → klaarde het op
(En: the rain cleared); op zijn laatst om → of uiter-
lijk (En: at the latest)).

Post-editors also often make improvements to
the structure of the machine translation, e.g. (De
plek waar mensen hun hele leven voor gespaard
hebben om naartoe te gaan → Sommige mensen
spaarden hun hele leven om er een keer naartoe
te gaan (En: The place that people saved up to
visit their whole lives → Some people saved their
whole lives to go there once)). They also often
prefer another word order (om bloemen te kopen
voor zijn vrouw → om bloemen voor zijn vrouw te
kopen (En: to pick up flowers for his wife)) or make
other stylistisc changes (een vage en opgeblazen en
maffe lach → een vage opgeblazen gekke glimlach
(En: a vague and bloated and goofy smile)).

Most of the spelling and punctuation changes
are related to changing double quotes by single
quotes.

Table 5 shows the breakdown of the lexico-
semantic and stylistic edits per text and per post-
editor. For each of the texts, we can see quite
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Figure 3: CharCut and ASTrED scores per text per participant, ordered by CharCut scores

Figure 4: MATTR-50 scores for the English source text, the MT the and (automatically) post-edited texts
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Lexico-semantic 517 Syntax & morphology 26

Addition 2 Agreement 2
Coherence marker 39 Number 3
Collocation & idiom 128 Diminutive 8
Deletion 16 Tense 10
Explicitation & specific 68 Other 3
Implicitation & vague 46
Synonym 134
Other 84

Spelling & punctuation 58 Style 150

Capitalization 0 Word order 37
Compound 2 Structural change 50
Linking word & punctuation 9 Shorter 15
Punctuation added 8 Split sentence 0
Punctuation deleted 2 Merged sentence 3
Other 37 Other 45

Table 4: Categorisation of all post-editing changes in the
three texts

a few differences in both the number of changes
and the types of changes made by each of the
post-editors. The most striking difference be-
tween ChatGPT and professional literary transla-
tors is that ChatGPT makes more lexico-semantic
changes, which can be attributed to the subcate-
gory ‘synonym’. ChatGPT thus replaces words
with synonyms more often than professional liter-
ary translators.

Table 6 presents the quality labels assigned to
all post-editing changes by the three post-editors
and ChatGPT. The majority of changes (71%) are
preferential in nature; 20% of all changes are cor-
rections of MT errors; 5% of the changes were for
consistency reasons (e.g. because of adaptations
made earlier in the text) and 3% of the changes
were labelled as ‘undesirable’. These last changes
either introduced new errors or made the final tar-
get text inconsistent with the information in the
source text. Most of the MT errors (80% of all ac-
curacy errors and 88% of all fluency errors) present
in the machine-translated texts were solved during
post-editing.

The distribution of quality labels is slightly dif-
ferent for ChatGPT compared to the three post-
editors, with 74% preferential changes (vs. 70%),
18% MT error corrections (vs. 21%), 6% undesir-
able changes (vs. 2%) and 2% changes to make
the text consistent (vs. 6%). This means that Chat-
GPT corrects fewer MT errors and introduces more
problems than the human post-editors. An ex-
ample of problem introduced by ChatGPT is pre-
sented in Figure 5. In the example, the MT pro-
duces a literal translation of the phrase In the end,
this one wasn’t for her, which does not make sense
in Dutch. ChatGPT adds the Dutch word plek

TEXT 1 ChatGPT P6 P11 P17

Lexico-semantic 48 33 40 46
Coherence marker 3 6 4 6
Collocation & idiom 13 10 16 12
Deletion 2 3 2 1
Synonym 15 2 4 9
Explicitation & specific 5 5 8 10
Implicitation & vague 5 5 3 1
Other 5 2 3 7

Style 8 9 14 16
Word order 4 1 3 4
Structural change 1 3 1 1
Shorter 2 1 4 0
Merged sentence 0 1 1 1
Other 1 3 5 10

TEXT 2 ChatGPT P2 P12 P15

Lexico-semantic 76 32 46 50
Addition 2 0 0 0
Coherence marker 3 3 1 3
Collocation & idiom 11 11 15 12
Deletion 1 0 0 2
Synonym 33 8 7 9
Explicitation & specific 4 4 7 6
Implicitation & vague 8 1 4 5
Other 14 5 12 13

Style 8 16 20 10
Word order 3 5 3 2
Structural change 0 5 10 2
Shorter 1 1 1 1
Other 4 5 6 5

TEXT 3 ChatGPT P5 P16 P20

Lexico-semantic 46 45 19 36
Coherence marker 3 4 0 3
Collocation & idiom 8 7 5 8
Deletion 3 2 0 0
Synonym 16 11 6 14
Explicitation & specific 7 7 2 3
Implicitation & vague 3 5 2 4
Other 6 9 4 4

Style 19 15 4 11
Word order 5 4 2 1
Structural change 9 9 2 7
Shorter 3 0 0 1
Other 2 2 0 2

Table 5: Overview of the lexico-semantic and stylistic edits
per text and per post-editor

(En: place) so that the meaning of the sentence
changes to In the end, this place was not for her.

Figure 5: Example of an undesirable edit by ChatGPT
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Quality label All Post-editors ChatGPT

Preferential 536 (71%) 367 (70%) 169 (74%)
MT error correction 153 (20%) 112 (21%) 41 (18%)
Consistency 37 (5%) 33 (6%) 4 (2%)
Undesirable 25 (3%) 10 (2%) 15 (6%)

Table 6: Overview of the quality labels assigned to all post-
editing changes by the three post-editors and ChatGPT

5 Discussion

We conducted an experiment comparing the post-
editing capabilities of ChatGPT with those of ex-
perienced professional literary translators working
on English-Dutch literary texts. We used a data
set collected in the DUAL-T project, in which
23 professional English-Dutch literary translators
post-edited the neural machine translations of three
short stories by the same author. We then asked
ChatGPT 4.0 to create post-edited versions of the
three texts. This collection of post-edited literary
translations allows us to compare the results of hu-
man and automatic post-editing.

We formulated four research questions and used
a combination of automatic and manual evalu-
ation methods to compare all post-edited texts.
The CharCut and TER results show that ChatGPT
makes more changes to the machine-translated
texts than the ‘average human post-editor’ (RQ1).
ChatGPT achieved the highest CharCut scores
for two texts and made the most lexico-semantic
changes in all texts compared to the human post-
editors. ChatGPT improved lexical richness over
the machine translation for all texts. The obtained
BERTScore values indicate that the meaning of the
text is less preserved in ChatGPT’s versions com-
pared to those of the ‘average professional literary
translator’ (RQ2).

When analysing the types of changes made
by post-editors, we clearly see that post-
editors mainly make lexico-semantic and stylis-
tic changes, as was the case in Macken et al.’s
study (2022). Looking more closely at the types
of changes made by individual post-editors, we
can see that there is a great deal of variation be-
tween different post-editors. A high degree of
individual variation between professional transla-
tors during revision has been observed in previ-
ous studies (Daems and Macken, 2020) and can
be attributed to the individual style of professional
translators. The only striking difference between
ChatGPT and professional literary translators is
that it replaces words with synonyms more often

than human post-editors (RQ3).
With only 18 accuracy errors and 29 fluency

errors, the neural machine translation system did
an excellent job. Most errors were solved during
post-editing. Looking at the MT quality labels, we
can conclude that ChatGPT solves fewer errors in
the machine-translated texts and introduces more
problems compared to professional literary trans-
lators (RQ4).

This study aimed to provide insights into the
capabilities and limitations of ChatGPT for auto-
matic post-editing of literary machine translation.
Overall, ChatGPT proved to be a more aggres-
sive post-editor than the professionals, making too
many changes to the machine-translated text, de-
spite being explicitly instructed not to do so in the
prompt (“Do not edit the translation if the trans-
lation is faithful to the meaning of the source text
and faithful to the style of the original author”). It
also corrected fewer errors, introduced more prob-
lems and deviated more from the meaning of the
target text. Nevertheless, ChatGPT corrected most
of the errors and provided meaningful edits.

While fully automatic post-editing with Chat-
GPT is not yet feasible, and probably not de-
sirable from an ethical point of view, AI tools
based on large language models can generate high-
quality post-editing suggestions. As such, they can
certainly complement the toolkits of professional
translators. A promising direction that deserves
further investigation is to have human translators
work directly on texts that have been automatically
post-edited by AI. This could help to leverage the
strengths of both human and machine skills.
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