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Introduction

We are thrilled to welcome you to the Workshop on Customizable NLP (CustomNLP4U) at EMNLP
2024, held at the Hyatt Regency Miami Hotel on November 16, 2024. This workshop will explore the
latest advancements and challenges in creating NLP models that can be customized for varied users,
settings, and ethical considerations. CustomNLP4U aims to foster discussion and showcase research on
the next generation of NLP models, which can adapt to unique user needs while addressing privacy,
copyright, and personalization challenges.
This year’s workshop brings together researchers, developers, and practitioners from across the NLP
community. The program includes keynote talks, presentation sessions, and a poster session featuring
both long and short papers. Each presentation and poster provides insights into data, modeling, evalua-
tion, open science practices, applications, and ethical considerations in customizable NLP. These topics
are crucial as we seek to build NLP systems that are not only powerful but also adaptable, transparent,
and ethically sound.
Our call for papers attracted a diverse range of submissions across both academic and industry perspec-
tives. We are grateful for the hard work and dedication of the Program Committee and the Steering
Committee members, who carefully reviewed each submission. Their efforts were invaluable in shaping
this year’s program and ensuring high-quality presentations.
Workshop Highlights
1. Keynotes and Presentations: The program includes multiple keynote talks and oral presentation ses-
sions covering topics such as data collection, customized model evaluation, privacy in NLP, and ethical
considerations for adaptive AI. 2. Poster Session: Presentations in poster format enable more interactive
engagement, offering opportunities for attendees to discuss topics like personalized AI assistants, socio-
lect modeling, federated learning, and chain-of-thought prompting. 3. Themes: This year’s submissions
reflect a growing interest in applications across sensitive domains like medical and legal NLP, as well as
advancements in interpretability and control for varied use cases. Papers span topics from data privacy
to interpretability, open science practices, and ethical issues in customization.
The workshop would not have been possible without the efforts of our Organizers and Steering Com-
mittee. We extend our gratitude to Sachin Kumar (Ohio State University, Allen Institute for AI), Weijia
Shi (University of Washington), Chan Young Park (Carnegie Mellon University), Vidhisha Balachan-
dran (Microsoft Research), and Shirley Anugrah Hayati (University of Minnesota, Twin Cities) for their
leadership and dedication in organizing CustomNLP4U.
Our Steering Committee members—Yulia Tsvetkov, Noah A. Smith, Hannaneh Hajishirzi (all from the
University of Washington), Dongyeop Kang (University of Minnesota, Twin Cities), and David Jurgens
(University of Michigan)—have provided guidance and support throughout the planning process.
Thank you for joining us at CustomNLP4U 2024! We look forward to an inspiring day of discussions,
insights, and collaborations, all aimed at driving the future of adaptable, ethical, and user-centered NLP
systems.
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