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Preface

Deliberation is ubiquitous: from navigating divergent interests in everyday personal life to
reaching consensus in the political decision making process, deliberation describes the
communicative process by which a group of people exchange ideas, weigh different arguments,
and ultimately reach mutual understanding. In recent years, deliberative processes have
gained momentum and shown to improve everyday and political decision-making. For the first
time, technological solutions are maturing to the point that they can be deployed to support
deliberation. In this context, we want to establish the foundations for collecting and curating
data for deliberation domains and for evaluating technology in deliberative settings.

The DELITE workshop provides a forum for presenting new advances in technology around
deliberation by addressing researchers in Natural Language Processing, human-computer
interaction, corpus linguistics, political science and philosophy, as well as stakeholders and
domain experts involved in integrating such technology into decision-making processes.
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Abstract
Measuring the quality of contributions in political online discussions is crucial in deliberation research and computer
science. Research has identified various indicators to assess online discussion quality, and with deep learning
advancements, automating these measures has become feasible. While some studies focus on analyzing specific
quality indicators, a comprehensive quality score incorporating various deliberative aspects is often preferred. In this
work, we introduce AQuA, an additive score that calculates a unified deliberative quality score from multiple indices for
each discussion post. Unlike other singular scores, AQuA preserves information on the deliberative aspects present
in comments, enhancing model transparency. We develop adapter models for 20 deliberative indices, and calculate
correlation coefficients between experts’ annotations and the perceived deliberativeness by non-experts to weigh the
individual indices into a single deliberative score. We demonstrate that the AQuA score can be computed easily from
pre-trained adapters and aligns well with annotations on other datasets that have not be seen during training. The
analysis of experts’ vs. non-experts’ annotations confirms theoretical findings in the social science literature.

Keywords: deliberative quality, adapter models, quality score

1. Introduction

In the evolving landscape of democratic discourse,
the concept of deliberation stands as a cornerstone,
embodying the exchange of ideas, critical
discussion, and consensus-building among
citizens (Dryzek, 2002). Central to the efficacy of
these deliberations is their quality, a multifaceted
construct traditionally gauged by dimensions
such as rationality, civility, reciprocity, and
constructiveness (Friess and Eilders, 2015). More
recent research has explored various indicators
of deliberative quality in online discussions
(Steenbergen et al., 2003; Friess and Eilders,
2015; Scudder, 2022). However, most of
these approaches require manual annotation
of discussion data from trained coders and
serve to analyze the discussion in retrospect.
As the digital age drives an increasing volume
of public conversations onto online platforms,
the demand to assess their quality through the
previously mentioned dimensions in an automated,
scalable manner is growing (Diakopoulos, 2015;
Beauchamp, 2020).

Previous efforts have demonstrated the
potential of using natural language processing
(NLP) and machine learning algorithms to
automatically identify features of deliberation such
as argumentative structure, emotional tone, and
engagement patterns (Lawrence and Reed, 2020;
Acheampong et al., 2020; Shin and Rask, 2021).
The interest in automating such assessments, with

projects like the one implemented by Falk and
Lapesa (2023a) in their examination of argument
and deliberative quality with adapter models
(Houlsby et al., 2019), is growing.

Motivated by this research, this study introduces
AQuA, an index to measure the deliberative quality
of individual comments in online discussions with
a single score. While there is an ongoing debate
on the usefulness of aggregating multiple indices
of deliberation (Bächtiger et al., 2022), we argue
that for some tasks a single value, composed of
several theoretically based criteria is favorable.
Our approach combines predictions on various
dimensions of deliberation with insights gained from
both expert and non-expert evaluations, resulting
in a single deliberative quality score. We make
use of data that has been annotated from both
trained experts and crowd annotators, representing
the non-experts’ view. We calculate correlation
coefficients between the annotated deliberative
quality criteria and the perceived deliberativeness
of the comments to attribute importance to each
individual criterion.

Our contributions:

1. We train 20 adapter models on aspects of
deliberation to form the basis for a single
deliberation score.

2. To combine the automated predictions in a
meaningful way, we calculate the correlation
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coefficients between experts’ and non-experts’
assessments of deliberative quality.

3. We define a single normalized score using
the correlations as weights, hereby, creating
an interpretable and explainable measure for
deliberative quality.

4. Finally, we show in experiments that our score
can automatically assess the deliberative
quality of discussion comments.

Our method consists of two components: (1)
the utilization of adapters trained on discrete
facets of deliberation, and (2) the integration of
correlations between annotations from experts
and non-experts to establish a normalized score
for deliberative quality. In developing this index,
we extensively test and evaluate its effectiveness
across diverse datasets, demonstrating its utility
in real-world applications. By doing so, we
aim to contribute to the burgeoning field of
computational social science, offering scholars,
policymakers, and practitioners a tool to monitor
and analyze public dialogues. Our trained
adapter weights and the code for calculating AQuA
scores are available under https://github.
com/mabehrendt/AQuA.

2. Related Work

Before explaining our approach in detail, we give an
overview on the previous work to quantify aspects
of deliberation in online discussions and the adapter
approach to efficiently train language models for
downstream tasks.

2.1. Deliberative Quality Indices
Various attempts have been made in the literature
to conceptualize deliberation aspects to assess the
quality of discourse. Here, we provide a summary
of key indicators and metrics proposed in this
domain.

The Deliberative Quality Index (DQI), introduced
by Steenbergen et al. (2003) and further refined
by Bächtiger et al. (2022), is a prominent and
frequently applied metric for evaluating deliberative
quality. The DQI comprises five dimensions:
equality of participation, level of justification,
content of justification, respect, and constructive
politics. These dimensions are assessed for each
contribution and averaged for a single speaker.

Scudder’s (2022) Listening Quality Index (LQI)
emphasizes deliberative listening as a crucial factor
in communication quality, organizing elements
of existing measures into a hierarchical scale.
This scale progresses from minimal listening to
a stage where the speaker feels acknowledged,

emphasizing the sequential fulfillment of criteria.
The LQI differentiates between speakers and
listeners, considering not just the contributions to
the dialogue but also the participants’ behavior and
their feeling of being heard.

The Deliberative Reason Index (DRI) by
Niemeyer et al. (2024) seeks to capture deliberative
quality at the group reasoning level rather than
evaluating individual contributions. This approach,
akin to the LQI, employs surveys conducted before
and after discussions to gauge participants’ views
and preferences on debated topics, calculating
agreement scores that are then aggregated to a
group score.

Although referred to as indices, the discussed
methodologies do not necessarily provide a single
index. They often yield multiple metrics rather than
a singular measure, demanding a comprehensive
evaluation to determine the overall quality of
contributions or debates. Friess et al. (2021)
suggest aggregating the presence of deliberative
qualities — rationality, respect, reciprocity, and
civility — and computing their average to establish
a quality ratio, treating each criterion with equal
importance. We argue, however, that certain
aspects may be more important than others to
estimate the deliberative quality of a contribution
(Chen, 2017).

While the indices presented are valuable for in-
depth political debate analysis, their application
requires extensive effort from trained coders
for annotation and reliability assessments. To
streamline the analysis of the deliberative quality of
online discussions, several automation proposals
have emerged. For instance, Wyss et al. (2015)
employ cognitive complexity to analyze Swiss
parliamentary debates, using indicators derived
from the Linguistic Inquiry and Word Count (LIWC)
dictionary (Tausczik and Pennebaker, 2010).
Gold et al. (2015) automate the measurement
and annotation of features like participation and
justification, subsequently employing a visual
analytics system for data representation. Fournier-
Tombs and Di Marzo Serugendo (2020) introduced
DelibAnalysis, a framework for predicting the DQI
of online discussion contributions through machine
learning, while Shin and Rask (2021) proposed
leveraging network and time-series analyzes to
assess deliberation criteria automatically.

Our proposed method seeks to bridge the
gap between NLP techniques and the theoretical
aspects of deliberative quality assessment. We
introduce the AQuA score to (i) combine the
theoretical underpinnings of deliberation with the
comment quality in online debates as perceived
by non-experts, and thereby (ii) offering a tool to
quantify deliberation aspects through advanced
deep learning methods.
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Figure 1: AQuA calculates a single score for deliberativeness from weighted adapter predictions on 20
different deliberative aspects. The adapter predictions are weighted by the correlation coefficients between
each deliberative aspect and the perception of crowd workers about whether a comment is deliberative or
not. The normalized score can then be used to compare the deliberative quality of individual comments.

2.2. Adapters

Adapters, as introduced by Rebuffi et al. (2017)
are an efficient approach to customize pre-trained
language models like RoBERTa (Liu et al., 2019) for
specific tasks. This method involves the integration
of additional bottleneck layers into the model for
each distinct task, which adds new weights while
leaving the original pre-trained weights unaltered.

The concept of adapter layers was first applied
to NLP by Houlsby et al. (2019), who adapted the
Transformer architecture (Vaswani et al., 2017) to
include these layers. The design of the adapter
involves compressing the input’s dimensionality to
a significantly smaller size, applying a non-linear
function, and incorporating a skip-connection to
circumvent the bottleneck, with task-specific layer
normalization parameters also being adjustable.

The strategic insertion of adapter layers has been
a focus of research, with Houlsby et al. (2019)
positioning them subsequent to both the multi-
head attention and feed-forward layers within the
Transformer architecture. Pfeiffer et al. (2021)
found in an extensive search on architectural
parameters, that placing only one adapter after the
feed forward layer in the Transformer works best
throughout all their experiments. We also apply
this architecture for our models. The introduction
of AdapterHub by Pfeiffer et al. (2020) and the
adapters library by Poth et al. (2023) further
facilitated the sharing and reuse of pre-trained
adapters within the community.

Subsequent studies, such as those by Mendonca
et al. (2022), explored the training of individual
adapters for dialogue quality estimation, and the
use of AdapterFusion (Pfeiffer et al., 2021) to
merge features from different adapters. Falk and
Lapesa (2023a) trained 20 adapters on features

for argument and deliberative quality to examine
their dependencies. In our work, we follow a similar
path to train adapters to evaluate specific aspects
of deliberative quality and subsequently combine
them using correlation coefficients between experts’
and non-experts’ annotations, to create a single
deliberative quality metric.

3. AQuA: An Additive Score for
Deliberative Quality

With AQuA we propose a metric for assessing the
quality of individual comments in online discussions.
Our approach combines predictions on various
dimensions of deliberation with insights gained
from both experts’ and non-experts’ evaluations,
resulting in a single deliberative quality score. Our
methodology consists of two components: (1) the
utilization of adapters trained on discrete facets of
deliberation, and (2) the integration of correlations
between experts’ and non-experts’ annotations
to establish a normalized score for deliberative
quality. We therefore harness annotations of
the same data, once labeled by trained experts
for a variety of deliberative qualities, such as
the degree of justification, and once labeled by
non-experts on their personal assessment of the
deliberativeness of a comment. We calculate
correlation coefficients between each individual
deliberative criterion (experts’ labels) and the binary
indicator for deliberativeness (non-experts’ labels).

The idea of our approach is to aggregate
individual scores calculated by adapters in a
meaningful way to obtain a single score for each
comment, in which some aspects contribute more
to the perceived deliberativeness than others. For
this reason we call our approach AQuA, an “Additive
deliberative Quality score with Adapters”.

3



3.1. Datasets
Our analysis is based on three datasets:

1. The KODIE dataset, comprising 13,587
comments that were collected and annotated
as part of a scientific study that explored
the impact of news organizations’ interactive
moderation on the deliberative quality of users’
political discussions (Heinbach et al., 2022).
The comments were posted on the Facebook
pages of four German national and regional
news outlets with high outreach and diverse
audiences. These news outlets delivered data
that included all published and deleted/hidden
posts and comments on their Facebook pages
for a period of 12 weeks per news outlet.

2. The #meinfernsehen2021 (German for my
television) dataset (Gerlach and Eilders, 2022)
is the result of a large scale citizen participation
on the future of public television in Germany.
Overall, 1,714 comments from the participation
process have been manually coded as part of
a quantitative content analysis to examine the
discussion quality.

3. The CrowdAnno project Wilms et al. (2023)
collected a non-expert representation of
deliberative quality via crowd annotations
for a subset of, i.a., both the KODIE and
#meinfernsehen datasets.

The annotations from two different perspectives
are explained in the following.

3.1.1. KODIE & #meinfernsehen - the Experts’
View

The KODIE annotation framework (Heinbach et al.,
2022), assigns 23 score-based deliberative and
further labels on other aspects to each comment.
These annotations were conducted by trained
coders with a scientific background, focusing on
deliberative criteria such as fact claims, relevance
to the discussion topic, and respectful engagement
with other users. The deliberative criteria can
each be assigned to one of the three main
dimensions of deliberation (Bächtiger et al., 2009;
Esau et al., 2021; Graham, 2010; Coe et al., 2014;
Papacharissi, 2004):
Rationality, measured by indicators such as

reasoning, solution proposals, and provision
of additional knowledge.

Reciprocity, measured as mutual references
between users within a discussion.

Civility, measured as the presence of a respectful
interaction with others and the absence of
insults, pejorative speech, and other markers
of disrespect.

Add & Norm

Add

Norm

Add

Feed
Forward Up

Feed
Forward Down

Norm

Add & Norm

Feed
Forward

Add & Norm

Multi-Head
Attention

Adapter

Figure 2: For the individual adapter predictions,
we use a Transformer based model with adapter
layers inserted after the feed forward layer of the
Transformer as proposed by Pfeiffer et al. (2021).

The following coding scheme was used: all
categories were coded on a four-point scale
from “clearly not present” to “clearly present”.
Intercoder reliability was tested on a subset of 130
comments and exceeded the critical threshold of
Krippendorff’s α of .67 for all categories (Ø = .83).
The #meinfernsehen data is annotated with the
same scheme as KODIE. For #meinfernsehen
intercoder reliability was tested on 159 comments,
exceeding the critical threshold of Krippendorff’s α
of .67 for 20 out of 21 categories (Ø = .74).

We selected 19 out of the 23 deliberative quality
criteria to train adapters, since some annotated
aspects, e.g., threat of violence were not found
in the data. In addition to the deliberative
quality criteria, we included storytelling, which is
considered a type II deliberation criterion, according
to Bächtiger et al. (2009), since the description of
personal experience when suggesting a solution
contributes to the perceived quality of a comment
(Falk and Lapesa, 2023b). The 20 deliberative
aspects that we use are listed in Table 1. After
filtering out data points with missing annotations
and coding errors, we were left with a total of 13,069
comments to train our adapter models. In the
following we will write

sk(i) ∈ {0, 1, 2, 3} (1)

for the k-th score (1 ≤ k ≤ 20) of the i-th comment

4



Adapter Description Weight
Ra

tio
na

lit
y

Relevance Does the comment have a relevance for the discussed topic? 0.20908452
Fact Is there at least one fact claiming statement in the comment? 0.18285757
Opinion Is there a subjective statement made in the comment? -0.11069402
Justification Is at least one statement justified in the comment? 0.29000763
Solution Proposals Does the comment contain a proposal how an issue could be solved? 0.39535126
Additional Knowledge Does the comment contain additional knowledge? 0.14655912
Question Does the comment include a true, i.e., non-rhetoric question? -0.07331445

Re
ci

pr
oc

ity Referencing Users Does the comment refer to at least one other user or to all users in the community? -0.03768367
Referencing Medium Does the comment refer to the medium, the editorial team or the moderation team? 0.07019062
Referencing Contents Does the comment refer to content, arguments or positions in other comments? -0.02847408
Referencing Personal Does the comment refer to the person or personal characteristics of other users? 0.21126469
Referencing Format Does the comment refer to the tone, language, spelling or other formal criteria other comments? -0.02674237

C
iv

ilit
y

Polite form of Address Does the comment contain welcome or farewell phrases? 0.01482095
Respect Does the comment contain expressions of respect or thankfulness? 0.00732909
Screaming Does the comment contain clusters of punctuation or capitalization intended to imply screaming? -0.01900971
Vulgar Does the comment contain language that is inappropriate for civil discourse? -0.04995486
Insult Does the comment contain insults towards one or more people? -0.05884586
Sarcasm Does the comment contain biting mockery aimed at devaluing the reference object? -0.15170863
Discrimination Does the comment explicitly or implicitly contain unfair treatment of groups or individuals? 0.02934227
Storytelling Does the commenter include personal stories or personal experiences? 0.10628146

Table 1: Correlation weights wk of all 20 trained deliberative quality adapters. The weights are calculated
as the correlation coefficients between the experts’ annotations and non-experts’ ones. The most important
indicators for a high quality comment are marked in bold. Note that positive correlations correspond to a
positive trait in a high quality comment, while negative correlations correspond to negative traits.

(1 ≤ i ≤ 13, 069).

3.1.2. CrowdAnno - the Non-Experts’ View

In the CrowdAnno project, Wilms et al. (2023)
gathered data on non-experts’ perception of uncivil,
deliberative, and fact-claiming communication
within German online comments through crowd
annotation. The dataset includes 13,677
comments from different news media comment
sections and online citizen participation projects,
annotated by 681 crowdworkers. For AQuA,
we used a subset of 1,742 comments that are
identical to the KODIE and #meinfernsehen data.
Crowd workers were tasked with evaluating,
whether a comment is perceived as enriching and
value-adding to the discussion or not, i.e., marking
if it contains enriching communication, which could
serve as a proxy for deliberative quality. The final
score is aggregated from evaluations by 9 different
crowd annotators via majority vote. To minimize
annotator bias, the crowd workers were sampled to
reflect various sociodemographic and educational
backgrounds. We will write

c(i) ∈ {0, 1} (2)

for the binary deliberativeness label of the i-th
comment.

3.2. Training the Adapters
To automatically predict the various deliberation
criteria, we use pre-trained language models, such
as BERT (Devlin et al., 2019). We follow the
adapter approach: adapters are extra weights
θk, that are plugged into pre-trained language

models and then learned for a specific task k. The
adapted language model for the k-th deliberation
criterion is written as fθk(x), where x is some text
input. Note that while learning these extra weights,
we do not alter the pre-trained model weights.
More precisely, we used the adapter architecture
proposed by Pfeiffer et al. (2021), which is shown
in Figure 2. We trained 20 individual adapters to
predict scores fθk(x) for individual indicators for
deliberative quality in user comments for the KODIE
dataset. For training we perform a 65% (train), 15%
(val), 20% (test) split on our dataset, resulting in
8,495 training data points, 1,960 for validation and
2,614 for testing. Each of the 20 adapters for AQuA
is trained with a multi-label classification objective,
minimizing the cross entropy loss. We train each
adapter for 10 epochs and save the model with the
best macro F1 score.

3.3. Calculating the Weights
Assigning an importance to the individual quality
dimensions for the overall quality measurement
is not a simple task. Our intuition for weighting
the deliberative criteria is to include the perception
of people who potentially read and write these
comments. For that reason we linked the scientific
theory of deliberation to the view of non-scientists
by combining the datasets described in detail in
Section 3.1. More precisely, we obtain the weight
for each deliberative criterion k by calculating the
correlation coefficient,

wk =

∑N
i=1(sk(i)− s̄k)(c(i)− c̄)√∑N

i=1(sk(i)− s̄k)2
√∑N

i=1(c(i)− c̄)2
,

(3)
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between the scientific label sk(i) (with mean s̄k)
for each of the K = 20 aspects of deliberation
and the perception of crowd workers on the
comments deliberativeness c(i) (with mean c̄) for
all N comments. Note that wk is a value from the
interval between −1 and 1.

3.4. Building the AQuA Score
We build an overall quality score s(x) for each
comment as the weighted sum of the weights wk

and the predicted score fθk(x) for each of the
K = 20 quality adapters:

s(x) =

K∑

k=1

wkfθk(x). (4)

The highest and lowest possible scores depend on
the number K of criteria and on the range of the
predictions fθk(x). Since the labels from KODIE
are from the set {0, 1, 2, 3}, the predictions are also
from this set. The highest possible score can be
reached by setting all positively weighted criteria
to their maximum value (i.e, 3) and all negatively
weighted criteria to their minimum value (i.e, 0),

smax =

K∑

k=0

3 · wk · [wk ≥ 0] ≈ 4.9893, (5)

where [wk ≥ 0] = 1 if wk ≥ 0 and zero otherwise.
Similarly, the smallest possible score is

smin =

K∑

k=0

3 · wk · [wk ≤ 0] ≈ −1.6693. (6)

To get a more intuitive range of values, we scale
s(x) to an interval between 0 and 5:

sAQuA(x) = 5 · (s(x)− smin)

(smax − smin)
, (7)

which is the definition of our proposed AQuA score.
Figure 1 graphically illustrates, how the AQuA score
is calculated for a given input comment.

3.5. Applying the Score to English
Comments

To apply our method to English datasets, we
used the wmt19-en-de-model1 (Ng et al., 2019),
to automatically translate all comments in the
examined dataset from English to German. Another
alternative would be to train adapter models on
English data. Since the KODIE dataset consists of
German Facebook comments on political issues,
discussing German politicians as well, we decided
not to translate these comments to train adapter
models, but to translate English comments and use
the pre-trained German models for evaluation.

1https://huggingface.co/facebook/
wmt19-en-de

German Multilingual BERT
BERT cased uncased

Ra
tio

na
lit

y

Relevance 0.39 0.37 0.37
Fact 0.58 0.56 0.54
Opinion 0.59 0.57 0.5
Justification 0.7 0.69 0.67
Solution Proposals 0.77 0.79 0.76
Additional Knowledge 0.71 0.78 0.74
Question 0.84 0.87 0.87

Re
ci

pr
oc

ity Referencing Users 0.86 0.88 0.87
Referencing Medium 0.92 0.93 0.94
Referencing Contents 0.7 0.81 0.8
Referencing Personal 0.83 0.92 0.92
Referencing Format 0.89 0.96 0.96

C
iv

ilit
y

Polite form of Address 0.96 0.97 0.98
Respect 0.81 0.9 0.91
Screaming 0.77 0.81 0.79
Vulgar 0.76 0.74 0.86
Insults 0.87 0.87 0.87
Sarcasm 0.48 0.48 0.34
Discrimination 0.83 0.88 0.87
Storytelling 0.83 0.85 0.86
Ø Total Average (F1-Score) 0.7545 0.7815 0.771

Table 2: Base models. We analyze the
performance of different base models with adapter
training on the 20 deliberative aspects. We show
the weighted average F1 score. Overall, the
multilingual BERT cased model performs best
on the KODIE test dataset. We therefore use
multilingual BERT as a base model for the AQuA
score.

4. Analysis and Experiments

After defining the AQuA score in the previous
sections, we briefly discuss the choice of our
base model and then analyze the weights that we
calculated for the individual adapter predictions.
Finally, we conduct several experiments to show
that our model can successfully predict deliberative
quality in user comments.

4.1. Choice of the Base Model
The correlation coefficients are one important
part that affect the composition of AQuA. The
other part are the predictions of each of the
20 trained adapters. The adapter weights can
be trained with different base architectures. To
determine which base model performs best, we
examine the performance of different models,
namely German BERT Base cased (Chan et al.,
2020) and multilingual BERT (Devlin et al., 2019)
in the cased and uncased variants, on the KODIE
test split. The training procedure is the same as
described in Section 3.2. The results are shown in
Table 2. As the datasets are highly imbalanced, and
some deliberative qualities do not occur often in the
training data, we report the weighted averaged F1
score, i.e., a global weighted average F1 score for
each class. The trained adapter weights with the
multilingual BERT model as base model outperform
the German BERT model on 15 out of the 20
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Label Frequency
0 1 2 3

Ra
tio

na
lit

y
Relevance 130 200 345 1065
Fact 1155 113 155 317
Opinion 27 15 13 123
Justification 1177 78 139 346
Solution Proposals 932 400 281 127
Additional Knowledge 1524 76 91 48
Question 1590 55 45 50

Re
ci

pr
oc

ity Referencing Users 1164 128 62 386
Referencing Medium 173 1 1 3
Referencing Contents 1142 98 119 381
Referencing Personal 177 1 0 0
Referencing Format 177 0 0 1

C
iv

ilit
y

Polite form of Address 1725 3 6 6
Respect 1572 25 100 43
Screaming 1612 30 53 45
Vulgar 1654 44 23 19
Insults 1670 29 21 20
Sarcasm 1327 115 130 168
Discrimination 170 2 1 5
Storytelling 1617 59 46 18

Table 3: CrowdAnno. Absolute frequencies of each
label in the subset of the CrowAnno dataset, used
to calculate the correlation coefficients.

tasks. In direct comparison, the cased variant of
Multilingual BERT performs slightly better than the
uncased one. Based on these results we take the
multilingual BERT Base cased model2 as our base
model for calculating the AQuA score.

4.2. Insights from the Correlations
The calculated correlation coefficients serve as
weights in AQuA to give more importance to
some deliberative aspects than others. Besides
their values determining the importance for each
criterion, the sign of the correlation coefficient
reveals if an aspect is positively or negatively
associated with comment quality. In the following,
we discuss the coefficients and examine whether
findings from previous deliberative research are
consistent with our results. The coefficients with
large absolute values are marked bold in Table 1.

For an overview of the data distribution, Table
3 lists the absolute frequencies of each label for
each deliberative quality criteria in the subset of
the KODIE and #meinfernsehen datasets that have
been annotated using the CrowdAnno framework.
These points were used to calculate the correlation
coefficients. Note that these are not the frequencies
in the dataset used for training the adapters.
However, the small subset reflects the class
imbalance that is present in the data, indicating that
some categories such as vulgar language, insults
and even storytelling do not occur often.

It is striking that nearly all indicators for rationality
are strongly positively correlated with non-experts’
perceived deliberative quality of comments. Using

2https://huggingface.co/
bert-base-multilingual-cased

well-reasoned arguments that are relevant to the
topic has been found to be an important aspect in
distinguishing between comments of high and low
deliberative quality (Diakopoulos, 2015; Kolhatkar
et al., 2020). Unfounded expressions of opinion, on
the other hand, are perceived as non-constructive,
i.e., negative, in user comments. Our results
support that finding, as opinion is highly negatively
correlated with the perceived deliberative quality.

Of all the indicators of reciprocity, referring
to personal characteristics of others has the
greatest positive impact on the overall score. This
is surprising as deliberative literature primarily
highlights engaging with others’ positions, not their
personal traits, as a quality indicator (e.g., Ziegele
et al., 2020).

Within the civility criteria, sarcasm stands out
with a rather high negative correlation coefficient.
Sarcasm, as well as doubting, criticism, and insults
have been identified as one form of expressing
disrespect towards other participants (Bender et al.,
2011). The large correlation weight for sarcasm
is a stable finding, since it is more frequent in the
KODIE data, in contrast to insults.

While not being a central aspect of deliberation,
storytelling in form of personal anecdotes can
foster empathy and mutual understanding between
participants and resolve differences (Black, 2008).
Thus, it is reasonable that storytelling plays an
important role in the weighting of AQuA, as well.

4.3. Evaluating the Score
Having trained the AQuA score using the KODIE,
#meinfernsehen and CrowdAnno datasets, we
next show that the learned adapter weights and
correlations transfer to other datasets as well
and give scores that are qualitatively and also
quantitatively convincing.

0 100 200 300 400 500 600 700
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2.0

3.0
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AQuA Scores Europolis

Figure 3: Europolis. AQuA scores (y-axis) vs the
comment length (x-axis, word count) rule out that
comment length alone is a factor for a high AQuA
score.
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Adapter F1 Score

Ra
tio

na
lit

y

Relevance 13.22
Fact 18.48
Opinion 42.93
Justification 29.49
Solution Proposals 56.04
Additional Knowledge 38.97
Question 62.25

Re
ci

pr
oc

ity Referencing Users 66.85
Referencing Medium 69.23
Referencing Contents 66.28
Referencing Personal 70.40
Referencing Format 70.40

C
iv

ilit
y

Polite form of Address 69.89
Respect 69.67
Screaming 67.96
Vulgar 65.64
Insults 70.40
Sarcasm 66.12
Discrimination 65.84
Storytelling 65.33

Table 4: SOCC. Adapters that align with toxicity
reach a high weighted average F1 score with
toxicity levels from the SOCC dataset.

4.3.1. SFU Opinion and Comments Corpus

We predict AQuA scores on comments of the SFU
opinion and comment corpus (SOCC) (Kolhatkar
et al., 2020). The dataset includes 1,121 comments
on news articles that have been annotated for
constructiveness (binary annotations) and toxicity
(four point scale from not toxic to very toxic).
According to Kolhatkar et al. (2020), constructive
comments are required “to create a civil dialogue
through remarks that are relevant to the article
and not intended to merely provoke an emotional
response”.

We calculate AQuA scores and use them to
predict the binary constructive label for each
comment in the SOCC. Choosing a threshold
of 2.3, i.e., inferring ŷconstructive = 1, if sAQuA ≥
2.3, we get an F1 score of 81.73. Note that the
threshold is a hyperparameter and a value of 2.3
was chosen, because with performed best on the
data. As the dataset also comprises labels for
toxic comments, we use the individual adapter
predictions for screaming, vulgar, insults, sarcasm,
and discrimination to predict the level of toxicity for
each comment. Both the SOCC labels ytoxic as well
as our predictions sk(i) are numbers from 0 to 3,
therefore we simply use the individual predictions
of each adapter as an indicator for the toxicity level
and calculate the weighted average F1 score. With
829 comments labeled as not toxic at all (label
0), 172 with label 1, 35 with label 2 and only 7
comments that are marked as clearly toxic (label 3),
the distribution is very similar to the one we see in
the datasets we used for AQuA. Table 4 shows that
we reach good F1 scores for adapters that align
with toxicity.

4.3.2. Europolis

For a qualitative analysis of the AQuA score, we
apply it to the Europolis dataset (Gerber et al.,
2018). Europolis includes transcribed speech
contributions of a deliberative poll on migration and
climate change, annotated for interactivity, respect,
storytelling, justification and common good. We
calculate AQuA scores for each contribution in the
dataset and report the top 3 highest and lowest
ranked comments in Table 5. For interpretability,
we list both the predicted labels of the individual
adapters and the original Europolis labels (in both
cases only for values greater than 0). While both
differ, the AQuA labels approximately match the
original Europolis labels. The top 3 comments are
all rated highly with positive deliberative aspects
such as storytelling, justification and additional
knowledge, while the lowest comments exhibit
negative deliberative aspects such as sarcasm and
references to other participants. Overall, all of the
the lowest scored comments are questions to clarify
certain aspects in the discussion, whereas the
higher scored comments consist of sophisticated
opinions.

When comparing the AQuA predictions to the
original Europolis labels, we find that the AQuA
score seems consistent with the original labels,
while enhancing the prediction since the AQuA
score consists of 20 deliberative aspects instead
of the 5. This demonstrates the value of AQuA as
a unified score that can be applied to any dataset
based on the chosen deliberative aspects.

Does comment length matter? An interesting
observation is that the lowest ranked comments in
the dataset are much shorter than the high ranked
ones. To study whether comment length alone is
the most important factor that causes our model to
predict a large score, we take a closer look at the
distribution of scores depending on the length of
the comment. Figure 3 displays the AQuA score (y-
axis) in comparison to the comment length (x-axis,
word count). While it is true that short comments
get the lowest scores, which is probably due to the
fact that they do not have much content, the visual
analysis reveals also that medium length comments
get the highest scores. This rules out that comment
length is the most relevant factor for our score.

5. Conclusion

In this work we introduce AQuA, an approach for
an automated deliberative quality score based on
large language models and adapters. The score
combines annotations of experts and the view of
non-experts on real online discussion comments.

We show that the trained adapters are capable
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Top 3 Comments from Europolis
Comment Europolis Labels Adapter

Predictions
Score

The problem with the whole story is that first of all the cost of living has to be
equalized - that includes, of course, wages, or salaries. If that - I assume we are
only Poles and Germans here - and an Austrian, excuse me Julian - that we, I think,
as I have come to know it - I have just said, we have a twin town in Poland - the cost
of living was at least two years ago in Poland much lower than in Germany and then
of course higher wages have to be paid here, so that you can buy the piece of bread,
which is correspondingly lower in Poland and that’s why Frankfurt/Oder to the other
side is a constant border traffic. Buying gas in Poland is just much cheaper than in
Frankfurt/Oder on the border. So the problem is simply that the cost of living in the
individual states is so different that you can’t equate it with wages and salaries at all.

interact.: 2,
respect: 1,
storytelling: 1,
justification: 2

rel.: 3, fact: 3,
opinion: 3,
justification: 3,
suggest. sol.: 3,
additional know.: 3,
storytelling: 3

4.0005

Financial problems always existed in different countries. If someone wants to live
in another country, he can always do so. So if he/she wants to work a few years in
some country in order to send the family money that he/she earned, he/she should
not be prevented from doing so.

interact.: 3,
respect: 1,
justification: 3,
common good: 2

rel.: 3, fact: 3,
justification: 3,
suggest. sol.: 3,
additional know.: 2,
storytelling: 1

3.9803

Many people are coming to other countries not just because of economic reasons.
Often, they are persecuted in their own countries on the religious grounds and they
are trying to find asylum in another country. Then, the government should give them
political asylum, papers or right of permanent residency and then they can work.
For example Germany is rich enough to give jobs for immigrants and integrate them
in the society because the society is aging and somebody has to work for the new
generation which would like to get future pensions or something like that. Society
is aging so they need immigrants. Similar to Poland where the government should
legalize immigrants in a similar way. It is hard to say how it actually should look like.

respect: 2,
justification: 2,
common good: 1

rel.: 3, fact: 3,
suggest. sol.: 3,
additional know.: 2.,
justification: 3,
discrim.: 3

3.9666

Lowest 3 Comments from Europolis
Comment Europolis Labels Adapter

Predictions
Score

A question for Udo: To what dimension is the problem with the migration of workers
growing?

interact.: 2,
respect: 1

question: 3,
ref. user: 3,
ref. content: 3

0.9393

Thank you very much. Aurore, you also wanted to say something especially before
the break but now too?

interact.: 2,
respect: 1,
storytelling: 1,
justification: 2,
common good: 2

fact: 1, question: 3,
ref. user: 3,
ref. content: 3,
polite addr.: 2,
sarcasm: 1

0.9849

To tell you the truth, I do not know what is discussed? Are we talking about the
quotas – how many people could come here?

respect: 1,
storytelling: 1,
justification: 1,
common good: 1

question: 3,
ref. user: 3

1.0034

Table 5: Europolis. Top 3 comments with the highest and top 3 comments with the lowest calculated
AQuA scores. We only show the scores and the predicted labels of the individual adapters where the
prediction is larger than zero. The original labels (from Europolis, 5 labels) show that the AQuA score is
well aligned with the original labels.

of predicting individual scores for different aspects
of deliberative quality and that the overall score
aggregates these predictions in a meaningful way.
The correlation coefficients between experts’ and
non-experts’ annotations reveal the most important
positive and negative deliberative aspects, which
allows us to confirm theoretical and empirical
findings in deliberation literature into AQuA.

Furthermore, we evaluate our score (trained on
KODIE and CrowdAnno) on two further datasets
(SOCC and Europolis) to show that the predictions
of the learned adapters transfer well to unseen
datasets. First, we show that the adapter

predictions that build the AQuA score are useful
for classifying constructive and toxic comments on
the SOCC dataset. Then we perform a qualitative
analysis of the AQuA score by manual assessing
the top 3 and bottom 3 scored comments in the
Europolis dataset and show that comments with
well formed opinions receive large scores, while
comments providing little value to the discussion
receive lower scores.

Overall, we show that AQuA can be used
successfully to automatically assess deliberative
quality while aligning with theoretical and empirical
background in deliberation literature.
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Abstract 
Fact-checking plays a crucial role in public deliberation by promoting transparency, accuracy, credibility, and accountability. 
Aiming to augment the efficiency and adoption of current public deliberation platforms, which mostly rely on the abilities of 
participants to meaningfully process and interpret the associated content, this paper explores the combination of deep 
learning and symbolic reasoning. Specifically, it proposes a framework that unifies the capabilities of Large Language 
Models (LLMs) and Knowledge Graphs (KGs), and reports on an experimental evaluation. This evaluation is conducted 
through a questionnaire asking users to assess a baseline LLM against the proposed framework, using a series of fact-
checking metrics, namely readability, coverage, non-redundancy, and quality. The experimentation results are promising 
and confirm the potential of combining the capabilities of these two technologies in the context of public deliberation and 
digital democracy. 
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1. Introduction 

Public deliberation is a complex process that requires 
a close examination of diverse issues and listening to 
others’ perspectives, aiming to shape and disclose 
the public judgement on what represents the common 
good (Bächtiger and Pedrini, 2010). To achieve its 
aims, it requires information about the topic under 
consideration, knowledge of the diverse associated 
elements and perspectives, as well as an 
understanding of the relationships among them. To 
ensure the accuracy and integrity of the above, 
stakeholders often need to engage with fact-checking 
processes. Admittedly, fact-checking plays a crucial 
role in public deliberation by promoting transparency, 
accuracy, credibility, and accountability; by providing 
citizens with verified information and countering 
misinformation, it contributes to a better-informed and 
constructive deliberation (Nyhan et al., 2020). 

Digital solutions that support public deliberation and 
fact-checking rely mostly on the abilities of 
participants to meaningfully process and interpret the 
associated content (Kriplean et al., 2014). This may 
significantly limit the effectiveness of these solutions, 
especially in cases characterized by information 
overload and incomplete knowledge of participants on 
the subject under consideration. To thoroughly 
augment the effectiveness of digital deliberation 
platforms, and accordingly facilitate evidence-based 
collective decision making, we need to drastically 
enhance the synergy between human and machine 
reasoning that is supported by them (Kalampokis et 
al., 2023). 

Current technological advancements from the areas 
of Large Language Models (LLMs) and Knowledge 
Graphs (KGs) may significantly contribute to the 
above issues. LLMs are advanced AI models that can 
complete complex reasoning tasks across various 
domains; their capabilities, along with the interaction 
with humans through intuitive chat interfaces, have 
led to their widespread adoption by the general public 

(Touvron et al., 2023). Due to their significant Natural 
Language Understanding (NLU) capabilities, LLMs 
can support and augment various reasoning tasks 
such as argument mining, summarization, and fact-
checking, which are of paramount importance in an 
online large-scale public deliberation (Kriplean et al., 
2014). LLMs are able to generalize and produce new 
information that is not part of their training knowledge. 
However, this knowledge is stored in a non-
interpretable manner, due to their black-box 
architecture; moreover, their generalization 
capabilities can often lead to hallucinations, in cases 
where there is no proper context in their prompt. 

On the other hand, KGs provide a flexible and 
powerful framework for organizing, integrating, and 
leveraging interconnected data and knowledge, 
enabling the extraction of valuable insights and 
informed decision making (Paulheim, 2017). KGs 
have structural knowledge that is stored in the form of 
accurate and interpretable domain-specific facts; 
however, they are unable to handle cases of missing 
or incomplete facts, and they do not possess any NLU 
capabilities. 

In this paper, we explore the combination of the 
capabilities of these two technologies for fact-
checking in public deliberation. The proposed 
approach addresses their limitations, in that it benefits 
from the contextual understanding of LLMs and the 
structured knowledge representation of KGs. Overall, 
the contribution of this work is twofold: (i) it proposes 
a unified LLM-KG framework that builds on the 
strengths of deep learning and symbolic reasoning; 
(ii) it reports on the results of its experimental 
evaluation, which was based on a questionnaire 
asking users to assess a baseline LLM against the 
proposed framework, using a series of fact-checking 
metrics. 

The remainder of the paper is organized as follows. 
LLM- and KG-based approaches for fact checking are 
described in Section 2, pointing out benefits and 
limitations. The proposed framework for fact-
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checking, along with the experimental setup and 
results are presented in Section 3. Finally, concluding 
remarks and future research directions are outlined in 
Section 4. 

2. LLM- and KG-based Approaches for 
Fact-checking 

This section reports on works that utilize LLMs or KGs 
for fact-checking purposes, as well as on hybrid 
approaches that combine external knowledge bases 
with LLMs. To start with, ClaimsKG (Tchechmedjiev 
et al., 2019) is a knowledge graph containing verified 
claims; it is produced via a semi-automated pipeline, 
which gathers data from well-known fact-checking 
platforms, normalizes ratings and mentions of entities, 
resolves duplicate claims, and transfers the data into 
a specially designed model. This KG aims to support 
research in fact-checking, stance detection, and 
various topics related to analyzing societal debates. It 
enables structured queries of related metadata, such 
as truth values, authors or time release. 

KLG-GAT (Zhu et al., 2021) is a fact checking model 
that relies on a “claim-evidence” knowledge graph 
architecture, which integrates unstructured evidence, 
structured knowledge triplets, and the claim itself. 
First, the most relevant sentences to the claim are 
selected from Wikipedia articles. Then, knowledge 
triplets relevant to both the claim and the retrieved 
evidence are extracted from a Wikipedia-based KG. 
After this selection, the triplets along with the claim 
and the retrieved evidence are fed into a BERT 
encoder to extract their semantic features, which are 
utilized as initial representations of the nodes in the 
graph. Additionally, a graph attention layer is utilized 
to perform reasoning over the graph and update the 
nodes’ representations. Finally, the information 
between the claim, evidence, and knowledge (triplets) 
nodes in the graph are passed to a claim classification 
layer. The developers of this model report a 4% 
improvement in label accuracy on a fact-checking 
dataset compared to other state-of-the-art fact-
checking models. 

Wang et al. (2023) investigate the reasoning 
capabilities of LLM models by experimenting with 
debate-like conversations between OpenAI’s 
ChatGPT (Brown et al., 2023) and users. Their goal is 
to determine whether the LLM can consistently 
maintain and defend its belief in the truth throughout 
a debate, without being misled by the user. The 
authors propose an evaluation framework that utilizes 
various benchmarks to evaluate the failure rate of 
ChatGPT across different types of reasoning tasks, 
including mathematics, logic and commonsense. 
Their results indicate that ChatGPT is susceptible to 
being misled into accepting falsehoods, revealing 
vulnerabilities not captured by traditional 
benchmarks. Finally, their work highlights potential 
risks associated with aligning models based on 
human feedback. 

Castagna et al. (2024) present a comprehensive 
survey about argumentation-based chatbots and their 
abilities. Although their study focuses on earlier 
chatbot architectures, they also examine the benefits 
of using LLMs for argumentation purposes. The 
authors point out that despite their NLU capabilities, 
LLMs exhibit a set of limitations; specifically: (i) they 
struggle to explain their outputs even in the case of 
similar inputs, thus explainability is a vital 
requirement; (ii) they present factually incorrect 
information (hallucinations) based on false training 
data or mistakes in their reasoning process; (iii) they 
are characterized by weak reasoning skills, being 
unable to handle complex tasks; (iv) they generate 
toxic and/or offensive language in their outputs, due 
to such data being used during their training. Several 
techniques have been proposed in the literature 
according to the authors to mitigate these limitations, 
however these techniques do not fully address them. 

Pan et al. (2024) propose various architectural 
combinations of LLMs with KGs from a theoretical 
perspective, as a means to complement the strengths 
and remedy the weaknesses of both. On one hand, 
they highlight that LLMs possess NLU and 
generalization capabilities, especially for unseen 
knowledge; however, they stress their inability of 
extracting facts due to their black-box design, and the 
potential for hallucinations (i.e., creating plausible yet 
incorrect facts). On the other hand, KGs contain easily 
interpretable and factually correct knowledge; 
nonetheless, this knowledge is often domain-specific 
and not timely updated, thus KG-based frameworks 
fail to generalize on new or unseen knowledge. 
Overall, the authors propose several frameworks 
which combine LLMs with KGs using various 
methodologies to improve the quality of fact-checking, 
question answering (QA) and reasoning. These 
methodologies include leveraging the retrieved KG 
facts as context for the LLM, injecting knowledge 
graph representations (i.e., graph embeddings) in the 
hidden LLM layers during training or during inference 
as special input tokens to the LLM. Research works 
that utilize these methodologies are proposed in (Wu 
et al., 2023) and (Yang et al., 2024). 

Overall, the above works have a series of limitations. 
These include: (i) in the case of pure LLM-based 
approaches, the LLMs can easily lead to various 
issues (e.g., hallucinations); (ii) in the case of KG and 
LLM hybrid approaches, they are evaluated for simple 
and generic fact-checking and QA datasets, and have 
not been tested in a public deliberation setting, either 
by automatic or human evaluation; (iii) in the case of 
pure KG-based approaches, they only draw from 
generic fact-checking repositories (e.g., Wikipedia 
articles, fact-checking websites, etc.), which often do 
not contain domain-specific facts that are important 
for verifying user claims. The KG-based approaches 
also use them as static factual repositories, with no 
provision to dynamically update them in the future. 
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Figure 1. The proposed unified LLM - KG framework. 

 

3. The Proposed Fact-checking 
Assistant 

Aiming to build on the strengths of LLMs and KGs, 
while at the same time addressing their limitations and 
taking into account issues reported in the previous 
section, we propose a unified LLM-KG framework for 
fact-checking in public deliberation. The proposed 
solution combines state-of-the-art LLM technology 
(i.e., ChatGPT-3.5) with a dynamically updated KG. 
Specifically, it utilizes a prompt that instructs the LLM 
to perform fact-checking, while retrieving appropriate 
facts from the KG (Figure 1). These facts act as 
contextual sources for the LLM, improving the quality 
and validity of its responses. Furthermore, when 
confronted with lack of contextual knowledge, the 
proposed framework utilizes the LLM to introduce 
facts from verified sources back into the KG. 

3.1 Our Approach 

The first aspect of our approach concerns the 
construction of the KG that is used to verify the 
extracted claims and present supporting evidence in 
a public deliberation setting. For our KG, we store 
entities found in claims (e.g., sentence subjects or 
objects), using a generic entity node type. These are 
connected by edges that have as relationship type the 
predicate that connects them in text. For instance, the 
sentence “EU nationals travel freely between 
European countries” is transformed to the triplet: 
(EU_Nationals) → (travel_freely) → 

(European_countries). In addition, some 
uniqueness constraints are placed to ensure that we 
avoid the storage of duplicated nodes and edges. 
Newly introduced facts with new edges (predicates) 
will further solidify the connections between existing 
node entities. 

Initially, when the constraints are defined, the graph is 
empty; new entities are added to the KG using the 
following procedure, which is also used to update the 
KG in case of missing facts: 

1. For each user input text, the proposed solution 
adds LLM-extracted evidence to the KG, using 
one of the following two ways: 
a) If the input text contains claims that point to 

existing studies (e.g., through a URL or a 
typical citation form, such as DOI), these are 
extracted by the LLM component. Then, the 
proposed framework crawls the URLs and 
extracts plaintext and text from the 
associated .pdfs (e.g., technical reports, 
scientific studies). 

b) If there are no such studies, we use the 
Google Search API to extract the first page of 
the top web search results that are related to 
the user claims. We filter these results to 
prioritize organizational (.org), governmental 
(.gov), or European union sites (.eu). These 
sites contain validated technical reports, 
usually in .pdf form. 

2. In any of the above ways, these textual sources 
are parsed using the LLM’s NLU capabilities to 
extract entities that are relevant to the user input 
text. 

3. These LLM-extracted entities are then used to 
generate relevant triplets to be stored in the KG. 

By using this process, we can build a dynamic KG that 
is updated with supporting evidence extracted from 
multiple data sources. This also helps to address the 
cold start problem, where initially there are no (or a 
limited number of) facts in the KG. 
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When a user intends to perform fact-checking, the 
proposed solution facilitates the following process 
(Figure 1): 

• Firstly, the user requests fact-checking on a 
specific text. 

• Secondly, the unified framework triggers its 
LLM component to extract important entities 
from the input using its NLU capabilities. 

• Thirdly, these entities are used to query the 
KG; the KG returns a series of triplets, stored 
as (subject) → (predicate) → 

(object), which contain related evidence. 
• Finally, these triplets are used as contextual 

input to the LLM that factually enhances its 
prompt, aiming to generate a more 
appropriate answer. 

3.2 Experimental Evaluation 

For our experimentations, we utilized two publicly 
available deliberations (one about the export of 
hazardous chemicals by the EU, and another about 
the cultivation or import of Genetically Modified 
Organisms), both retrieved from the “Have Your Say” 
platform of European Commission 
(https://ec.europa.eu/info/law/better-regulation/have-
your-say_en). From these deliberations, we created 
five example scenarios, where the LLM was prompted 
to perform fact-checking through two different setups. 
In both setups, the user’s input text is placed into a 
system prompt, where the LLM is first asked to extract 
one or more claims and then check their validity. In 
the first setup, the baseline LLM is instructed to 
perform fact-checking using its internal knowledge, 
while in the second one the prompt is augmented with 
factual triplets retrieved from the KG. The LLM is 
asked to use only these triplets to perform fact-
checking. In addition, it is instructed not to repeat the 
triplets verbatim in the generated answer. 

A representative example of our experiments, 
including the user input, the exact system prompts, 
and the corresponding outputs, appears in the 
Appendix (all five examples can be found at 
https://forms.gle/GNZaZGXWk4PLsQch7). As shown 
in this example, the LLM fails to accurately capture 
the necessary context for fact-checking when it relies 
solely on its internal knowledge. As highlighted by the 
red text, the model constantly refers to the lack of 
concrete data. On the contrary, the proposed LLM-KG 
unified approach manages to overcome this problem 
and produce its response based on the provided 
factual knowledge, as highlighted by the green text. 

In the literature, LLMs are usually evaluated using 
traditional metrics such as precision, recall and F1. 
However, this type of evaluation only counts the 
number of correct examples predicted by a model and 
does not assess qualitative aspects of the LLM-
generated text from a human perspective. To 
evaluate the quality of the proposed examples, our 
experiments focus on human evaluation metrics that 
have been recently proposed for LLM-based fact-
checking (Zhang and Gao, 2023). These metrics are: 

1. Readability: The generated text is well-written 
and the provided explanations are clear. 

2. Coverage: All important points for fact-checking 
are explained and appropriate reasoning is 
provided. 

3. Non-Redundancy: The generated text provides 
relevant information as to understand the claims 
and fact-check it, while not repeating the same 
information. 

4. Quality: The overall quality of the generated text. 

These metrics are measured using the Likert scale (1-
5). To measure the public opinion about the two 
different LLM setups, we developed a questionnaire 
including all five example scenarios (hosted at 
(https://forms.gle/GNZaZGXWk4PLsQch7). 
Participants were asked to rate each of the two setups 
using the above metrics, based on their subjective 
opinion. These metrics enable participants to assess 
the fact-checking capabilities of the two experimental 
setups. In the questionnaire, the ChatGPT-3.5 without 
context is labeled as “LLM-A”, whereas the ChatGPT-
3.5 with evidence-based KG context is labeled as 
“LLM-B”. To avoid potential positive bias from 
respondents towards the proposed unified KG-LLM 
framework, we did not disclose the architectural 
difference between these two setups, thus allowing 
participants to comparatively assess them as they see 
fit. 

 ChatGPT-3.5  

(Baseline) 

ChatGPT-3.5  

(KG-enhanced 

context) 

Readability 

Max: 4.28 

Avg: 4.12 

Min: 3.88 

Max: 4.36 

Avg: 4.18 

Min: 4.04 

Coverage 

Max: 4.04 

Avg: 3.55 

Min: 3.16 

Max: 4.20 

Avg: 3.62 

Min: 3.32 

Non-

Redundancy 

Max: 3.48 

Avg: 3.30 

Min: 3.12 

Max: 4.16 

Avg: 3.91 

Min: 3.72 

Quality 

Max: 3.88 

Avg: 3.53 

Min: 3.28 

Max: 4.00 

Avg: 3.54 

Min: 3.32 

Table 1. Questionnaire results using the human 
evaluation metrics. 

The min, average, and max values derived from the 
five examples for each metric are reported in Table 1 
(for both setups). As shown, the proposed LLM-KG 
framework obtained better average scores with 
respect to Readability and Coverage, as well as a 
significantly improved average score with respect to 
Non-Redundancy. As far as the Quality metric is 
concerned, its average score was similar to the 
Baseline LLM. 

Regarding the demographics of our study, we 
received responses from 25 participants. Most of 
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them belong in the “25-34 years old” (64%) age group. 
Our sample portrayed an imbalanced gender identity 
distribution (36% female and 64% male). In terms of 
education levels, most of the participants hold a 
master’s degree (40%), while all other educational 
levels had a relatively balanced representation. At the 
same time, most of our respondents are fluent in 
English (68%). Finally, it is noted that a considerable 
number of respondents declared themselves to be 
“very comfortable” (24%) or “somewhat comfortable” 
(32%) using LLMs (e.g., ChatGPT), with 28% of 
participants stating being “neutral” towards LLMs. 

4. Discussion 

This work proposes a unified LLM-KG framework to 
assist fact-checking in public deliberation platforms. It 
contributes to the mitigation of the hallucination and 
indecisiveness issues currently exhibited by LLMs, 
while improving transparency through factual context 
provided by KGs. The reported experimentation 
results are promising and confirm the potential of 
combining the capabilities of these two technologies 
in the context of public deliberation and digital 
democracy (Giarelis et al., 2023). In any case, we 
acknowledge a set of limitations and issues that 
require further attention: 

• In our research, we used ChatGPT-3.5 as a state-
of-the-art, yet proprietary, LLM; open-source 
LLMs, which have already reached or surpassed 
its performance (Jiang et al., 2024), have to be 
also considered. 

• More experiments are needed to further validate 
the outcomes of our study. These may involve 
additional examples from various deliberation 
contexts, as well as a larger sample of 
participants from different backgrounds. They 
could also include quantitative experiments, 
which will measure the number of correct 
answers on various fact-checking datasets, using 
established metrics such as the F1 score. 

Future research directions include: 

• The use of open-source LLMs, for various 
reasons, including: (i) user privacy and EU 
regulatory concerns; user data are collected in 
OpenAI servers hosted in the US, with no GDPR 
compliance; (ii) reducing costs; these LLMs can 
be self-hosted, thus implying no additional costs; 
(iii) model explainability; since ChatGPT is a 
proprietary commercial product, its model weights 
cannot be accessed, thus no explainability 
methods can be applied. 

• Since LLMs are directly linked to the quality of 
their generated text, future work needs to further 
incorporate human evaluation from diverse and 
large samples of participants. 

• Work towards enhancing the proposed 
framework by revealing to the user the links 
pointing to the source material, aiming to improve 
users’ trust in automated fact-checking. 

• The integration of diverse domain-specific 
knowledge from various data sources to the KG, 

thus facilitating the generalization of the proposed 
approach across multiple domains. 
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Appendix: Fact-checking System Prompts and Responses 

<User Input Text>: “An example from El Salvador: The population at the bottom of the river Lempa suffers from 

high exposure to environmental chemicals from the upper course. The result is miscarriage, malformation, tumours, 

etc.” 

<KG Facts>: ” 

(water pollution) → (affecting) → (El Salvador's rural communities) 

(Lempa river) → (suffers) → (poor solid waste management) 

(poor solid waste management) → (has impact) → (water quality) 

(Cerrón Grande reservoir) → (pollutes) → (Lempa River) 

(Cerrón Grande reservoir) → (is located) → (Northern El Salvador) 

(Lempa river) → (receives pollution) → (Guatemala) 

(Lempa river) → (receives pollution) → (Honduras) 

(health risks) → (caused by) → (improper management)” 

System Prompt (LLM without KG context) System Prompt (LLM + KG context) 

Extract one or more claims from the following text and 

perform fact-checking using your internal knowledge as 

a Large Language Model: 

Text: <User Input Text> 

Extract one or more claims from the following text and 

perform fact-checking using the provided context, stated 

in factual triplets. Do not repeat the context in your 

response: 

Text: <User Input Text> 

Context: <KG Facts> 

LLM Response (ChatGPT-3.5) LLM Response (ChatGPT-3.5) 

Claim: The population at the bottom of the river Lempa 

suffers from high exposure to environmental chemicals 

from the upper course, resulting in miscarriages, 

malformations, tumors, etc. 

Fact-check: 

1. Exposure to Environmental Chemicals: It's 

plausible that populations living downstream of industrial 

or agricultural areas could be exposed to environmental 

chemicals carried by the river from the upper course. This 

can happen through runoff or industrial discharge. 

Without specific data on the types and levels of chemicals 

present, it's challenging to verify the extent of exposure. 

2. Health Effects - Miscarriages, Malformations, 

Tumors: It's well-documented that exposure to certain 

environmental chemicals can increase the risk of adverse 

health effects, including miscarriages, birth defects 

(malformations), and tumors. However, linking specific 

health outcomes directly to the river Lempa without 

detailed epidemiological studies would be speculative. 

3. Specificity of Location (El Salvador - River Lempa): 

The River Lempa is indeed a significant waterway in El 

Salvador, flowing through various regions with different 

levels of industrial and agricultural activity. However, 

without specific data on pollution sources and their 

impact on downstream communities, it's challenging to 

confirm the exact situation described. 

Overall, while the claim aligns with known possibilities 

regarding environmental pollution and health risks, 

without specific data or studies confirming the situation in 

the River Lempa region, it remains unverified. Further 

investigation and research would be necessary to confirm 

the extent of the issue described. 

Claim: The population at the bottom of the river Lempa 

suffers from high exposure to environmental chemicals 

from the upper course. 

Fact-check: True. The Lempa River suffers from poor 

solid waste management, which impacts water quality. 

The Cerrón Grande reservoir, located in Northern El 

Salvador, pollutes the Lempa River. Additionally, the 

river receives pollution from Guatemala and Honduras. 

This poor management contributes to health risks in El 

Salvador's rural communities, which includes high 

exposure to environmental chemicals. 

Claim: The result of high exposure to environmental 

chemicals in the river Lempa is miscarriage, 

malformation, tumors, etc. 

Fact-check: Partially true. While it's affirmed that the 

population at the bottom of the Lempa River is exposed 

to high environmental chemicals due to pollution, specific 

health impacts such as miscarriage, malformation, and 

tumors are not directly mentioned in the provided 

context. However, it's reasonable to infer that these 

health issues could occur as consequences of exposure 

to environmental chemicals, given the known risks 

associated with such exposure. 
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Abstract
This study investigated the effect of text simplification (with and without artificial intelligence support) and the
role of participants (author or reader) on the acceptance of e-participation processes. Therefore, a near-realistic
experimental study with 276 participants was conducted simulating a participatory budgeting process. The results of
our study show, on the one hand, that text simplification and the role of participants has no direct influence on the
intention to use e-participation. Although a higher level of participation cannot be achieved by text simplification, our
results also show that no negative consequences for usage intention can be expected from text simplification. On the
other hand, the results show that people with reading and writing difficulties prefer text simplification for proposals in
e-participation.

Keywords: text simplification, technology acceptance, participatory budgeting

1. Introduction

In light of current developments, such as the in-
creasing complexity of public decision-making pro-
cesses, the growing pluralization of society, or the
increasing loss of trust in the competence of public
decision-makers, digital forms of citizen participa-
tion are becoming an important component of gov-
ernment action (Panopoulou et al., 2014). Citizens
are able to influence decisions or processes by
submitting ideas, voting, and in a variety of other
ways. One of the key success factors and goals of
these online deliberative platforms is to engage a
diverse group of citizens and achieve high levels of
participation.

However, for certain groups, such as migrants
or people with reading disabilities, the complexity
of the procedures and texts can be a major barrier
to participation (Zepic et al., 2017). In contrast,
the simpler the platform texts, the easier they are
to understand for people with and without reading
difficulties (Gutermuth, 2019).

Moreover, legal requirements for inclusion en-
sure that accessibility is a central requirement and
challenge for processes and procedures in the pub-
lic sector (Ferri and Favalli, 2018). According to
the recommendations of the European Standard
for Digital Accessibility (European Telecommunica-
tions Standards Institute, 2021), public authorities
should provide readable and understandable con-
tent (e.g., in plain language) on their websites to
make them accessible to people with reading and
writing deficits, e.g., people with cognitive limita-
tions, low literacy skills or low language skills in a
foreign language.

However, on many government websites, only
a summary of the standard website is provided in
plain language, and other related websites, such
as those of citizen participation projects, are often
written only in standard language (Asghari et al.,
2023), which is difficult to read for people with
reading and writing deficits. As a result, having
plain language on online deliberative platforms is
critical for both goal attainment and legal purposes.

Here, some natural language processing tasks
(supported by artificial intelligence) could improve
the accessibility for people with reading and writing
difficulties in civic participation projects: For exam-
ple, automatic grammar error or spelling correction
(see Bryant et al. 2023) could make participants
with low literacy skills more confident while pub-
lishing their proposals, text summarization (see
El-Kassas et al. 2021) could help to reduce the
content of the projects, so that people with reading
deficits are not overwhelmed with the amount of
data, or text simplification (see Alva-Manchego
et al. 2020) could enhance the readability and
comprehensibility of texts of citizen participation
projects, with the result that people with reading
deficits could understand the content and overall
enable more people to participate in a project. This
may facilitate their participation and improve the
use of these platforms and thus their acceptance
and success.

However, there is a lack of empirical studies
dealing with the possible effects of text simplifi-
cation in online deliberation processes such as
e-participation.

Therefore, in our near-realistic experimental
study, we first exploratively investigate attitudes
towards a natural language processing (NLP) task,
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i.e. text simplification, in the context of a citizen
participation project, i.e. participatory budgeting.
Second, we analyze the concrete causal effect of
text simplification on the acceptance of a citizen
participation project and thus on the intention to
participate in a citizen participation project.

In doing so, the study contributes to the dis-
course on the use of NLP in deliberative processes
and increases knowledge about the possible ef-
fects of its use. On a practical level, the study
helps to gain insight into the use of NLP and evalu-
ate whether it can facilitate the control and revision
of proposals in digital collaboration processes and
reduce the costs of the processes.

In the remainder of this paper, we first outline
some theoretical background and develop our hy-
potheses. We then present our research design be-
fore presenting the results of the readability study
and the experimental study.

2. Theoretical Background & Related
Work

2.1. E-participation

E-participation is the digitized form of citizen par-
ticipation. In the fields of open government and
e-government, e-participation has been widely dis-
cussed as an option for the growing demand for
innovative methods to involve citizens and their
opinions in the decision-making processes of pub-
lic authorities (Simonofski et al., 2017).

Examples of e-participation include participa-
tory budgeting, where citizens can vote on a set
budget, or consultative procedures, where citi-
zens can submit proposals for specific construc-
tion projects. While the use of information and
communication technologies offers a number of
opportunities to make processes more inclusive,
e-participation is also usually associated with a
number of technology-related challenges for cer-
tain groups of the population. Among other things,
e-participation has the potential to open up new
target groups by overcoming spatial and tempo-
ral limitations, whereas the participation of senior
citizens or technology-skeptical citizens may de-
crease. However, since e-participation is also in-
tended to make a significant contribution to opti-
mizing democratic processes, accessibility is a key
factor in ensuring that e-participation is accepted
and used by the public.

2.2. Factors for Acceptance of
e-participation

A multitude of potential influencing factors for ac-
ceptance of e-participation can be identified. For
example, Naranjo Zolotov et al. (2018) found per-

ceived usefulness to be one of the most predictive
factors for the intention to use e-participation. per-
ceived ease of use in turn is a major factor for
perceived usefulness of e-participation.

The ease of use of e-participation platforms in
terms of accessibility depends on the usability, per-
ceptibility, operability, as well as the comprehensi-
bility and readability (Vollenwyder et al., 2018).

The information overload on e-participation plat-
forms can hinder the usability. Romberg and Es-
cher (2023) summarized research on how to ap-
proach this problem using NLP methods. Follow-
ing them, AI or NLP tools have been proposed
to identify double proposals (see e.g., Yang et al.
2006), group proposals with topic modeling strate-
gies (see e.g., Hagen et al. 2015), summarize
the proposals for a shorter and faster readable
overview (see e.g., Arana-Catania et al. 2021), or
produce in-depth analysis (e.g., identification of ar-
gumentation structures in the proposals; see e.g.,
Liebeck et al. 2016).

2.3. Text Simplification & Plain Language
& People with Reading and Writing
Difficulties

In Terms of accessibility, the importance of the
comprehensibility of the procedures, contents, and
outcomes becomes apparent in the course of the
discussion on diversity and equal opportunities for
all citizens. For this purpose, it is necessary that
every citizen is able to understand the procedu-
ral steps and contributions. For people with read-
ing and writing deficits in the language of the e-
participation project, the use of plain language is
a key requirement to be able to comprehend the
project. In this respect, on the one hand, the use
of digital processes can actually help accessibility
with respect to overcome language barriers. On
the other hand, the digital approach (compared to
a face-to-face approach) can also be a hindrance,
e.g. people with insufficient computer skills may
not be able to use sophisticated e-participation
platforms (Zepic et al., 2017).

In general, Gutermuth (2019) has already shown
that simplifying the instructions of citizen participa-
tion processes can help different groups of people
to understand the instructions better. They mea-
sured the reading speed, the recall of the content,
the eye movements during reading and much more
of an instruction of a citizen participation project in
Easy German (“Leichte Sprache”), Plain German
(“Einfache Sprache”) and standard language by
elderly people, people with immigrant background,
people with cognitive impairment and a control
group (students). The study discovered that all
groups i) read the text faster when it was simpler,
ii) had a better understanding of the easier versions
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and iii) recalled the simpler text more effectively.
The simpler the version, the more strong the ef-
fect. Therefore simple texts seem to be helpful for
a wide range of people.

Although texts such as the instruction of the pro-
cedure can already be simplified and reviewed in
advance (as shown by Gutermuth 2019), a sim-
plification of the submitted citizen contributions’
(hereafter proposals) requires a disproportionately
higher effort. Considering the amount of content
produced in citizen participation projects, a trained
translator might be overwhelmed during the man-
ual simplification process of the majority of pro-
posals. However, automatic simplification of texts
is a potential solution to reduce this effort. Text
simplification (TS) is an NLP task that aims to auto-
matically make complex texts more accessible by
editing their wording and syntax, while preserving
the original meaning of the text (Alva-Manchego
et al., 2020).

In contrast to the previous study, Johnson et al.
(2015) analyze the effect of the language of partici-
pants (and not the instructors) in online communi-
ties. Johnson et al. (2015) show that participants
in an online community have a greater influence on
other participants when their vocabulary is simpler,
more readable and has a positive sentiment. In
order to give all participants the opportunity to write
more clearly and to read more readable texts, the
simplification of these texts seems to be a relevant
option.

However, depending on individual preferences,
people without reading and writing deficits may
perceive easy-to-read texts as less favorable and
may be less satisfied with these texts than with
standard texts (Karreman et al., 2007; Schmutz
et al., 2019). Vollenwyder et al. (2018) extend the
research of Karreman et al. (2007); Schmutz et al.
(2019) by investigating whether these unwanted
side-effects of people without reading and writing
deficits can be overcome when the original (stan-
dard) text and the simplified version are presented
in parallel. And indeed their results show that the
positive effects of the simplified texts for the people
with reading and writing deficits still remain, while
the negative impact of people without reading and
writing deficits disappears as they can still read the
original content.

3. Hypotheses Building

Following the research previously presented, we
are now building our hypothesis for our study.

The work of Gutermuth (2019) has already
shown that instructions in standard German are
difficult to read in online deliberation processes. In
contrast to the instructions, the proposals are user-
generated texts. This means that they are written

by citizens and are not proofread before publica-
tion, hence, they might contain a high amount of
ungrammatical sentences, and out-of-vocabulary
words (Baldwin et al., 2013), which are difficult to
process for people with reading deficits. Friess et al.
(2017) also argue that the proposals of delibera-
tion processes are also more difficult to understand
than other (user-generated) texts because they
contain many specific terminologies, emotions, ar-
guments, and references to other proposals.

Further, the participants who write proposals
in online deliberation processes are often aca-
demics (Schäfer and Schoen, 2013) who tend to
write long and complex sentences. On the other
hand, highly informal language with numerous er-
rors and unusual features, which is common in dig-
ital participation processes (Parycek et al., 2014),
can make the text also difficult to understand. Fol-
lowing this, we build H1:

H1: Proposals of online e-participation
processes are difficult to read.

Following the previous named characteristics of
proposals of deliberation processes, people need
the following skills to understand the proposals,
e.g., comprehension of complex argumentation,
comprehension of specific terminology (including
regional and technical terms), comprehension of
cohesive texts (e.g., reciprocal content and ar-
gumentation), and comprehension of sentences
with complex structures (e.g., long sentences with
many clauses) (Stodden, 2021). Following the self-
assessment grid of the Common European Frame-
work of Reference for Languages (CEFR) (Council
of Europe, 2020) the acquisition of these skills cor-
responds to a CEFR level of B2. Bock (2015) also
argues that people with reading and writing deficits
have only limited access to political participation
because they have fewer communication capabili-
ties, e.g., the skills mentioned above. Hence, we
state:

H2: People with reading and writing
deficits perceive proposals as more dif-
ficult to comprehend than people without
these deficits.

There are several ways in which NLP can be
used to help people with reading and writing
deficits, such as correcting grammatical errors
while writing proposals, text summarization to con-
dense related proposals, translation into a lan-
guage the reader is more familiar with to under-
stand a proposal in more detail, or automatic text
simplification to make a text in the same language
as the proposal more readable. In particular, peo-
ple with reading and writing disabilities could ben-
efit from these techniques by being more certain
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that they have understood a text correctly or by feel-
ing less overwhelmed by the volume of proposals.
Therefore, we postulate:

H3: People with reading and writing
deficits expect a higher effect/benefit
through the support of NLP tasks on on-
line deliberation platforms than people
without these deficits, e.g., automatic text
simplification, automatic text summariza-
tion, or machine translation.

In general, participation requires time and cog-
nitive resources. Simplified texts could improve
comprehension and thus reduce the effort required.
Simplified texts also improve participation oppor-
tunities for population groups such as people with
reading and writing difficulties. This creates inclu-
sion, increases equal opportunities and improves
the quality of procedures. Finally, simplified texts
ensure that proposals are understood and posi-
tively received by more citizens, which supports the
voting process of participatory budgeting. There-
fore, we conclude:

H4: The simplification of proposals has
an influence on the acceptance of e-
participation processes.

However, the quality of current automatic text
simplification approaches in research are not ready
for their usage in production. At their current state,
professional post-editing by trained translators on
the automatic simplified texts is mandatory (Deilen
et al., 2023). A high amount of (factual) errors (De-
varaj et al., 2022) and insufficient quality of the
automatic simplified texts (Alva-Manchego et al.,
2020) could be perceived by the readers similar
as for other NLG tasks. Accordingly, it can be
assumed that participants trust automatic text sim-
plification less than manual text simplification. At
the same time, automatic text simplification allows
for faster, more immediate, more objective and
more consistent simplification compared to simpli-
fication by a professional. Thus, participants may
prefer the ability to simplify their proposals directly
and anonymously, while there may be reservations
about the impracticality of manual simplification, for
example, in terms of paying attention to different
contributions and the attention with which they are
edited. Similarly, there is an increase in technology
scepticism, which reduces the acceptance of au-
tomatic simplification. These factors have not yet
been studied, so we postulate:

H5: The influence of text simplification
on the acceptance of e-participation pro-
cesses is moderated by the type of sim-
plification (none, manual, or automatic).

Furthermore, differences in the influence of tex-
tual simplification are to be expected depending
on the role assumed. Citizens have the possibility
to participate actively by writing proposals or to
participate passively as readers.

On the one hand, the automatically simplified
version of a text may be perceived differently by
the people who wrote it. They may see the sim-
plification as a chance for their proposals to be
understood by more people with different back-
grounds and thus have a wider reach. Or they may
perceive the simplification as a technology-induced
intrusion into their carefully crafted proposal and re-
ject it because their own writing style has changed
and they can no longer identify with their own text.

On the other hand, people who didn’t write the
proposal and are just reading it might welcome the
simplification shown, since they have the option
of reading either the original or the more readable
simplified version of it. Therefore, we state as
follows:

H6: The influence of text simplification
on the acceptance of e-participation is
moderated by the role of the participants
(reader or author).

4. Pre-Assumption – Readability
Study

4.1. Methodology

To answer hypothesis H1, we have conducted a
readability study on proposals of deliberative on-
line participation processes. First, we have down-
loaded the data of online participation processes
using the web crawler published in (Grawe, 2018)1.
The resulting dataset contains overall 7,295 pro-
posals of 11 processes (see Table 1a).

As metric to assess the readability of of the pro-
posals, we use the German adaptation by Amstad
(1978) of the Flesch Reading Ease (FRE) (Flesch,
1948) readability formula which was originally de-
signed for English. In both languages, the score is
dependent on the number of sentences, the num-
ber of words per sentence, the number of syllables
per word and some language-wise constants. The
formula for German FRE (Amstad, 1978) is:

FREDE =180− #word

#sentences

− (58.5 ∗ #syllables

#words
)

(1)

According to this, FRE is mostly suitable for
calculating the readability of documents or para-
graphs. FRE is given on a scale mostly ranging

1The code of the web crawler is available at https:
//github.com/PGrawe/OnlineParticipationDatasets
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between 0 and 100, where 0 is very difficult and
100 is very simple. We measured the readability
with FRE (Amstad, 1978) of the Python package
textstat 2.

However, readability metrics such as FRE have
been criticized in previous work, hence, we ex-
tend our evaluation with additional linguistic met-
rics such as proposed in Tanprasert and Kauchak
(2021). Specifically, we measure the average num-
ber of sentences per proposal, the average sen-
tence length in words, the average word length in
syllables, the average familiarity of words (mea-
sured by the average position of words in a fre-
quency table), and the average complexity of the
sentence structure (measured by the parse tree
height) using SpaCy (Montani et al., 2023) and
Stanza (Qi et al., 2020). For all but FRE, the lower
the value, the easier it is to understand the text.

To estimate the complexity of the proposals, we
can compare them with reference texts, e.g., news
articles in standard German, news simplified for
people with German skills following CEFR level B1,
and level A2 (Council of Europe, 2020) of the APA-
LHA corpus (Spring et al. (2021); see first three
lines in Table 1b) or Wikipedia texts in standard
German and simplified for non-native speakers of
the TCDE19 corpus (Naderi et al. (2019); see last
two lines in Table 1b).

4.2. Results

On average each proposal contains 4.82 (STD =
4.08) sentences with a maximum outlier of 9.65
sentences (see “bonn2017”) and a minimum out-
lier of 3.92 sentences (see “raddialog-bonn”). The
average sentence length is 19.42 (STD = 7.63)
and the average word length in syllables is 1.82
(STD = 0.22, see Table 1a). Hence, the proposals
are rather long and require discourse comprehen-
sion.

However, based on this values and following
FRE, the complexity of the texts can be described
as “on average” (FRE = 42.71, STD = 17.91).
The process called “koeln2016” contains in com-
parison the most simple proposals considering
a balance of sentence length, word length and
number of sentences, whereas the process called
“bonn2017” contains the most complex proposals.

Comparing the statistics of the proposals with
the statistics of the reference corpora, the sen-
tences of the proposals are shorter than the origi-
nal news and Wikipedia texts, which is typical for
user-generated content. However, the proposal
sentences are on average still longer than the sim-
plified sentences. Further, the words in the pro-
posals are on average shorter than in the standard

2https://github.com/textstat/textstat

name N S SL↓ WL↓ FRE↑ Fam.↓ Struc.↓
badgodesberg 551 5.81 19.29 1.85 39.38 5.64 4.74
bonn2015 330 7.22 19.81 1.88 37.9 5.69 4.87
bonn2017 55 9.65 21.31 1.86 37.55 5.7 4.9
bonn2019 232 6.04 19.57 1.83 41.7 5.6 4.81
bonn2021 545 5.72 18.34 1.86 39.78 5.67 4.73
koeln2013 591 4.49 19.69 1.87 39.19 5.73 4.88
koeln2015 630 5.36 19.54 1.88 38.24 5.75 4.85
koeln2016 821 4.12 19.17 1.84 43.2 5.71 4.81
koeln2017 744 4.38 18.87 1.84 42.01 5.71 4.73
nahverkehrsplan-
ulm

498 5.75 20.33 1.67 49.54 5.51 4.74

raddialog-bonn 2,298 3.92 19.57 1.78 45.82 5.65 4.7
all 7,295 4.82 19.42 1.82 42.71 5.67 4.76

(a) Overview of statistics per online participation process.
name N S SL↓ WL↓ FRE↑ Fam.↓ Struc.↓
APA-LHA-OR 500 —- 20.48 1.93 43.70 5.74 5.66
APA-LHA-B1 500 —- 12.82 1.83 62.60 5.47 4.36
APA-LHA-A2 500 —- 11.27 1.78 69.55 5.30 4.01
TCDE19-OR 250 —- 25.75 2.08 28.1 5.96 6.79
TCDE19-B2 250 —- 14.17 1.9 51.2 5.65 4.58

(b) Overview of statistics per reference corpus. OR =
standard language, B1 and A2 = simplified language

Table 1: Overview of statistics per online participa-
tion process and reference corpora. N = number
of proposals, S = number of sentences, SL = sen-
tence length, WL= word length in syllables, FRE =
Flesch Reading Ease, Fam. = Familiarity.

and simplified reference texts (except APA-LHA-
A2), but as expected the words are on average
more infrequent (or unfamiliar) in the proposals
than in the simplified texts. In terms of structural
complexity, the proposals are more nested than
the simplified texts, although the proposals often
do not contain complete sentences.

Overall, in line with the findings of Stodden
(2021) and Bock (2015), the proposal texts ap-
pear to be difficult to understand for non-native
speakers. Consequently, they may also be com-
plex to understand for native speakers with reading
difficulties. Therefore, we can confirm H1.

5. Experiment

To test the hypotheses H2 to H6, a randomized
scenario-based experiment was conducted, using
a 2 × 3 between-subject design with simplifica-
tion style (no simplification or manual simplification
or automatic simplification) and participant role
(reader or author).

5.1. Pre-study

In order to be able to compare no simplification
with simplification, we conducted a pre-study to
find a complex and simplified version of the same
proposal. In this pre-study, we evaluated seven dif-
ferent texts manually simplified into plain language
(by a person trained on writing plain language) re-
garding their comprehensibility. All versions of the
proposals can be found in Appendix A.
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In order to verify the assumed readability, we
asked participants to rate how comprehensible
each of the variants of the following proposal is
for them3. The scale ranges from 1 (very difficult
to comprehend) to 7 (very easy to comprehend).

Overall, 21 German adults have participated in
the pre-study4. The full results of the study are
provided in Appendix A. Although version A was
intended to be the most complex version, the par-
ticipants have scored version B with the lowest
simplicity score (M = 4.62, STD = 1.56, N = 21).
Version G was scored with the highest simplicity
score (M = 5.86, STD = 1.24, N = 21). Ver-
sion G compared to version B shows significantly
higher simplicity scores, t(20) = 2.86, p < .01. The
effect size following Cohen (1992) is r = .54 and
corresponds to a strong effect. Therefore, in the
following study, version G will be used as the sim-
plified version and version B as the complex, non-
simplified version.

5.2. Research Design

Due to the high importance of information and
communication technologies for the implemen-
tation of e-participation, information system (IS)
theories such as Davis’ technology acceptance
model (Davis, 1985) can be used to analyze user
acceptance (Naranjo-Zolotov et al., 2019). The
technology acceptance model is based on the the-
ory of planned behavior and postulates that the
use of a technology is closely related to its usage
intention. The usage intention, in turn, is influenced
by the perceived usefulness as well as the attitude
toward using, which in turn is influenced by the per-
ceived ease of use as well as the perceived use-
fulness. Accordingly, we used participants’ usage
intention as the dependent variable to examine the
influence of text simplification on the acceptance
of e-participation.

We simulated a participatory budgeting system
in German language using the open source plat-
form adhocracy+ by liquid democracy e.V.5. To
equalize participants’ experience with the platform
and reduce unintended side effects, we simulate
participation in the e-participation process by show-
ing screenshots of each step of the process in an
online survey.

Following, our 2 × 3 between-subject design, the
participants have been grouped in six different sce-
narios wrt. simplification style (no simplification,

3The statement we asked the participants to rate
was: “Bitte geben Sie an, wie verständlich die folgenden
Varianten des Vorschlags für Sie sind.” (engl.: “Please
indicate how comprehensible the following variants of
the proposal are for you.”)

4All participants have voluntarily participated in the
study.

5https://github.com/liqd/adhocracy-plus

manual simplification or automatic simplification)
and participant role (reader or author) (see Ta-
ble 2). All participants first read the instructions
of a participatory budgeting system (almost realis-
tic).6 One group (called “authors”) was simulated
to write their own proposal and then read their pub-
lished proposal. Another group (called “readers”)
first saw an overview of proposals and then read a
published proposal of someone else (the same pro-
posal as for the first group). For both groups, the
proposals were shown in three different versions to
account for the different simplification styles. Some
participants saw no simplification of the proposal
(see Figure 1a), and some a split screen in which
the original text and the simplified text were shown
side by side (see Figure 1b), following the findings
by Vollenwyder et al. (2018). At the end of the
simplified text, it is indicated whether the text was
simplified by an employee of a translation office
or by an automatic text simplification system (see
“Hinweis” in Figure 1b).

We selected the text rated as most complex in
the pre-study as the original (i.e., version B) and
the text rated as most simple as the simplified text
of the proposal (i.e., version G). This simplified
text was used for both the manual and automatic
simplification because we wanted to reduce the
confounding variable that the different simplifica-
tion transformations might cause. Further, for the
same reasons, we focus on the text of one pro-
posal and do not alter between different proposals.
Participants should focus only on the translator and
not on the translation, its content, or its quality.

After the simulation the participants answered
a questionnaire on a 5 point Likert-scale on the
following categories: demographic information, lan-
guage barriers (own), acceptance of the partici-
patory budgeting (Saura et al., 2020), perceived
comprehension (Milne and Culnan, 2004), usage
experience with other participatory budgeting pro-
cesses (own), and NLP applications in participatory
budgeting (own).

The whole study was conducted on German by
Germans via the online platform Unipark7. The
design of two different settings is visualized in Fig-
ure 1.

6The experiment is almost or nearly realistic as we
provide the participants with step-by-step screenshots of
the e-participation system, while they could not interact
directly with the real system. To guide and control the
usage of the system regarding our study design would
have required an in-person experiment. The participants
number in an monitored, in-person experiment would
have been expected to be much lower than for the nearly
realistic approach. In addition, it would be more difficult
to control for confounding variables that may influence
the usage intention.

7https://www.unipark.com/
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(a) Only standard text.

(b) Side-by-side view of standard and plain text.

Figure 1: Two screenshots of the platform.

5.3. Results & Discussion

5.3.1. Participants

To reach the participants, study announcements
were posted on various digital and analog chan-
nels such as Reddit. As an incentive, 5 Amazon
gift cards were raffled. Crowdworkers were also

Scenario Simplification Participant
1 none reader
2 none author
3 manual reader
4 manual author
5 automatic reader
6 automatic author

Table 2: Overview of all groups of the experiment.

recruited via the service provider respondi8 to in-
crease the sample size. 332 participants took part
in the study between 2nd December 2021 and 9th
March 2022.9 After data cleaning (failed attention
check), data of 276 participants could be evalu-
ated. Overall, 60.87% of the participants are fe-
male, 38.04% male and 1.09% non-binary. 77.17%
are native German speakers, 10.86% are on an
expert level, 10.5% in middle level and 1.42% on
beginner level. 51.09% have a Bachelor degree
or higher, and 28.26% finished A-level. The aver-
age age is 38.29. 86.96% never participated in a
participatory budgeting process.

Overall 25% of the participants face at least
sometimes language barriers in their daily life. Fur-
thermore, 28.99% have either low German skills, of-
ten face reading problems, are older than 65 years,
or have low educational achievements. In the fol-
lowing we describe this group of overall 79 people
as people with reading and writing deficits who
require texts in plain language.

5.3.2. Attitudes Toward Readability (H2)

When combining all items regarding perceived
comprehension, on average all participants rather
agree that participatory budgeting proposals are
overall easy to understand (M = 3.68, STD =
0.66). However, the assumption previous made
(i.e., H2) that people with reading and writing
deficits perceive proposals as more difficult to com-
prehend (N = 79, M = 3.46, STD = 0.68) than
people without these deficits (N = 196, M = 3.77,
STD = 0.63, t(274) = 3.60, p < .01) can be con-
firmed.

More specific, people with reading or writ-
ing deficits, perceive significantly more confus-
ing terms in the proposals (N = 79, M = 2.49,
STD = 1.02, p < .01, U = 5625, r = .22) and
are significantly more likely to perceive the propos-
als as too long to be useful (N = 79, M = 2.89,

8https://www.respondi.com
9Although the study was conducted prior to the ar-

tificial intelligence hype caused by the development of
ChatGPT, our results remain relevant. There is no clear
indication that the use of AI tools in everyday life in Ger-
many has changed between 2022 and 2024 (MeMo:KI,
2024).
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STD = 0.89, t(274) = −3.20, p < .01, r = .2)
in comparison to people without these deficits
(N = 196, Mterms = 2.00, STDterms = 0.85,
Mlength = 2.51, STDlength = 0.89). However
both groups do not perceive significant comprehen-
sion differences in the structure of the proposals
(Mwithout = 3.85, Mwith = 3.67, p > .05). See
Figure 2 for a graphical overview of the results.

Figure 2: Mean (and standard deviation) values of
people with and without reading deficits regarding
perceived comprehension of proposals.

5.3.3. Attitudes Toward Text Simplification
and Related NLP Tasks (H3)

Furthermore, we compared how comfortable both
groups feel with automatic simplification, automatic
summarization and automatic translation (all sup-
ported by artificial intelligence).

People with reading and writing deficits feel more
comfortable with automatic simplification (N = 79;
M = 3.52, STD = 1.14) than people without
these deficits (N = 196, M = 3.19, STD = 1.02,
p < 0.05, t(274) = −2.30, r = .13). Whereas
people with reading and writing deficits feel less
comfortable with automatic translation (N = 79,
M = 3.43, STD = 1.13) than people without these
deficits (N = 196, M = 3.78, STD = 0.89, p < .01,
U = 6449.5, r = .13). No significant difference
exist between their answers regarding automatic
summarization(Mwith = 3.46, STDwith = 1.05,
Mwithout = 3.39, STDwithout = 1.02, p > 0.1).
See Figure 3 for a graphical overview of the re-
sults.

In summary, both groups have same acceptance
of text summarization, but people with reading and
writing deficits feel more comfortable with machine
simplification whereas people without these deficits
feel more comfortable with machine translation.

5.3.4. Influence of Text Simplification on the
Usage Intention (H4, H5, H6)

Next, we computed a two-way ANOVA to analyze
the role of participation and differences of text sim-
plification style (see Table 3). The analysis shows

Figure 3: Mean (and standard deviation values) of
people with and without reading deficits regarding
support of NLP tools in e-participation processes.

Source SS df MS F p η2p
Corrected Model 1,507 5 0.301 0.500 0.776 0.009
Intercept 4037.845 1 4037.845 6696.051 0.000 0.961
TS-Type 0.578 2 0.289 0.479 0.620 0.004
Role 0.123 1 0.123 0.204 0.652 0.001
TS-Type * Role 0.763 2 0.381 0.632 0.532 0.005
Error 162.815 270 0.603
Total 4206.200 276
Corrected Total 164.322 275

Table 3: ANOVA summary table for usage in-
tention considering text simplification type (none,
manual, or automatic) and participant role (author
or reader). SS = Sum of Squares, df = degrees of
freedom, MS = Mean Square, F = F value, p = p
value, η2p = Partial Eta Squared.

that there is no significant difference in the us-
age intention to the role of participation (author,
reader; F (1, 270) = 0.479, p > .05; see line 4 in
Table 3) or the types of text simplification (none,
manual, automatic; F (2, 270) = 0.204, p > .05;
see line 3 in Table 3). The interaction effect
of role of participation and style of simplification
on the usage intention is also not signification
(F (2, 270) = 0.632, p > .05; see line 5 in Table 3).
The usage intention therefore does not depend on
the role of participation or the text simplification
style. Overall, none of our hypotheses (H4, H5,
and H6) could be confirmed. Since no significant
effects could be detected, no post hoc-tests are
necessary.

So we can transfer the results of Vollenwyder
et al. (2018) also to e-participation: no unintended
side-effect exists for participants without reading
and writing difficulties when reading proposals in
standard language and plain language side-by-
side. Furthermore, we can extend these findings:
the support of artificial intelligence (assuming the
output of automatic text simplification systems are
comparable to manual simplifications) does not
negatively (or positively) influence the acceptance
of e-participation, whether or not the participants
wrote or only read the proposal.
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6. Conclusion

In this study, we showed the need for simplifica-
tion of proposals in deliberative citizen participation
processes and investigated the effect of text sim-
plification (with and without artificial intelligence
support) on the acceptance of open participation
processes, such as participatory budgeting. In
conclusion, all results are summarized in Table 4.

H Question Section Result
H1 Are proposals difficult to comprehend? 4 ✓
H2 Are proposals more difficult to compre-

hend for people with reading difficulties
than for others?

5.3.2 ✓

H3 Do individuals with reading/writing diffi-
culties expect greater benefit from sim-
plification compared to other people?

5.3.3 ✓

H4 Does the simplification of proposals
have an impact on the acceptance of
e-participation processes?

5.3.4 x

H5 Does the style of simplification influ-
ence e-participation acceptance?

5.3.4 x

H6 Does the role of participants influence
e-participation acceptance?

5.3.4 x

Table 4: Overview of results per hypothesis.

In more detail, the results of our study show, on
the one hand, that the proposals of e-participation
process are difficult to comprehend (see H1), and
even more difficult to comprehend for people with
reading problems and for others (see H2). Further,
we showed that (especially) people with reading
problems welcome the assistance of NLP tools
in e-participation processes, e.g., automatic text
simplification, or text summarization, to overcome
this issue (see H3).

On the other hand, we found that text simplifi-
cation has no direct influence on the intention to
use e-participation (H4). We could not find a signif-
icant effect for participants who would write or read
a simplified proposal (see H6). Further, neither
manual nor automatic simplification seem to have
a effect on its usage intention (see H5). Although a
higher level of participation cannot be achieved by
text simplification, our results also show that text
simplification does not have a negative influence
on the intention to use e-participation. Thus, web-
site providers do not have to fear unwanted side
effects for participants without reading and writing
problems. Accordingly, participants are not both-
ered by the simplification of their texts or those of
other citizens.

Furthermore, people with reading and writing
difficulties prefer text simplification for proposals in
e-participation over their automatic translation or
summarization. Hence, adding automatic text sim-
plification systems to e-participation processes can
be a meaningful contribution by making it easier
for many people to understand complex proposals.

7. Limitations & Future Work

Unfortunately, the number of participants with read-
ing and writing deficits in our experiment was com-
paratively small, which may be due to similar rea-
sons as the low participation rate in online participa-
tion processes, e.g., this target group is difficult to
reach. Due to the small number of participants with
reading and writing deficits in this study, no highly
reliable or causal statements can be made, but they
do provide initial indications of the importance of
text simplification in the context of e-participation.

Furthermore, the idiosyncrasies of the proposal
text might have an effect of the results, in future
work, the study could be repeated with alternating
simplification of different proposals.

In future work, we would like to conduct a qual-
itative field experiment with people with reading
and writing deficits which might evoke less barri-
ers as a direct contact person could be present to
give further explanations similar as described in
the study by Säuberli et al. (2024). Further, in this
experiment, the usage of real generated simplifica-
tions of a text simplification system could be tested,
which was currently not possible, because current
state-of-the-art German text simplification systems
do not support user-generated texts or online par-
ticipation proposals. Based on the results of our
study, further investigation into text simplification
for proposals in deliberation processes, or for user-
generated texts in general, would be worthwhile.
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Version Text Mean Std
A Ich würde mir wünschen, dass im gesamten Stadtgebiet Foodsharing-Stationen

aufgestellt werden, in denen nicht verbrauchte oder abgelaufene Lebensmittel,
die noch ohne Bedenken konsumiert werden können, an alle Bürger/innen weit-
ergegeben werden könnten. Die Stationen sollten nach Möglichkeit gut mit öf-
fentlichen Verkehrsmitteln erreicht und vor Vandalismus geschützt werden können.

5.48 1.6

B Ich würde mir sogenannte Foodsharing-Stationen im gesamten Stadtgebiet wün-
schen. In diesen Stationen könnten Lebensmittel an alle Bürger/innen weit-
ergegeben werden. Die Lebensmittel wären entweder nicht verbraucht worden
oder wären abgelaufen. Sie könnten aber noch ohne Bedenken konsumiert wer-
den. Wenn möglich, sollten die Stationen gut mit öffentlichen Verkehrsmitteln
erreichbar sein. Am besten sollten die Stationen vor Vandalismus geschützt wer-
den können.

4.62 1.56

C Ich wünsche mir sogenannte Foodsharing-Stationen im gesamten Stadtgebiet. In
diesen Stationen können Lebensmittel an alle Bürger/innen weitergegeben werden.
Die Lebensmittel sind entweder nicht verbraucht worden oder sind abgelaufen.
Sie könnten aber noch ohne Bedenken konsumiert werden. Andere können das
Essen vielleicht noch verwenden. Wenn möglich, sollen die Stationen gut mit
öffentlichen Verkehrsmitteln erreichbar sein. Am besten sollen die Stationen auch
vor Vandalismus geschützt werden.

5.52 1.29

D Ich wünsche mir sogenannte Foodsharing-Stationen in der ganzen Stadt. In diesen
Stationen kann Essen an alle Bürger/innen weitergegeben werden. Das Essen ist
entweder nicht gegessen worden oder es ist abgelaufen. Das Essen kann aber
noch problemlos gegessen werden. Andere können es vielleicht noch verwenden.
Wenn möglich, sollen die Stationen gut mit Bus und Bahn erreichbar sein. Am
besten sollen die Stationen auch vor absichtlicher Beschädigung geschützt wer-
den.

5.38 1.2

E Ich wünsche mir sogenannte Foodsharing-Stationen in der ganzen Stadt. In diesen
Stationen kann Essen an alle Bürger/innen weitergegeben werden. Jemand hat
das Essen nicht gegessen oder es ist schon abgelaufen. Das Essen kann aber
noch problemlos gegessen werden. Andere können es vielleicht noch verwenden.
Wenn möglich, sollen die Stationen gut mit Bus und Bahn erreichbar sein. Am
besten sollen die Stationen auch vor absichtlicher Beschädigung geschützt wer-
den.

5.19 1.36

F Ich wünsche mir sogenannte Foodsharing-Stationen in der ganzen Stadt. In diesen
Stationen kann Essen an alle Bürger/innen weitergegeben werden. Jemand hat
das Essen nicht gegessen oder es ist schon abgelaufen. Das Essen kann aber
noch problemlos gegessen werden. Andere können es vielleicht noch verwenden.
In den Stationen kann das Essen gesammelt und geteilt werden. Dann muss
man das Essen nicht wegwerfen und verschwenden. Wenn möglich, sollen die
Stationen gut mit Bus und Bahn erreichbar sein. Am besten sollen die Stationen
auch vor absichtlicher Beschädigung geschützt werden.

5.33 1.2

G Ich wünsche mir sogenannte Foodsharing-Stationen in der ganzen Stadt. Food-
sharing ist der englische Begriff für „Essen teilen“. In diesen Stationen kann
Essen an alle Bürger/innen weitergegeben werden. Jemand hat das Essen nicht
gegessen oder es ist schon abgelaufen. Das Essen kann aber noch problemlos
gegessen werden. Andere können es vielleicht noch verwenden. In den Stationen
kann das Essen gesammelt und geteilt werden. Dann muss man das Essen nicht
wegwerfen und verschwenden. Wenn möglich, sollen die Stationen gut mit Bus
und Bahn erreichbar sein. Am besten sollen die Stationen auch vor absichtlicher
Beschädigung geschützt werden.

5.86 1.24

B (translated) I would like to see so-called food sharing stations throughout the city. At these
stations, food could be passed on to all citizens. The food would either not have
been consumed or would have expired. However, they could still be consumed
without hesitation. If possible, the stations should be easily accessible by public
transportation. Ideally, the stations should be able to be protected from vandalism.

G (translated) I would like to see so-called foodsharing stations all over the city. Foodsharing is
the English term for “sharing food”. At these stations, food can be passed on to all
citizens. Someone has not eaten the food or it has already expired. But the food
can still be eaten without any problem. Others may still be able to use it. In the
stations the food can be collected and shared. Then there is no need to throw the
food away and waste it. If possible, the stations should be easily accessible by
bus and train. Preferably, the stations should also be protected from intentional
damage.

Table 5: Simplified variants of the proposal and its simplicity scores of the pre-study.
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Abstract
This paper addresses debiasing in news editing and evaluates the effectiveness of conversational Large Language
Models in this task. We designed an evaluation checklist tailored to news editors’ perspectives, obtained generated
texts from three popular conversational models using a subset of a publicly available dataset in media bias, and
evaluated the texts according to the designed checklist. Furthermore, we examined the models as evaluator for
checking the quality of debiased model outputs. Our findings indicate that none of the LLMs are perfect in debiasing.
Notably, some models, including ChatGPT, introduced unnecessary changes that may impact the author’s style and
create misinformation. Lastly, we show that the models do not perform as proficiently as domain experts in evaluating
the quality of debiased outputs.

Keywords: News Bias Correction, LLMs, Human Evaluation, Automatic Evaluation

1. Introduction

Biased news articles have the potential to signifi-
cantly shape public opinion and discourse on vari-
ous issues. Thus, professional news editors iden-
tify bias text spans in news articles before they are
published. This task is particularly challenging, es-
pecially when editorial teams face constraints such
as time-pressure and a lack of human resources.

Large Language Models (LLMs) have demon-
strated outstanding performance even in the ab-
sence of labeled data, through zero-shot prompting.
In many tasks, LLMs have surpassed the perfor-
mance of the supervised models and have even em-
ployed as writing assistance (Shi et al., 2022; Zhang
et al., 2023). In addition, conversational LLMs such
as ChatGPT (OpenAI, 2022) and GPT4 (OpenAI,
2023) are user-friendly, making them accessible
to non-technical experts like journalists who can
use them without coding knowledge to aid in their
tasks. As a result, many media companies have
already begun experimenting ChatGPT for various
journalistic tasks (Beckett, 2023). Limited studies
have explored debiasing through text generation
with conversational LLMs for the tasks such as
hate speech (Plaza-del arco et al., 2023) and toxic-
ity detection(Morabito et al., 2023). These studies
explored zero-shot prompting with conversational
LLMs. To the best of our knowledge, conversational
LLMs have not been explored for news debiasing.

Standard evaluation metrics (Min et al., 2023)
such as ROUGE require a reference text for mea-
suring generated text quality and lacks explana-
tory evaluation. Morabito et al. (2023) established
an evaluation protocol for automatically assessing

President Donald Trump gave states and local gov-
ernments the right to reject refugees, but instead of
saying no, most state and local officials have blind-
sided the administration by opting in, according to two
former officials familiar with the matter.
President Donald Trump allowed states and local gov-
ernments the option to refuse refugees. However, ac-
cording to two former officials familiar with the matter,
most state and local officials have chosen to accept
refugees.

Figure 1: Biased text where the usage “blind-sided”
introduces bias by conveying a strong negative
opinion about the actions of state and local offi-
cials and its GPT4 debiased version which doesn’t
contain toxicity according to Perspective API. Debi-
asing changed the facts and the context (factually
incorrect statement highlighted in red, original ver-
sion in blue).

LLMs’ consistency in debiasing for toxicity detec-
tion by using Perspective API(per) as the evaluator.
However, this protocol is limited to bias reduction
and may not be suitable for the news domain. In
the context of news bias, bias encompasses both
overt bias such derogatory terms within text and
latent biases that shape the language and framing
of news stories (Recasens et al., 2013). As shown
in Figure 1, news texts deemed biased may not
contain toxicity but wording/phrasing could intro-
duce bias. Hence, tools such as Perspective API
could fail to quantify bias reduction. Furthermore,
the debiased text might produce misinformation by
changing context and factuality and altering the au-
thor’s writing style. Therefore, there is a need for
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ID Concept Question

C1 Correcting Bias

Does the model produce unbiased text? Grade 1-3
The text is unbiased. (3)
The text is partially biased. (2)
The text is highly biased. (1)

C2 Preserving Information

Does the model change textual facts? Grade 1-3
The text facts are still present. (3)
Some facts are missing. (2)
Facts are completely missing. (1)

C3 Preserving Context

Does the model change the meaning of text? Grade 1-3
The meaning of the text is preserved.(3)
The meaning of the text is partially preserved. (2)
The meaning of the text is completely changed.(1)

C4 Preserving Language Fluency

Does the model produce grammatically correct text? Grade 1-3
The text is grammatically correct. (3)
The text has few grammar issues. (2)
The text has many grammar issues. (1)

C5 Preserving Author’s Style

Does the model harm the author’s creativity? Grade 1-3
No, the model did all necessary changes without harming author creativity. (3)
The model corrected some of the texts that might hurt the creativity. (2)
The model did unnecessary changes, and changed the text style. (1)

Table 1: News editorial criteria for checking quality of debiasing.

evaluation criteria discerned editorial perspectives.
To address these issues, we investigate the fol-

lowing research questions (RQs): (1) How well
do conversational LLMs perform debiasing in the
context of the news domain according to editorial
criteria? (2) Can conversational LLMs also serve
as an evaluation tool for assessing the editorial
quality of debiased articles?

Given the need for a domain-specific evaluation
to assess the quality of conversational LLMs in
news debiasing, we propose a set of evaluation
criteria tailored to news editors. Since there is
no publicly available news dataset for debiasing,
we obtained text generations on a subset of the
publicly available bias classification dataset using
three popular conversational LLMs and a fine-tuned
T5 (Raffel et al., 2020). Expert news editors from in-
ternational media organizations ranked the models’
outputs based on the editorial criteria. Additionally,
we compared model outputs with expert assess-
ments when the models were used as evaluation
tools to check the quality of debiasing. Our results
showed that despite conversational LLMs’ profi-
ciency in bias reduction, they sometimes generate
misinformation and alter writing styles. Moreover,
they can not assess debiased outputs as the ex-
perts do 1.

2. Related Works

The studies on media bias have primarily fo-
cused on two aspects: identifying biased text

1The code and the data are at https://bit.ly/
3vGphbw

spans (Spinde et al., 2021; Hamborg, 2020; Lei
et al., 2022) and detecting political bias in news
articles (Chen et al., 2020) or media outlets (Baly
et al., 2020). Only a few studies proposed methods
for mitigating bias through article generation us-
ing transformer models. Among these studies, the
earliest work by Pryzant et al. (2020) used BERT
to identify subjective content and update the hid-
den layers of the model to generate unbiased text
from Wikipedia. Lee et al. (2022) applied a sum-
marization method on articles from various political
leanings to neutralize news.

Plaza-del arco et al. (2023) and Morabito et al.
(2023) explored the potential of zero-shot prompt-
ing with LLMs, respectively for hate speech detec-
tion and reducing toxicity in user comments. Addi-
tionally, Morabito et al. (2023) established an eval-
uation protocol for evaluating consistency of LLMs
on debiasing in the context of toxicity detection. The
authors used Perspective API as the evaluator tool
which provides toxicity scores for comment modera-
tion. However, the protocol is limited to only to bias
reduction. Furthermore, is not applicable within the
news domain as news articles may not exhibit a
toxic tone, yet they can still contain biases favoring
certain groups, which need to be addressed before
publication. In our work, we design evaluation cri-
teria taking into account journalistic perspective to
measure quality of debiased sentences.

Recently, researchers have explored LLMs as
evaluators for assessing the quality of text genera-
tion in various applications (Gao et al., 2024; Min
et al., 2023) as an alternative solution to costly ex-
pert assessments. Motivated by this, we evaluate
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the conversational LLMs models as evaluators for
assessing the quality of debiased sentences based
on the journalistic criteria and compare them with
our expert evaluation.

3. Methodology

We investigated three conversational LLMs for de-
biasing news sentences and paragraphs. Given
sentences or paragraphs containing bias types
such as epistemological, framing and demographic
bias (Pryzant et al., 2020; Spinde et al., 2021; Re-
casens et al., 2013), the goal of the task was to
generate an unbiased version of those sentences.
The outcome of the sentences should be unbiased
but other criteria should also be considered as im-
portant for news editors, such as preserving factu-
ality, news’ message, and not harming the authors’
creativity, along with grammar changes.

3.1. News Editorial Criteria
As prior evaluation metrics are limited to news de-
biasing, we propose news editorial criteria. The
editorial criteria were created during the implemen-
tation of BiasBlocker, which is a prototype AI-based
news editor. 2.

The BiasBlocker team comprises experienced
news editors and technologists from Deutsche
Welle, ABC News and ARIJ. Since bias is a broad
concept, to establish a common ground on the
bias definitions and the corrections, the editors in
the team created a codebook on bias types 3 and
guidelines for debiasing based on the prior stud-
ies (Pryzant et al., 2020; Spinde et al., 2021; Re-
casens et al., 2013) and UN Guidelines 4. Hence,
the bias types we focus on are primarily framing,
epistemological, and demographic bias.

We applied a pilot study on bias correction by
using ChatGPT with the editors 5. The editors spot-
ted the issues and refined the expectations for the
news editor. As outlined in Table 1, we distilled
these expectations into five criteria for assessing
the quality of models in the context of debiasing for
news editing.

Essentially, the editors expected the model to
effectively remove any text spans that introduce
bias into the content. However, they also had the
expectation that this must refrain from adding new
facts or removing vital information, as this could
produce misinformation. Furthermore, the model
must ensure that the meaning of the text remains
intact. The debiased text must also be grammati-
cally correct. Lastly, especially for those articles of

2https://bit.ly/4aJttWD
3https://bit.ly/49qcnvZ
4https://bit.ly/3PRks67
5https://bit.ly/43OMCnQ

opinion pieces or analyses, the model must respect
and preserve the author’s writing style and creativ-
ity. Otherwise, the model could discourage less
experienced authors and harm the communication
of the news message.
Evaluation Dataset. Wiki Neutrality Corpus
(WNC) (Pryzant et al., 2020) is the only publicly
available dataset that contains biased samples and
their debiased version by Wikipedia editors. Given
that our research objective was to assess the LLMs
in correcting bias within texts authored by news
authors, WNC samples were not suitable for the
evaluations. Therefore, we preferred the BABE
dataset (Spinde et al., 2021) as the test set. BABE
consists of sentences from news articles published
by US publishers with different political leanings.
Experienced media experts annotated the dataset;
the dataset samples were labeled as biased or un-
biased. The authors of the dataset provided two
subsets. We chose the one annotated with more ex-
perts and randomly selected 50 biased sentences
from this subset for the evaluations.

3.2. Debiasing Models

Baseline. As the baseline, we used the large
version of T5 (Raffel et al., 2020). T5 is an
encoder-decoder transformer that is pre-trained on
a cleaned Common Crawl collection, incorporating
a mixture of supervised tasks through multi-task
learning. To adopt T5-large for the debiasing task,
we used WNC as the training dataset. Given our
constraints with computational resources, we fine-
tuned the model using LoRA adaptation (Hu et al.,
2022).
Conversational LLMs. We evaluated the popular
conversational LLMs: ChatGPT (OpenAI, 2022)
and GPT4 (OpenAI, 2023) from OpenAI, and
Llama2-70b-chat (Touvron et al., 2023) which is
an open source, popular alternative to ChatGPT.
The models were adopted for conversational tasks
using reinforcement learning with human feedback.
In this way, individuals without technical expertise
could easily interact with the models, making them
suitable for integration into news organizations.

ChatGPT and Llama 2 are Autoregressive Lan-
guage Models trained on large corpora from mul-
tiple sources from the web, with the objective of
predicting the next word based on the preceding
context. GPT4 is the advanced version of ChatGPT,
capable of handling multi-modal input. While our
task focused on textual input, we included GPT4
in our evaluations, because human evaluators pre-
ferred GPT4 outputs from various tasks over Chat-
GPT (OpenAI, 2023). We used prompts, which are
shown in Table 2, for each of the conversational.
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Debiasing Prompt
Transform the following biased sentence into an un-
biased sentence from a news article by removing
any subjective language or discriminatory under-
tones without changing its semantic meaning:

Biased Sentence:

{{sentence}}

Unbiased Sentence:
Evaluator Prompt (shortened)
The input sentence from a news article is biased,
it uses subjective language or discriminatory un-
dertones. The other sentence was debiased by
a language model. Your task is to compare two
sentences based on the following journalistic crite-
ria. For each question in the checklist, select your
response from {1, 2, 3}.

The checklist is as follows:
1- Does the model produce unbiased text?
- If the text is unbiased, return 3
...

Do not explain your decisions.

Biased Sentence:

{{sentence}}

Model Output:

{{model_output}}

Checklist Answers:

Figure 2: Prompts for debiasing and evaluation.
The full version of the evaluator prompt can be
found at our source code.

4. Results

Although BABE contains the biased text spans
along with the labels, the dataset does not have the
corrected versions of the biased texts. Therefore,
we could not directly apply the evaluation criteria
to the samples. For this reason, two expert news
editors from the team, as described in § 3.1,
conducted the human evaluations voluntarily.
Due to resource constraints, we split the models’
results into two parts for both evaluators. Each
part contains the results from each model. One
editor ranked the samples which they were
responsible for, by using a 3-likert scale. During
the ranking evaluation, the editor marked the
samples they were unsure about, made notes and
applied fact-checking to address the C2 and C3.
The other editor reviewed the ranked samples
while checking the notes, marked samples and

ID Grade T5 Llama2 ChatGPT GPT4

C1
1 0.26 0.08 0.02 0
2 0.40 0.06 0.14 0.38
3 0.34 0.86 0.84 0.62

C2
1 0.1 0.4 0.26 0.2
2 0.12 0.44 0.36 0.56
3 0.78 0.16 0.38 0.24

C3
1 0.12 0.34 0.20 0.06
2 0.06 0.4 0.48 0.68
3 0.82 0.26 0.32 0.26

C4
1 0.34 0.1 0.02 0
2 0.2 0 0 0.12
3 0.46 0.9 0.98 0.88

C5
1 0.14 0.44 0.42 0.42
2 0.08 0.46 0.56 0.5
3 0.78 0.1 0.02 0.08

Table 2: The conversational LLMs are significantly
better than the baseline at correcting bias and pro-
viding grammatically correct outputs (Student’s T-
test, p-value at 0.05), they have issues on preserv-
ing information, context and author’s style.

the fact-checked ones. The editors regularly
engaged in discussions to reach a consensus on
disagreements and uncertain cases. In total, we
obtained 200 evaluations from the experts. Ta-
ble 2 presents the frequency of ratings per criterion.

RQ1: Debiasing Performance of the Con-
versational Models. The conversational LLMs
proved better than the baseline for debiasing.
Surprisingly, Llama 2 demonstrated comparative
results even though ChatGPT has been known
to outperform others in various tasks (Touvron
et al., 2023). The researchers of Llama 2’s training
regime - that the factual sources were prioritized in
training samples - might account for its competitive
performance in this task. The conversational LLMs
also exhibited more grammatical correctness
than the baseline. Nevertheless, some LLMs
changed phrases they considered biased, while
others removed words or sentiments that could be
considered confrontational or impolite, but are not
actually biased towards any particular group. For
instance, GPT4 changed ’When carrying a firearm,
you have the ultimate power of force in your control’
to ’When carrying a firearm, you have a significant
level of potential force at your disposal’.

The conversational LLMs performed worse than
the baseline model in preserving information and
context. These models introduced unnecessary
amendments to the generated texts. In some
cases, even created hallucinations. This issue is
not unique to this study and has been reported in
related studies, especially in the case of ChatGPT
being used for various tasks (Bang et al., 2023).Ad-
ditionally, the news editors observed that Llama 2
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introduced additional information not present in the
input text, albeit factually accurate. For example,
in a text mentioning ’Wilkens’, the model replaced
’Wilkens’ with ’Judge Wilkens’. The model may
have memorized such information from its training
dataset. This behavior by conversational models
might harm the author’s style.

ID Llama2 ChatGPT GPT4
C1 0.0666 -0.0489 0.1109
C2 -0.0145 0.0285 0.0018
C3 0.1971 0.0280 0.0263
C4 0.0597 0 0
C5 -0.0022 0.0454 -0.0413

Table 3: The disagreement between the conversa-
tional tools as an evaluator and the expert evalua-
tion is high, according to Cohen’s Kappa.

RQ2: Conversational LLMs as Evaluator: We
obtained rankings from the conversational LLMs
and compared them with the expert rankings. As
shown in Table 3, there is a high disagreement
between the models and the expert evaluations.
Additionally, we observed that the models rated
the criteria, such as preserving factuality, grammar,
with the highest score. In contrast, the ratings by
the experts for these criteria were low.

5. Conclusion

Through the editorial criteria, we showed that
none of the conversational LLMs are perfect, even
though they are good at debiasing. Specifically,
they failed to preserve vital information and context,
often leading to hallucinations. Employing these
tools in a fully automatic editor can be dangerous,
as they can create misinformation.

Memorization also surfaces as an important as-
pect of LLM behavior. For this reason, to ensure a
fair evaluation of debiasing tasks across news arti-
cles from different periods, Media bias researchers
need to create benchmark datasets containing sam-
ples from time periods that is not covered within
the training data of LLMs.

The assessments by the models are not close to
those by the experts. We plan to increase the size
of our annotations and the number of annotators
to build a benchmark dataset for a fine-grained
analysis of the models’ issues. We then investigate
advanced methods for automating the evaluation
criteria and incorporating them to adapt the models.

Ethical Considerations and Limitations

In this study, we assessed the efficiency of conver-
sational LLMs in debiasing news articles, focusing

solely on English samples from US Media. As a re-
sult, the generalizability of our conclusions to other
languages and to media in other countries may be
limited.

The dataset employed in this research paper is
derived from publicly accessible sources and is
peer-reviewed. During the evaluation process, we
refrained from disclosing the identities of the ar-
ticle publishers to the participating news editors,
thereby preventing any potential influence on their
evaluations.
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Abstract 
This paper presents a set of preliminary guidelines for conflict prevention developed within the EU-funded research project 
ORBIS (“Augmenting participation, co-creation, trust and transparency in Deliberative Democracy at all scales”) whose  goal 
is developing online platforms that enable citizens to enhance their participation in democratic processes, through open 
discussions around important political topics. Based on previous research on communication and argumentation in conflict 
resolution discourse and on the empirical analysis of discussions around deliberative democracy topics, this paper highlights 
recurrent  interpersonal communication problems that might occur in group discussions around complex topics and that, if 
not handled well, can lead to conflicts; and introduces a first proposal for solutions to help, both through technology and with 
the assistance of human moderations, participants in such discussions to avoid the development and the escalation of 
conflicts. 

Keywords: conflict resolution, deliberative democracy, argumentation, dialogue 

 

1. Purpose of the guidelines 
This paper presents preliminary results concerning of 
conflict detection, prevention and resolution tools 
based on discourse and argumentation into online 
platforms for deliberative democracy. It is not 
uncommon, in fact, for conflicts between individuals 
or sub-groups to arise in group discussions around 
important topics that impact people’s lives. While 
having different positions and ideas around a specific 
issue is normal and it can potentially be a good thing 
(from disagreements may arise new ideas or solutions 
for problems), when people start to ‘fight’ with the 
intent to prevail over the other there are usually 
negative consequences (see Greco 2020). Namely, 
the interaction may shift from an opportunity to have 
a fruitful discussion around the exploration of realistic 
solutions to common problems or ways to reach 
common goals, to an argument in which the main goal 
is to ‘win’ by discrediting the other (see Greco 2020). 
At the theoretical level, this paper is based on  
research on argumentation in conflict resolution and 
professional dispute mediation of interpersonal 
conflicts (e.g. Aakhus, 2003; Greco, 2011; van Bijnen 
and Greco, 2018; Greco, Cigada & Jermini-Martinez 
Soria, 2024). On the basis of this research, we have 
first analyzed an empirical dataset of discussions 
regarding deliberative democracy organizations, 
identifying needs for conflict prevention. 
Subsequently, we have turned to a design 
perspective, suggesting possible tools for conflict 
prevention to be integrated in deliberative democracy 
online platforms as based on needs emerged from the 
organizations’ talk. While this paper presents 
preliminary results of an ongoing project and draft 
solutions, it also shows a possible methodology to 
design conflict prevention tools in online platform as 
based on the requests explicitly or implicitly emerging 
from participants to discussion., .  

2. Methodology 
The methodology used for designing these guidelines 
is based on a qualitative approach, using a cycle that 
goes from deductive, to inductive, and cycles back to 
deductive qualitative research. The process was 
inspired by Bingham (2023) and adapted to the 
specific goals of these guidelines. In particular, the 
methodology designed for these guidelines includes 
three steps: 1) We derived inductively, from previous 
research on conflict resolution, possible sources of 
conflict and misunderstanding. This research step is 
based on our team’s existing research and analysis of  
a dataset of conflict resolution interactions concerning 
interpersonal conflicts on several topics (around 180K 
words); 2) We compared the possible sources for 
conflict with the existing five datasets collected within 
the project. While the type of discussion is different, 
we can assume that some discursive elements of 
conflict escalation are present across different fields 
and geographical areas (e.g. Greco, 2011). On the 
basis of this comparative evaluation, we identified the 
main emerging needs for conflict detection, 
prevention and resolution. The annotation was jointly 
developed by the two authors; the first round of 
annotation was done by author 1; all problematic 
cases were then discussed by both authors to find 
joint interpretations and verify reliability of the 
annotation.  We also identified needs emerging from 
the datasets that were not present in our original list 
of sources of conflict; thus, we included an inductive 
dimension in the research; 3) Going back to our 
research on conflict resolution, we connected each 
emerging need to possible discursive conflict 
resolution tools, reflecting on how these could be 
integrated into platforms for deliberative democracy. 
For step 2, the researchers have analyzed five 
anonymized cases constituting “the ORBIS dataset”; 
three of them that have been collected in the project 
to elicit organizations’ needs for tools for online 
deliberation platforms (and three  Building Blocks for 
Democracy events organized by project partners. All 
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these five discussions have some elements in 
common: first, they were all conducted in English, 
which guarantees a common basis for the linguistic-
argumentative analysis of the interaction. Second, 
they all included meta-reflection by participants 
regarding conflict resolution and what they would like 
to see implemented in the platforms for deliberative 
democracy in order to improve the quality of the 
interactions . Before proceeding, it is necessary to 
specify they did not find direct indication of existing 
conflict during the recorded discussions but rather 
“emerging needs” for possible conflict resolution 
prevention tools. With the term need for conflict 
prevention mechanisms, we indicate clues that show 
potential or real problems that the parties have 
identified in their experience of deliberative 
democracy, such as moments of impasse (see 
Aakhus, 2003) in the discussion, problematic 
situations that lead to potential frustration or 
conflictual behavior. The goal of the online platforms 
for deliberative democracy that are being developed 
within the ORBIS project is both to ensure good 
quality interactions among users of the platforms, in 
order to guarantee respectful and inclusive 
exchanges, and to come up with concrete proposals 
to foster positive social changes: in this sense, the 
identification of “needs” is then followed by a design 
reflection on what features would be desirable to have 
in online platforms in order to increase the possibilities 
to have such a positive discussion environment and 
to reach the goals of deliberative democracy. The 
process of annotation was done using Microsoft Excel 
to annotate data from the datasets listed above: we 
reported in an Excel file excerpts in which emerging 
needs for conflict prevention, management and 
resolution were present, classifying the type of need 
according to the categories described in Section 3. 

3. Needs for conflict prevention  
 

In this section, we will discuss the main needs for 
conflict preventions that we have identified in the 
ORBIS datasets, namely: 

1. Silence and lack of participation 
2. Issue management and need to shift from the 

problem to the options 
3. Lack of common ground 
4. Presence of dysphoric emotions 
5. Who should participate in the discussion?  

 
 

3.1 Silence and lack of participation  
One of the issues that participants describe and that 
generate a need for conflict prevention is the difficulty 
of including a wide range of ‘voices’ in the 
discussions, as it frequently happens that it is always 
the same - restricted - group of people that engages 
in the deliberative democracy talk. This category 
regards a basic problem in communication, namely 
participants’ active presence. It is a category we 
derived inductively from the analysis of the ORBIS 

dataset, In larger group discussions, the problem of 
silence and lack of participation is an important 
indicator of possible conflict. The presence of silent 
members who do not express their opinions may be 
problematic for different reasons: if the people who 
talk are somehow representatives of the same ‘group’ 
(e.g. gender, ethnicity,...) the opinions and concerns 
of minorities can go unnoticed; if people do not overtly 
express their opinions it is difficult to guess whether 
this means they agree with what has been already 
said or not; people with specific and valuable 
knowledge about a relevant aspect of a context are 
not involved in the discussion and so on. Silence 
could therefore be an indication of the presence of a 
“cold conflict” (Greco, 2020), in which people cultivate 
resentment or disillusionment.  

3.2 Issue management and need to shift 
from the problem to the options  

Since the issues addressed by participants to 
democratic discussions are mostly complex political 
ones, oftentimes it becomes difficult to structure a 
discussion in a way that is functional to the 
emergence of concrete and feasible proposals for 
solutions to address said issues. For example, each 
participant might insist on focusing only on one 
specific element (e.g. time, when to do something) of 
an issue without considering other crucial aspects. 
For moderators, it is difficult to balance the freedom 
of participants to express themselves and the need 
for efficacy.  
As it is known from previous research, in conflict 
resolution  typically, after the analysis of the dispute, 
it is important to move on to discussing possible 
options for its resolution (Greco, 2011, p. 75); this is 
part of the issue management that conflict mediators 
operate to create a discussion space conducive to a 
productive resolution of differences of opinion. After 
having listened to different points of views, it’s difficult 
to enter a phase where concrete proposals that 
everyone agrees with are to be made. To be able to 
do so, it is fundamental to make sure that all parties’ 
interests are duly taken into account, otherwise the 
discussion will not move forward as people might 
perceive that ‘giving up’ one’s own idea corresponds 
to the risk of not having their interests and needs met 
(see Greco, 2011). 

3.3 Lack of common ground 
When many different people discuss together about a 
complex topic, it is inevitable that they have different 
levels of knowledge about each aspect of it.  This 
might create misunderstandings and confusion 
among participants, as one might not understand well 
what someone else is saying or why. This issue is 
partially linked to “issue management” (3.2), in the 
sense that to be able to have a fruitful discussion 
about a complex topic, it is fundamental to establish a 
solid common ground first - otherwise people risk 
addressing the topic only with their partial and not 
overlapping knowledge in mind, which might create 
frustration and confusion in other participants. 
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3.3.1 Identification of interests 
underlying positions  

Very often, when involved in disagreements or 
debates, people will clearly express their positions, 
i.e. their point of view regarding an issue - for example 
whether they are in favor or against a political 
decision, and they will argue to support their thesis. 
However, through a deep discussion based on active 
listening and questioning, also their needs might 
emerge. We typically hold a position because we think 
that is ‘the solution’, i.e. what will have our needs met 
- but that might not be the only answer. It is not easy 
for people to spontaneously focus on their interests 
leaving aside their positions because “people’s egos 
become identified with their positions” (Fisher, Ury 
and Patton, 1991, p. 11).  

3.3.2 Conflicting frames and getting to 
know ‘the others’, their points of view 

To have a fruitful and open discussion, it is 
fundamental to consider one’s interlocutors as 
‘worthy’ and value their ideas (see the concept of 
“exploratory talk”, Mercer and Littleton, 2013). For this 
to be possible, each person needs to believe that it is 
possible for different points of views to coexist and to 
be equally valid. This does not mean that everyone 
will agree with the others, but that decentrating and 
listening to the others’ point of view  is a prerequisite 
for having a respectful and open discussion. 
Participants need to understand the ‘frame’ of the 
others to be able to further discuss and possibly come 
up with ideas that will be acceptable to all (Shmueli, 
2008; Mercuri, 2023).  

3.4 Dysphoric emotions 
From the analysis of the dataset, it is clear that the 
topics related to democratic participation addressed 
by the use cases participants are usually topics 
perceived as personally important (e.g. 
unemployment) and therefore addressing them might 
provoke difficult emotions in participants that, if not 
handled well, might even trigger conflicts. As Jones 
(2001) explains, “emotion results from a perception 
that something personally important is at stake” 
(Jones, 2001, p. 94), and, therefore “the triggering 
events that ‘cause’ conflicts are, by definition, events 
that elicit emotion” (Jones, 2001, p. 90).   

3.5 WHO should participate/not 
participate in the discussion? 

From our inductive analysis of the data, it emerged 
that, in order to be able to find solutions that can really 
be implemented, it is crucial that all the people who 
have a say/a decision-making role in the matter are 
actually involved in the discussion process. 

4. Tools that can be used in the project’s 
deliberative democracy platforms 

In this section, we move on to a perspective of design 
to make hypotheses about tools that can be 
potentially integrated into online platforms for 
deliberative democracy (Table 1) based on the needs 
emerging from the analysis of the ORBIS dataset and 
described in Sect. 3.  The shift from the analysis of 
conflict prevention needs to the design proposal 

requires interdisciplinary collaboration, which is 
currently ongoing with technical partners of the 
ORBIS project; therefore, what we propose in this 
paper is a preliminary set of hypotheses that still need 
to be implemented and tested. At the moment, we 
draw the hypothesis that these tools may be based 
partially on automatic alerts and generative AI, while 
partially they may require the presence of a human 
moderator. While the tasks performed automatically 
could also be attributed to a human moderator, since 
the goal is to create online tools that function in the 
best way possible automatically, it makes sense to 
limit the intervention of human moderators to perform 
tasks that cannot be performed by the technology. 
Moreover, it is important to point out that a moderator 
is not a professional mediator, as s/he has not 
received the same specifical professional training – 
however some of the communicative techniques 
employed by professional dispute mediators are also 
useful in the context of moderation. All tools proposed 
(both automatic alerts and human moderations) have 
been drawn from existing and well-established 
literature on discourse and argumentation in conflict 
resolution and dispute mediation (see section 1). The 
discussion about implementation is still in progress in 
ORBIS.  

Emerging 
needs 

Possible tools 
(automatic 
alerts) 

Possible tools 
(human 
moderation) 

Silence and 
participation  

Questions to 
engage 
participants who 
are silent (after 5 
minutes, ask 
question to silent 
participants: do 
you want to say 
something?)  

Alerts can be sent 
to a human 
moderator after 5 
minutes a person 
has been silent. The 
moderator will 
decide what to do. 

Need for 
issue 
management 
(includes: 
need to shift 
from the 
problem to 
the options) 

Automatic 
summaries of 
what has been 
said are made 
visible but does 
not interfere with 
the progress of 
the discussion. 
Regular 
reminders of 
the main issue 
of the discussion 
are shown. 

Reformulations: if 
negative terms are 
present in the 
summaries, the 
moderator can 
decide to change 
the terms from 
negative to a more 
neutral formulation. 
For example, a 
sentence such as 
“The other party 
does not understand 
the situation” can be 
reformulated with “I 
understand that 
there are different 
perspectives on the 
understanding of 
this situation”. 
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Often, 
reformulations can 
be done by moving 
from verbs or 
adjectives to nouns 
(nominalization), 
for example: 
- Participant A is 

wrong → “There 
is a different 
perspective on 
the issue 
between you 
and A” 

- “These people 
create 
problems” → 
There is a 
problem that 
you all need to 
discuss. 

 
A human moderator 
can also be trained 
to decide when it is 
the moment to shift 
from the problem 
to the options for 
its resolution, for 
example: 
- “Now you have 

acknowledged 
that you have a 
problem of 
management of 
participations of 
young people. 
How do you 
think you can 
resolve it? Do 
you have 
suggestions?” 

Lack of 
common 
ground  
(includes: 
confusion 
between 
interests and 
positions  
Conflicting 
frames and 
need to 
know the 
other) 
 

Automatic 
prompts asking 
for meta-
reflection to the 
involved 
participants. 
These prompts 
must be visible 
to each party 
individually but 
not to the others: 
- Is there 

anything 
you want to 

Open, explorative 
and non-
accusatory 
questions on the 
parties’ profound 
reasons behind their 
positions. For 
example: 
- Do you feel you 

could explain 
your position 
enough? Do 
you want to add 
something 

ask to the 
other 
participants 
to better 
understand 
their 
positions? 

- Is there 
anything 
you want to 
add about 
your 
position and 
why you are 
proposing 
it?  

 
All this requires 
adding a space 
for Clarification 
questions to 
the other 
participants 

more? 
- How would you 

describe the 
reasons why 
you have this 
position? Is 
there any 
aspect you want 
to share? 

- Is there 
anything you 
want to know 
about someone 
else’s positions 
and why they 
hold it? 

Presence of 
dysphoric 
emotions 

– Open, explorative 
and non-
accusatory 
questions on 
emotions, including 
dysphoric emotions. 
When there is a 
negative emotion, it 
should not be 
covered but the 
parties need to be 
given space to 
explain what are the 
reasons behind the 
emotions. This 
needs to be done by 
a human moderator 
because it is a 
delicate option, 
which risks to create 
escalation.  
 
A possible tool to 
introduce these 
questions is the “I 
hear you say” 
intervention (van 
Bijnen and Greco, 
2018), in which the 
human moderator 
can say for example 
“I hear you say that 
you are concerned, 
can you explain 
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more?”. This 
mitigates the 
question and offers 
an opportunity to the 
speaker to explain 
the reasons behind 
emotions, opening 
up a space for 
argumentation that 
includes personal 
worries. 
 
Dysphoric emotions 
are often related to 
feelings of guilt and 
resentment. The 
literature shows that 
a potential useful 
tool in these cases 
is reframing from 
individual to 
system (Putnam, 
2004) or from 
individual to 
species (Jermini, 
2021). This means 
reminding to the 
parties that the 
problem does not 
necessarily concern 
them only but it can 
concern other 
people. This helps 
removing blame and 
feelings of guilt. 
Possible formulation 
of this reframing are: 
- “All the citizens 

who are 
interested in 
their cities have 
this sort of 
problem” 

- “I feel that also 
other 
participants to 
this discussion 
sooner or later 
had to face this 
problem” 

Who should 
participate in 
the 
discussion? 

Adding a List of 
further 
participants 
that would help 
solving the 
issue could help 
to see whether 

Human moderators 
can decide how to 
organize the 
following sections 
taking into account 
the list proposed by 
the participants. 

important 
stakeholders are 
missing. The 
system might 
automatically 
ask participants 
to think about 
this issue, for 
example by 
asking: “can we 
make a decision 
on this topic or 
someone else 
need to be 
involved?” 

Table 1: Emerging conflict prevention needs and 
possible tools to be integrated into the platforms 

Working together with technical experts within the EU-
funded ORBIS project, the next step will be to select 
the tools that can more easily be implemented in 
online platforms for deliberative democracy and to 
have use cases participants test the platforms 
including these integrations, in order to see if they are 
effective to prevent conflict escalation and how they 
can further be improved.  
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Abstract
In order to overcome challenges of traditional deliberation approaches that often silo information exchange between
synchronous and asynchronous modes therefore hindering effective deliberation, we present a hybrid framework
combining Large Language Models (LLMs) and human-in-the-loop curation to generate argument maps from de-
liberation transcripts. This approach aims to enhance the efficiency and quality of the generated argument maps,
promote transparency, and connect the asynchronous and synchronous deliberation modes. Finally, we outline a
realistic deliberation scenario where this process can be successfully integrated.

1. Introduction

Deliberation processes are important mechanisms
for collaborative decision-making, fostering in-
formed choices across a wide array of domains
(Vaculín et al., 2013; Owen, 2015). Tradition-
ally, these processes occurred through either syn-
chronous (in-person or real-time online) discus-
sions or asynchronous (such as online discussion
forums) (Wright and Street, 2007). However, the
distinction to synchronous and asynchronous con-
sists of a siloed approach to deliberation that cre-
ates barriers to information exchange, development
of shared understanding and subsequently con-
sensus building and other elements that consist of
effective deliberation (Friess and Eilders, 2015).

Recent advancements in Natural Language Pro-
cessing (NLP) and particularly in Large Language
Models (LLMs) have created promising paths to
structure and synthesise information such as un-
structured dialogue, i.e. free-flowing conversation
(e.g. transcripts of meetings, online chat conver-
sations) or semi-structured data (e.g. interviews,
XML documents, and others) (Naveed et al., 2023;
Serban et al., 2016). They possess the potential to
generate structured discourse data (e.g. argument
graphs or key points) (Chen et al., 2023). This may
be the unblocker to overcome some of the chal-
lenges associated with traditional deliberative pro-
cesses. Nonetheless, despite their impressive per-
formance, LLMs are not without limitations; they are
still susceptible to misinterpretation (Turpin et al.,
2024), hallucinations (Ye et al., 2023), inaccuracies
(Guo et al., 2023), therefore making them unreli-
able to be used in sensitive applications (like public
deliberation that has significant impact in decision
making).

To address these shortcomings, we propose
an approach involving a human-in-the-loop (HITL)
model ((Zanzotto, 2019)) to curate and filter LLM-
generated outputs before integrating them into

asynchronous debate platforms. This paper ex-
plores the potential of this hybrid framework to
bridge the gap between synchronous and asyn-
chronous deliberation modes, promoting account-
ability, transparency and more accurate and in-
formed decision making.

2. Related work

2.1. Imperfect AI
Despite rapid advancements in the field, AI sys-
tems remain imperfect and likely will continue to be
for the foreseeable future. Errors can arise from
biases embedded in training data, limitations of
the algorithms themselves, or unpredictable real-
world inputs (Suresh and Guttag, 2019; Mehrabi
et al., 2021). Furthermore, the “black-box” nature
of many deep learning models hampers explain-
ability, obscuring the logic behind potentially erro-
neous outputs (Samek et al., 2019). This persist-
ing imperfection highlights the critical need for hu-
man oversight and intervention, especially in high-
stakes domains. Recent work by Bussone et al.
(2015) demonstrates how faulty AI-generated ex-
planations can even worsen the situation, leading
to unwarranted trust and potentially harmful deci-
sions. Therefore, in contexts where safety, accu-
racy, and fairness are paramount, human-in-the-
loop approaches remain essential for mitigating
risks, ensuring ethical outcomes, and ultimately fos-
tering responsible AI integration (Lee et al., 2020;
Leslie, 2019).

2.2. Human-AI collaboration
Human-AI is focusing on the effective integration of
human intelligence with the power of AI. Such col-
laboration holds the potential to surpass the limita-
tions of either humans or AI working alone (Wilson
and Daugherty, 2018; Passi and Vorvoreanu, 2022).

45



To achieve various levels of collaboration, work-
flows such as human-in-the-loop (HITL), where AI
provides assistance with humans retaining decision
authority, and human-on-the-loop (HOTL), focus-
ing on constant human oversight, have seen exten-
sive exploration (Liu et al., 2014). Additionally, re-
cent studies advocate for a human-in-command ap-
proach (Wesche and Sonderegger, 2019; Bostrom
and Yudkowsky, 2018) stressing the necessity of
maintaining ultimate human control in critical appli-
cations.

2.3. Argument mining using LLMs
Argument mining, the task of identifying and extract-
ing argumentative structures from text (Cabrio and
Villata, 2018; Lawrence and Reed, 2020), has seen
significant advancements with Large Language
Models (LLMs), such as OpenAI’s GPT-3 (Brown
et al., 2020), GPT-4 (OpenAI, 2023), Google’s Gem-
ini (Team et al., 2023), Anthropic’s Claude (Az-
zollini and Pomponio, 2019) and others. LLMs’
ability to understand and generate complex lan-
guage enables more nuanced argument extraction
(Kashefi et al., 2023), offering the potential to im-
prove argument component identification, relation-
ship classification, and even argumentative sum-
marisation (Reimers et al., 2019; Lauscher et al.,
2022; Elaraby and Litman, 2022). This opens up
opportunities for automated analysis of large-scale
debates, supporting decision-making, and facilitat-
ing critical thinking. However, challenges remain.
LLMs can conflate correlation with causation, lead-
ing to the identification of spurious arguments (Jin
et al., 2023). Additionally, biases inherent in the
LLM’s training data can propagate into argument
identification (Acerbi and Stubbersfield, 2023). De-
spite these limitations, LLM-based argument min-
ing holds significant promise for understanding and
structuring complex discourse.

3. Proposed Method

We propose a curated method for argument map
creation from conversational data (specifically from
transcripts of informal or formal meetings) that pri-
oritises both accuracy and automation, combining
the capabilities of computational tools and the criti-
cal reasoning by humans. This hybrid Human-AI
approach involves:

• Initial AI Processing: We utilise LLM prompt-
ing to mine arguments (identify argumenta-
tive components) from the transcript of con-
versations. The transcripts consist of writ-
ten records of what was said in a meeting,
speech, interview or any other spoken event;
in our case we use video captions (.srt files)
that is easily accessible (though not ideal as

there is no speaker identification). We build
the argument map using the simplified IBIS
model ((Kunz and Rittel, 1970)), i.e. organis-
ing arguments into positions and pro (support-
ing) or con (opposing) arguments. An illustra-
tive method for extracting arguments from tex-
tual transcripts using Large Language Models
(LLMs) to the Issue-Based Information Sys-
tem (IBIS) argumentation scheme is shown in
Prompt 1. Note that to facilitate transparency
and provenance, we emphasize the inclusion
of original transcript snippets alongside gener-
ated arguments.

• Human Annotation and Curation: At this stage
the generated argument map is presented to
a human curator where they annotate each
argument node across several evaluation di-
mensions inspired by Argument Mining eval-
uation frameworks (e.g. Sofi et al. (2022))
such as Groundedness (Levonian et al. (2023)
- whether the argument generated is based on
the input text), Context Relevance (whether it
draws from the surrounding text - it relates to
the connected argument) and others. Such an-
notation process can be logged using modern
software such as trulens1. Human curators
are enabled to confirm the inclusion of each
argument node, edit the content of it or change
the connection links to each. To facilitate this
process we use several visual assistance aids
that we explain further in Section 3.2. The cu-
rated versions of the argument maps are later
used to as ground truth examples to finetune
the LLM used in the initial AI processing stage.

• Semantically connect and merge with other ar-
gument maps: At this stage we proceed to im-
port into the curated argument map into an es-
tablished database of argument maps/debates.
We identify similar arguments by comparing
the semantic similarity of the argument nodes
(using e.g. argueBERT (Behrendt and Harmel-
ing, 2021)). We proceed to merge the similar
arguments following again a curation workflow
(asking humans to select whether to combine
the two arguments by generating via LLM a
summary of the two or just denote explicitly
the similarity of both but keep separated)

• Key-Point analysis and summarisation: Upon
creating the final argument map, we proceed
to create a summarised view, i.e. automat-
ically extracting the core arguments or es-
sential messages from the collection of ar-
guments (using key point analysis (Bar-Haim
et al., 2020)).

1https://www.trulens.org/
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Prompt 1 Extract key positions and argument from
transcript

Below is a transcript from a debate in the euro-
pean parliament:
–
{{ TRANSCRIPT TEXT FROM SRT FILE }}
–
What are the main positions and arguments for
and against given in the above? Provide those
in a bulleted list like:
- Position N: <position_text>
– Arguments supporting Position N (pro argu-
ments):
— <argument text N.p.i>
– Arguments against Position N (con arguments):
— <argument text N.c.j>
Do not include supporting or opposing arguments
if they do not exist. Make sure you include only
arguments or positions that appear in the given
text. To make sure that this is the case, on each
argument or position include the timestamp that
this is mentioned in the given text

3.1. Example
We present here the output of the application of
such prompting in a sample taken from “Economic
Dialogue with Christine Lagarde”2 in the European
Parliament in Figure 1. Our analysis revealed sig-
nificant variation in the outputs generated by the dif-
ferent models used. As expected, GPT3.5, exhibits
the weakest performance, producing a compara-
tively simplistic representation of the arguments
presented in the example transcript. Interestingly,
the outputs from the two more proficient models
(GPT4 and Gemini Advanced) displayed distinct
characteristics. It is noteworthy that Gemini Ad-
vanced deviated from the instructed format and fully
omitted any counter-arguments (con arguments)
from its representation.

3.2. Curation workflow and interface
The output of the initial AI processing, while demon-
strating promising accuracy, cannot guarantee per-
fect results. Therefore, we propose a following
human-in-the-loop curation workflow that incorpo-
rates several design elements:

1. Confidence Indicators: We display confidence
levels derived from the probability of each gen-
erated token, presented visually as a highlight
with red color in case of low logit probability.

2https://multimedia.europarl.europa.eu/en/video/economic-
dialogue-with-christine-lagarde-ecb-president-opening-
statements-by-irene-tinagli-sd-it-chair-of-econ-and-
introductory-remark-by-christine-lagarde-president-of-
the-european-central-bank-ecbI252842

As an extension, we propose calculating the
semantic distance between the generated ar-
gument component and the original transcript
snippet, serving as a proxy for confidence, and
display this confidence score on each gener-
ated argument node.

2. Alternative Outputs: The workflow provides a
selection of alternative outputs for curators to
choose from, enhancing decision-making and
refining the extracted arguments. Alternative
outputs can come from invocation of different
models (as shown in our example, outputs sig-
nificantly vary according to the used model),
use of different prompts or chunking strategies.

3. Editable Argument Tree with Drag-and-Drop
Functionality: Users can directly manipu-
late the generated argument tree. Transcript
chunks or individual arguments can be re-
positioned within the tree, allowing for intuitive
restructuring and refinement.

4. Approval and Confidence Assessment: Each
argument node offers either a simple ap-
proval/rejection mechanism (checkmark/cross
x mark) or a granular confidence slider (0-
100%). In case of multiple annotators, we can
follow a simple majority agreement to ensure
reliabel results.

Crucially, for points 3 and 4, the system retains
a historical log of actions (approvals, changes, dis-
missals). This historical record is a crucial element
for ensuring transparency, accountability, and ulti-
mately, trust in the quality of the final curated argu-
ment structure - as it allows the reconstruction of
decision-making processes and providing rich ex-
planations for the final curated argument structure.

3.3. Evaluation design
For the systematic evaluation of the workflow de-
scribed in Section 3.2 we consider the following
hypotheses:
H1: Different LLM models impact the quality of gen-
erated argument maps
H2: Human-in-the-loop curated argument maps
exhibit an improvement in quality compared to ar-
gument maps generated solely by automated meth-
ods

Regarding dataset, we shall focus on transcripts
for argument mining tasks that are deliberation con-
textualised (e.g. M-Arg Mestre et al. (2021)). Both
H1 and H2 can be tested by asking domain ex-
perts (human annotators) to evaluate the quality
and coherence of argument extractions from each
LLM candidate and with or without human curation
or/and with the use of computational metrics (accu-
racy, F1) against the reference dataset. This can be
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(i) GPT3.5

Position 1: Concern about inflation levels
– Arguments supporting Position 1 (pro
arguments):
— Inflation fell to 2.4% in November 2023,
reaching its lowest level since July 2021
(Chapter 1)
— Inflation increased again to 2.9% in
December 2023 (Chapter 1)
— The recent increase was mainly due to
upward base effects for the cost of energy
(Chapter 2)
— Inflation levels are considerably lower
compared to the average annual inflation in
2023 (Chapter 2)
— ECB is determined to ensure that inflation
returns to its 2% medium-term target (Chap-
ter 2)
Position 2: Impact of ECB’s monetary policy
on inflation
– Arguments supporting Position 2 (pro
arguments):
— Tight financing conditions are dampening
demand and helping to push down inflation
(Chapter 3)
— ECB’s interest rate increases are being
transmitted forcefully into financing conditions
(Chapter 3)
— ECB’s forward-looking wage structure sig-
nals strong wage pressures, but agreements
suggest some levelling (Chapter 11)
— Wage pressure for 2024 hinges particularly
on ongoing and upcoming negotiations
(Chapter 11)
— Contribution of unit profits to domestic price
pressures continued to decline, suggesting
that wage increases are buffered by profit
margins (Chapter 12)

(ii) GPT4

Position 1: Inflation monitoring and response
by the ECB
Arguments supporting Position 1:
— Inflation fell to 2.4% in November and
increased to 2.9% in December, showing fluc-
tuating but controlled levels (00:00:02.000).
— After ten rate hikes, the ECB left the
key interest rate unchanged for the third
consecutive time, showing a determined
stance to ensure inflation returns to the 2%
medium-term target (00:00:48.000).
— Tight financing conditions are helping to
push down inflation, indicating the effective-
ness of ECB policies (00:01:45.000).
Position 2: The euro’s significance and
performance over 25 years
Arguments supporting Position 2:
— The euro area has grown from 11 to 20
countries, demonstrating the currency’s
expanding influence and integration within
Europe (00:02:16.000).
— Support for the euro among citizens is close
to record levels, reflecting its acceptance and
perceived benefits (00:02:16.000).
— The ECB’s monetary policy has been
instrumental in navigating financial and
COVID crises, underscoring the central
bank’s role in maintaining economic stability
(00:03:16.000).

(iii) Gemini Advanced

Position 1: The euro has been a success
story, delivering simplicity, stability, and
sovereignty to its member states.
Arguments supporting Position 1 (pro argu-
ments):
Simplicity: Eliminates currency exchange
hassle within the eurozone, facilitating trade
and travel. (Chapters 14, 16)
Stability: Relatively low average inflation
(2.1% since 1999) and anchored long-term
inflation expectations signal ECB success in
maintaining price stability. (Chapter 16)
Sovereignty: As a major global currency, the
euro insulates eurozone economies from
international currency fluctuations. (Chapter
17)
Position 2: The European Central Bank
(ECB) is committed to ensuring the euro’s
continued success.
Arguments supporting Position 2 (pro argu-
ments):
Mandate focus: The ECB has responded
forcefully to inflation surges, demonstrating a
commitment to price stability. (Chapter 18)
Climate adaptation: The ECB is incorporating
climate change considerations into monetary
policy operations. (Chapter 19)
Digital innovation: The ECB’s ongoing work
on the digital euro shows a willingness to
adapt to technological shifts. (Chapter 20)

Figure 1: Example of argument map generations from transcript of Economic Dialogue with Christine
Lagarde in European Parliament. Variations of output using (i) GPT3.5, (ii) GPT4 and (iii) Gemini Advanced.
The presented is a fraction of the generated output due to space constraints

achieved through surveys in an A/B experimental
setup.

4. Use case

Further to the systematic evaluation, we envision
to incorporate the above described method into
a deliberation scenario where a policy organisa-
tion utilises the LISTEN-REFRAME-ACT (L-R-A)3

method to broader citizen and expert engagement
on public policy issues. The L-R-A method is a
structured apporach to public deliberation that: The
LISTEN phase emphasizes on deep understanding
of the diverse perspectives surrounding an issue. In
the REFRAME phase, based on the insights from
the LISTEN phase, the participants focus on re-
framing the issue collaboratively, developing more
inclusive, evidence-based narratives and exploring
potential solutions. In the last ACT phase, the re-
framed understanding and ideas are transformed
into actionable proposals.

Traditionally all of the above phases are carried
out in physical settings. The proposed transcript-to-

3https://www.linkedin.com/pulse/future4citizens-
barcelona-european-capital-democracy-xxgge/

argument-graph conversion method offers a pow-
erful solution. It enables importing LISTENING
phase insights directly into an online deliberation
platform. By systematically analyzing transcripts,
extracting key arguments, and incorporating LLM-
assisted refinement, this method enables the suc-
cessful transition from unstructured discussions to
argumentative structure discussion. The gener-
ated argument maps can be used to seed further
focused online discussions, providing a grounded
starting point for the REFRAME and ACT phases.
This integration ensures that the valuable insights
from the LISTENING phase are effectively carried
forward into the online deliberation, enhancing the
process’s richness and inclusivity.

5. Conclusions

This paper has presented an approach for argu-
ment map creation from transcript text that offers
a synergistic approach, combining the efficiency
of computational automation with the depth of hu-
man critical thinking, therefore getting results su-
perior to either in isolation. Our method empowers
untrained users to effectively construct argument
maps, addressing a known challenge highlighted
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in prior research (e.g. Le et al., 2013). Crucially,
our approach maintains human control throughout
the process, ensuring transparency and account-
ability in the resulting argument map. This fosters
trust between users and the generated outcomes.
Moreover, this method has the potential to facili-
tate the fluid exchange from synchronous to asyn-
chronous deliberation modes. Future development
could explore the integration of chain-of-thought
(Wei et al., 2022) or tree of thoughts (Yao et al.,
2024) reasoning for improving the performance
of the AI pre-processing and also mitigate depen-
dence on prompt engineering. Importantly, while
the method seeks to mitigate individual subjectivity
through majority agreement, human annotation of
what consists argument or position remains inher-
ently susceptible to personal perspectives. Finally,
the scope of this work did not include the addition of
arguments into an existing knowledge base, leaving
room for exploration into how the approach can sup-
port the evolution of established argument maps.
Future work will focus on implementing and extend-
ing this approach in real large-scale deliberation
scenarios.
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Abstract
We use query results from manually designed corpus queries for fine-tuning an LLM to identify argumentative
fragments as a text mining task. The resulting model outperforms both an LLM fine-tuned on a relatively large
manually annotated gold standard of tweets as well as a rule-based approach. This proof-of-concept study
demonstrates the usefulness of corpus queries to generate training data for complex text categorisation tasks,
especially if the targeted category has low prevalence (so that a manually annotated gold standard contains only a
small number of positive examples).

Keywords: text categorisation, corpus queries, fine-tuned LLM, argumentation mining

1. Introduction

Gaining an empirical overview of arguments, sen-
timents, and desires voiced in public discourse is
an important prerequisite in technological support
for deliberation. Social media have become an
increasingly important platform for such publicly
voiced opinions, but the automated extraction of
computer-mediated natural argumentation is chal-
lenging due to the disconnectedness of the state-
ments encountered and the broad variation in their
linguistic expression. We work at the boundary of
natural language processing, corpus linguistics, ar-
gumentation mining, and reasoning in an approach
where we use interactively designed corpus queries
to capture expressions of relevant phenomena with
high precision in a corpus of tweets. In the present
contribution, we focus on the possibility of exploit-
ing query matches as training data to fine-tune an
LLM, allowing us to increase recall of the queries
with only a small loss in precision.

1.1. Related Work
We illustrate our approach to finding argumentative
fragments with the running example of expressions
of desire. The end goal is a formal representa-
tion of argumentative statements, leveraging the
power of automated reasoners to aid in the diffi-
cult task of reconstructing implicit reasoning steps
(Boltužić and Šnajder, 2016) and connections be-
tween statements (Budzynska and Reed, 2011).
The example in this paper belongs to a large inven-
tory of argumentative fragments in our argument
mining framework. Each of these fragments repre-
sents a concept that we deem relevant to everyday

argumentation – besides desire, this includes state-
ments about e.g. consequence and group mem-
bership. Of course, the presence of desire or any
other such fragment on its own does not imply the
presence of an argument. However, expressions
of desire are common building blocks in everyday
argumentation and we consider them particularly
relevant to deliberation processes.

A straightforward solution for detecting desire
would be to train a supervised binary classifier on
our manually annotated gold standard. Recent
work has shown promising results from fine-tuning
pre-trained large language models (LLM), which
exploits the rich linguistic knowledge encoded in
the LLM (see e. g. Rahman et al., 2023; Qiu and
Jin, 2024). However, obtaining sufficient training
data can still be difficult, especially for complex an-
notation tasks like our running example: Besides
conceptual issues of precisely defining the scope
of what is counted as desire, there are many ways
to express the concept linguistically. Moreover, the
prevalence of desire in our data set is low (≈ 6%),
so we expect to find only a handful of positive exam-
ples even in a relatively large manually annotated
gold standard (see Section 2.2). Thus, the auto-
matic identification of such tweets is a challenging
task.

In our case study, we compare the approach of
fine-tuning an LLM on a manually labelled gold
standard to a rule-based approach using manually
developed corpus queries developed by (cf. Dykes
et al., 2020, 2021). These queries can retrieve
thousands of positive examples with high preci-
sion, which we can then use as additional training
data in fine-tuning the LLM. This combined method
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outperforms the other approaches by a consider-
able margin. Our approach thus shares the same
goal as data augmentation, i. e. “to increase the
diversity of training examples without explicitly col-
lecting new data” (Feng et al., 2021, 968). Data
augmentation usually adds to a training corpus with
artificial examples that are very close to observed
instances, or that are developed introspectively. An
alternative approach similar to ours is to use “weak
labeled data” (Shnarch et al., 2018), where coarse
heuristics are applied to extract training examples
while allowing for a significant amount of noise. In
our approach, we use linguistically sophisticated
queries which can extract empirical instances from
the overall corpus with high precision to enhance
our much smaller manually annotated set.

2. Data and Manual Annotation

2.1. Data
We reconstruct the corpus of Dykes et al. (2020),
containing tweets with the token brexit (case-
insensitive) collected in 2016, i.e. the year of the
UK Brexit referendum. We disregard retweets and
apply a strict deduplication algorithm (which dis-
regards case shift, @-mentions, URLs, and hash-
tags). Our data comprises over 4.3 million tweets
with approximately 80 million tokens.

Since we also build on the queries from Dykes
et al. (2021), we use the IMS Open Corpus Work-
bench (Evert and Hardie, 2011)1 for corpus in-
dexing, and apply a similar linguistic annotation
pipeline, i.e. Ark TweetNLP (Owoputi et al., 2013)2

for simple PoS tags, the OSU Twitter NLP tools
(Ritter et al., 2011, 2012)3 for Penn-style PoS tags
and named entity recognition, and a lemmatiser
based on Minnen et al. (2001). For tokenisation,
we use SoMaJo (Proisl and Uhrig, 2016)4 and rec-
oncile the different tokenisation layers during post-
processing.

2.2. Manual Annotation
For manual annotation, two random samples are
extracted from the corpus: pre consists of 785
of the originally 1000 tweets labelled for desire by
Dykes et al. (2021) – i.e., the tweets from their study
that were still available during our corpus construc-
tion. All of these tweets were posted before the
Brexit referendum (June 23, 2016). The examples
from pre are used as a starting point for developing
corpus queries (cf. Section 3.1).

1https://cwb.sourceforge.io/
2http://www.cs.cmu.edu/~ark/TweetNLP/
3https://github.com/aritter/twitter_nlp
4https://github.com/tsproisl/SoMaJo

V E gold

pr
e

M 0.627 0.724 0.778
V 0.579 0.601
E 0.689

po
st

M 0.723 0.772 0.906
V 0.730 0.814
E 0.890

Table 1: Inter-annotator agreement (kappa scores)
for the desire pattern.

Since this sample only contains tweets from be-
fore the Brexit referendum, we sampled an addi-
tional 1000 random tweets posted on August 21,
2016 after the referendum (post).5 Manual anno-
tation of post provides additional training data for
the LLM and allows us to estimate query recall (as
unseen test data for the queries).

Additionally, random samples of query matches
were annotated to provide reliable estimates of
query precision (see Section 4). For desire, this
amounts to a total of 3997 tweets (matches). In
contrast to pre and post, this data set is not a ran-
dom selection of tweets but includes only tweets
found by our queries. As it does not show how many
instances of desire were missed by the queries it
cannot be used to reliably estimate recall.6

Our annotation guidelines are based on those
provided by Dykes et al. (2021) and were continu-
ously refined during annotation. For each fragment,
we give a description along with positive and nega-
tive examples from the corpus. For instance, the
description of desire differentiates two uses of the
word support, which is accepted as an expression
of desire in She supports Brexit but is excluded
when referencing actions (they gave a speech to
support Brexit). Even for human annotators, detect-
ing desire is not as straightforward as it may seem
intuitively, since it is easily confused with other simi-
lar patterns such as the desirer pattern (expression
of membership in a group of entities desiring a con-
cept, as in Trump is a Brexit supporter).

Three student assistants annotated all desire
statements via a custom web interface. Their an-
notations were adjudicated regularly, and doubtful
cases were discussed with the project members.
We report pairwise inter-annotator agreement in
Table 1. The kappa scores range from κ = .579 (di-
rect comparison of annotators V and E on pre) to
κ = .906 (agreement of annotator M with the adjudi-
cated gold standard), showing a modest to substan-

5Improved deduplication carried out after sampling
reduced this data set to 973 tweets.

6To put in exaggerated terms: a query with a single
true positive and no false positives has a precision of
100%, but this does not say anything about its recall.
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tial agreement with the final gold standard. Given
the difficulty of the task, we deem these values to
be good overall. Our gold standard is available at.7

The prevalence of desire according to the manual
annotation was 4.5% on pre and 7.7% on post,
cf. Table 2; it is thus indeed an infrequent phe-
nomenon.

3. Automatically Detecting Desire

3.1. Querying
The queries we use to find further examples of our
argumentative fragments are written in the CQP
query language (Evert and The CWB Development
Team, 2022), enabling complex searches that com-
bine different levels of linguistic annotation.

[lemma="all|everything|that|what"]
/entity_np_actor[]
[lemma=$verbs_prefer]
[lemma="be"]
[lemma="for|to"] [pos="DET|A.+"]*
(/entity_np_all[] | [pos="VERB"])

The example above is one of 18 queries for desire
and matches all ENTITY wants is for/to NP/VP.8

The queries are designed to abstract away from
annotated examples as much as possible while
maintaining high precision. For instance, because
the entity in desire statements is almost always a
person or an organisation/group, the noun phrase
/entity_np_actor[] has to contain a proper
name or a noun from a manually compiled list of
plausible entities.

In total, the queries retrieve 145,699 corpus
matches. Table 2 (top) shows the performance
of the query approach on our labelled datasets: a
recall of 43% on unseen data (post), but a very
high-precision of 96% (matches).

3.2. LLM Fine-Tuning
In this section, we fine-tune an LLM on the binary
classification of tweets as to whether they contain
desire. We consider two models here: firstly, a
model trained on a 70% training/test split of the
adjudicated gold standard (combined, comprising
pre and post). This dataset contains 73 positive
and 1158 negative examples. Secondly, a model
trained on query matches (excluding matches on
combined to ensure comparability). We use 70%
of all 145,699 matches as positive training exam-
ples and add the same amount of random tweets
(excluding query matches and those in combined).

7Link will be provided with the final submission.
8The query was slightly shortened for the sake of

readability. Due to limited space, we cannot provide a
detailed explanation of the query syntax.

We thus assume all query matches to be instances
of desire and randomly selected tweets to be nega-
tive examples. This is a reasonable approximation
since the prevalence of desire is ca. 6% and the
precision of our queries is ca. 96%.

We opt for distilbert-base-uncased (Sanh et al.,
2019) as a base model and fine-tune using the
transformers package with standard settings.
The choice of distilbert-base-uncased for this paper
stemmed from its lightweight nature, being nearly
half the size of models like bert-base-uncased, its
availability off-the-shelf, and the fact that it has
shown promising outcomes in prior research (see
e. g. Rahman et al., 2023). Although we did ex-
plore other models, our experiments consistently
demonstrated similar results (see below).

The trained models can be used to calculate
scores for both classes (desire and no desire); we
focus on the positive class here. A cut-off value for
this score determines the trade-off between preci-
sion and recall; Figures 1 and 2 show the resulting
precision-recall curves. As a composite measure
we use the area under these curves (PR-AUC).

4. Results

Unsurprisingly, the LLM trained on query matches
accurately distinguishes query matches from other
tweets, despite using 70% of the matches as posi-
tive training examples. Evaluation on the remaining
30% (mixed with random tweets) yields a PR-AUC
of 0.9978. However, we are interested in its per-
formance to detect desire in general, not limited to
instances that are also found by the queries (whose
estimated recall is only 43%).

Figure 1: PR curve of LLM trained on query
matches and evaluated on combined.

The PR curve of this LLM on combined (Fig-
ure 1) shows that decent trade-offs between preci-
sion and recall are possible. It is no coincidence
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data set prev. approach FN FP TN TP precision recall F1

pre 0.08
queries

31 3 721 30 0.91 0.49 0.64
post 0.05 25 6 923 19 0.76 0.43 0.55
matches 0.96 94 2312 0.96

combined 0.06 LLM (matches) 28 33 1620 77 0.70 0.73 0.72
0.06 queries 56 9 1644 49 0.84 0.47 0.60

test-split
0.06 LLM (matches) 9 6 489 23 0.79 0.72 0.75
0.06 LLM (combined) 19 26 469 13 0.33 0.41 0.37
0.06 queries 17 2 493 15 0.88 0.47 0.61

Table 2: Top: Evaluation of corpus queries for desire on different data sets. Recall can most reliably be
estimated from post, while precision can most reliably be estimated on actual query matches (indicated
in italics). Middle and bottom: comparison of different approaches on the complete data set combined
(middle) and on the test split of combined (bottom). The query approach yields the highest precision,
and the LLM trained on query matches yields the highest recall (indicated in bold).

that the performance of the queries themselves lies
on this curve: The LLM can near-perfectly retrieve
query results and at this point, its predictions are al-
most identical to the query matches. Moving down
the PR curve, we buy recall by spending precision.
We also indicate the optimal cut-off point maximis-
ing F1, i.e. the harmonic mean between precision
and recall. We determine this value ex post for rea-
sons of simplicity, but it could also be determined
on a separate development set.

Figure 2: PR curves on test-split of combined.

Figure 2 evaluates both trained LLMs on the test
split of combined. The LLM trained only on 73 pos-
itive and 1158 negative examples performs poorly
in comparison to the LLM trained on query matches.
Table 2 lists detailed results for all approaches on
combined and its test split (for LLMs, the num-
bers shown are taken at the point of optimal F1). In
terms of precision, the queries yield the best results
(as by design). However, the LLM trained on query
matches can yield better recall, as is exemplified
by the point of optimal F1 on the PR-curve.

5. Discussion

Examining tweets that are true positives (TP) of
the LLM at the point of optimal F1 but not found
by the corpus queries shows that the higher recall
of the LLM approach can be attributed to several
interpretable factors:

Most new TPs contain typos (Britian) or short
insertions (Denmark for one will be queuing up to
leave). While the queries could likely be adjusted
to find such cases, this would either introduce un-
necessary complexity or compromise precision.

Other new TPs are due to errors in the linguistic
pre-processing used by queries, e.g. several nomi-
nalised adjectives that were incorrectly treated as
adjectives by the PoS tagger and thus not found
by queries (The British want EU migrants to stay).
Similarly, the queries impose semantic restrictions
via wordlists. The LLM, on the other hand, also
finds instances of desire with unusual entities such
as noted Europhile paper backs Brexit.

Finally, the LLM found some tweets with syn-
tactic patterns for which no queries had been writ-
ten – either because the expression contained non-
standard syntax (If we Brexit., ending the Barnet
agreement, I’m for!), or because the constructions
were too rare to reasonably justify developing a
manual query (Very much looking forward to see-
ing nigel farage in action tonight).

Most false positives (FP) of the LLM, which were
not matched by the queries, are syntactically similar
to one of the queries without expressing the cor-
rect semantics (#Brexit gloom is for losers). Fewer
tweets allude to desire more implicitly than allowed
by the guidelines (“Being pro brexit is wacist!” said
the hipster white brits to the black brits – this tweet
is not accepted because it is a general statement
rather than a specific entity desiring something).
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6. Conclusion

In conclusion, manually engineered corpus queries
can retrieve argumentative fragments with very
high precision but limited scalability. Tweets con-
taining typos or unusual constructions are often
missed. Using an LLM fine-tuned on query results,
on the other hand, allows us to choose the trade-
off between precision and recall freely along the
PR curve. Compared to the query matches, the
LLM can retrieve considerably more relevant tweets.
Based on the new TPs found in the gold standard,
the additional hits can also be expected to reflect
some of the typical CMC features that are often
filtered out by the queries.

Note that considerable improvements of the LLM
predictions are quite possible. Firstly, training on
all query results could be explored, but would no
longer allow us to assess the LLM’s ability to predict
query results. Secondly, using a data set with the
estimated prevalence of desire for training could
be beneficial. Lastly, experimenting with different
base models and hyperparameter settings (such as
learning rate, weight decay, etc.) is another avenue.
However, our primary objective here was to estab-
lish a proof of concept rather than engineering an
optimal system.
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