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Abstract
This paper describes an experiment to evaluate the ability of the GPT-3 language model to classify terms regarding
their lexical complexity. This was achieved through the creation and evaluation of different versions of the model:
text-Davinci-002 y text-Davinci-003 and prompts for few-shot learning to determine the complexity of the words. The
results obtained on the CompLex dataset achieve a minimum average error of 0.0856. Although this is not better
than the state of the art (which is 0.0609), it is a performing and promising approach to lexical complexity prediction
without the need for model fine-tuning.
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1. Introduction

Reading involves a complex process that goes be-
yond coming across words or sections that are
difficult for the reader to understand. Therefore, it
is essential to properly understand the content of
the texts to build coherent mental representations
and fully understand their meaning (van den Broek,
2010).

Advancements in information technologies en-
able individuals to access a wealth of information
across diverse domains, including education, infor-
mation, social, health, government, and even scien-
tific literature. Nonetheless, a considerable portion
of the population faces obstacles in accessing this
information due to significant reading challenges.
These hurdles include lengthy sentences, techni-
cal jargon, and hard linguistic constructions that
impede their comprehension of the text. Among
those particularly impacted are individuals with intel-
lectual disabilities and those with limited education.
Surprisingly, even university students, with their
advanced education and specialized knowledge in
various subjects, can be part of groups struggling
with reading disabilities (Alarcón García, 2022).

Lexical simplification (LS) is an automated pro-
cess that substitutes words considered challenging
for a particular target audience with easier alter-
natives while maintaining the original sentence’s
meaning intact. LS has an important role in Text
Simplification (TS) and aims to enhance text ac-
cessibility for diverse groups of individuals (North
et al., 2023a). Deep learning and, more recently,
large language models (LLM) and prompt learning,
have transformed our approach to various natural
language processing (NLP) tasks including lexical

simplification (LS) (North et al., 2023b).
The main objective of this article is to demon-

strate how the Transformers GPT-3 based lan-
guage model can classify text in terms of lexical
complexity. This was achieved through the creation
and evaluation of different versions of the model
and prompts for few-shot learning to determine the
complexity of the words.

This paper is organized as follows: in Section 2,
a brief overview of the state-of-art is provided in
complex word identification is provided. Section 3
explains GPT-3 for solving NLP tasks. Section 4
presents the experimental settings. Section 5 our
solution and the results obtained with different varia-
tions on prompting are detailed. Section 6 presents
a discussion about the results obtained compared
to those proposed in SemEVal 2021, allowing us
to present an analysis of our findings and highlight
its importance and the contributions of the model
in the field of predicting lexical complexity. Finally,
in Section 7, conclusions and some insights on
planned work are provided.

2. Previous work

Previous innovative forms of lexical simplification
involved complicated systems with multiple com-
ponents, each requiring extensive technical mas-
tery and fine-tuned interaction to achieve maximum
performance (Aumiller and Gertz, 2023). Recent
advances in deep learning, particularly with the
advent of large language models (LLMs) can be
fine-tuned quickly. The high performance of these
models sparked renewed interest in LS (North et al.,
2023b). More advanced deep learning models,
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such as BERT (Devlin et al., 2018), RoBERTa (Liu
et al., 2019), GPT-3 (Brown et al., 2020) and others,
are capable of automatically generating, selecting,
and classifying candidate substitutions with perfor-
mance superior to traditional approaches (North
et al., 2023b).

With a capacity of 175 billion parameters, GPT-3
stands out for its deep knowledge of the language,
its processing power, and its ability to learn from
large volumes of online text data. GPT-3 achieves
strong performance on many NLP datasets, in-
cluding translation, question-answering, and cloze
tasks (Brown et al., 2020). Due to these quali-
ties, GPT-3 can perform a wide variety of natu-
ral language-related tasks with never-before-seen
ease, including text generation and classification
(Kublik and Saboo, 2022). The immense magni-
tude of the model allows it to produce results of
high quality, precision, and diversity in the gener-
ated content. This development has raised a great
deal of interest and concern in various fields, in-
cluding Natural Language Processing (NLP), the
machine learning industry, the media, the AI ethics
communities, and society at large (Chan, 2023).

Despite being a generative model, GPT-3 can
take different approaches to classify text, including
zero-shot classification (where no examples are
provided to the model), as well as one or few-shot
classification (where some examples are presented
to the model). In zero-shot learning, no prior train-
ing or adjustment to the labeled data is required.
Currently, GPT-3 produces results for invisible data,
but to perform zero-shot classification with GPT-
3, we must provide you with a compatible prompt
(Kublik and Saboo, 2022). In the few-shot learning,
some examples of the task to be solved are pro-
vided. GPT-3’s exceptional ability to learn in just a
few tries, which is unprecedented in Natural Lan-
guage Processing (NLP) models, is a prominent
and notable feature (Chan, 2023).

SimpleText@CLEF-2022 Task1 investigates the
barriers that ordinary citizens face when accessing
scientific literature head-on, by making available
corpora and tasks to address different aspects of
the problem (Ermakova et al., 2022). Mostert et al.
(2022) ran a GPT-2-based text simplification model
in a zero-shot way, resulting in conservative rewrit-
ing of abstracts, able to significantly reduce the text
complexity. The findings indicate that taking text
complexity into account is crucial for enhancing
the accessibility of scientific information for non-
experts.

Aumiller and Gertz (2023) in TSAR-2022 Shared
Task on Multilingual Lexical Simplification pre-
sented two systems (Saggion et al., 2023). The
initial system involved a zero-shot prompted GPT-3,

1https://simpletext-project.com/2022/
clef/en/task2

where a prompt was used to request simplified syn-
onyms based on a specific context, and the result-
ing simplifications were ranked. The second sys-
tem was an ensemble comprising six distinct GPT-3
prompts/configurations, using average rank aggre-
gation. Remarkably, the second system achieved
the highest score for English across all metrics.

Traditional approaches are outperformed by the
most advanced state-of-the-art deep learning mod-
els, such as BERT (Devlin et al., 2018), RoBERTa
(Liu et al., 2019), GPT-3 (Brown et al., 2020) and
others. GPT-3 known as Generative Pre-trained
Transformer 3, is a next-generation language model
based on large-scale transformers, created by Ope-
nAI2.

(Ortiz-Zambrano et al., 2023) participated in the
CLEF 2023 Simple@Text3 track’s Task 2.1 and 2.2.
In their approach, they explore zero-shot and few-
shot learning strategies over the auto-regressive
GPT-3 model. Several prompts to achieve those
strategies were tested. The results were ranked
among the top submitted runs and demonstrated a
solid performance for the task of lexical complexity
prediction.

(Wei et al., 2022) investigated how generating
a thought sequence, composed of a series of in-
termediate reasoning steps, significantly improves
the ability of large language models to perform
complex reasoning. Specifically, we demonstrated
how these reasoning abilities develop naturally in
sufficiently broad language models through a sim-
ple approach called “chain-of-thought prompting”
where some chain-of-thought demonstrations are
provided as examples of provocation. Experiments
with three large language models reveal that chain-
of-thought elicitations improve performance on a
variety of reasoning tasks, including arithmetic prob-
lems, common sense questions, and symbol ma-
nipulation.

According to (Zhang et al., 2022), the superior
performance of the Manual-CoT approach is based
on manually building proofs. For this reason, they
proposed Auto-CoT as an alternative to eliminate
this manual task and automatically generate de-
mos. The Auto-CoT method presents a wide vari-
ety of questions and creates chains of reasoning
to construct corresponding proofs. Results from
experiments on ten publicly available reasoning
datasets show that using GPT-3, Auto-CoT consis-
tently matches or exceeds the performance of the
conventional CoT approach, which requires manual
proof construction.

2https://openai.com/
3SimpleText@CLEF-2023. Available in https://

simpletext-project.com/2023/clef/

https://simpletext-project.com/2022/clef/en/task2
https://simpletext-project.com/2022/clef/en/task2
https://openai.com/
https://simpletext-project.com/2023/clef/
https://simpletext-project.com/2023/clef/
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3. Experimental Settings

3.1. Dataset
We used the CompLex corpus proposed by (Shard-
low et al., 2020). CompLex4 is the first English
multiple domain dataset, where words are scored
in a context concerning their complexity using a
five-point Likert scale to label complex words in
texts of three sources/domains: the Bible, Europarl
and Biomedical texts. The corpus is split into single-
word and multiple-word annotations. The corpus
contains a total of 9,476 sentences, each annotated
by approximately 7 annotators, see Table 1.

All Single Multiple
words words

Europarl 3,496 2,896 600
Biomed 2,960 2,480 480
Bible 3,020 2,600 420
All 9,476 7,974 1,500

Table 1: Volumetric information for the single and
multiple words in each subcollection of the Com-
pLex dataset.

Each entry contains the name of the source cor-
pus, the sentence representing the context of the
word, the targeted word to classify, and a score
(in training data) that is an average of the scores
given by different annotators, taking into account
that each class has a predefined weight between
0 (very easy) and 1 (very difficult) in a linear distri-
bution over possible classes, see Table 2. Sample
entries are shown in Table 3. This resource was
used as a benchmark collection for SemEval 2021
Task 1: Prediction of Lexical Complexity of the 15th
International Workshop on Semantic Evaluation5

(Shardlow et al., 2021).

4. Methodology

We based our work on the one presented by
Mostert et al. (2022), applying GPT-3 in this
text classification task, specifically, a task of
identification of complex words in texts and the
respective categorization of them. The exper-
iments were carried out applying a few-shot
classification where the purpose was to carry out
an analysis of the content of the texts coming from
diverse sources such as the Bible, Biomedical,
and Europarl to determine that GPT-3 was able
to predict the complexity degree of the word.

4CompLex: Is available at https://github.com/
MMU-TDMLab/CompLex

5Semeval 2021 - LCP SHARED TASK
2021 - https://sites.google.com/view/
lcpsharedtask2021

Various experiments were carried out applying
different contents in the prompt, this is because
GPT-3 has no concrete way of verifying the
truth, logic, or meaning of any of the millions of
lines of text it generates daily. The setting for
the model parameters for GPT-3 is given in Table 4.

The steps that were carried out during the devel-
opment of the experimentation are the following:

• The respective model configuration was speci-
fied.

• Different prompts were built and executed
with the data set in its training and evaluation
phases, to ask the model to return a “soft” re-
sponse in the Likert scale.

• The probabilities were obtained to know what
is the priority with which the model determines
its result.

• The respective evaluation metrics were calcu-
lated: MAE, MSE, and RMSE, to determine
the accuracy of the results.

• The respective comparison of the results gen-
erated by the model versus the data set was
performed.

4.1. Few shot prompting for Lexical
Simplification

We applied the few shot prompting strategy by
providing the model with a few samples of what
we wanted it to do. In Table 5 the prompt pro-
vided to the model is shown. The prompt contains
several examples that are complemented with the
word to be evaluated from the text, and it also indi-
cates which resource the text corresponds to. After
prompt specification, the values are replaced by
the CompLex corpus dataset with the sentence and
word to be evaluated.

4.2. Construction of the different prompt
To facilitate comparison, analysis, and interpreta-
tion of the results of the model runs against the test
data set assign a name for each execution as is
in the Prompt Variants column, as can be seen in
See Table 8. The differentiation in the construction
of the various prompts intended for the GPT-3
model was based on their size, determined by the
number of examples integrated for construction
and training during their learning phase. This
distinction was indicated by the first letter of the
respective name: S to indicate small applications
(Small) with an average of 2 to 4 examples, M for
medium-sized ones (Medium) with an average of 5
to 6 examples, and L for those of large magnitude

https://github.com/MMU-TDMLab/CompLex
https://github.com/MMU-TDMLab/CompLex
https://sites.google.com/view/lcpsharedtask2021
https://sites.google.com/view/lcpsharedtask2021
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Scale Description Complexity
Very Easy Words which were very familiar to an annotator. 0
Easy Words with which an annotator was aware of the meaning. 0.01 - 0.25
Neutral A word which was neither difficult nor easy. 0.26 - 0.50
Difficult Words in which an annotator was unclear of the meaning, but may have

been able to infer the meaning from the sentence.
0.51 - 0.75

Very Difficult Words that an annotator had never seen before, or were very unclear. 0.76 - 1.00

Table 2: Categories on the Likert scale proposed by (Shardlow et al., 2020)
.

Corpus Sentence Token LCP score
Bible He sees the place of stones. stones 0.3421
Bible But I will stay at Ephesus until Pentecost, Pentecost 0.6250
Bible These are the families of the Levites. families 0.2205
Bible The seeds rot under their clods. clods 0.6250
Biomed p150CAF-1 knockdown in ES cells was quantified. ES 0.6944
Biomed The 2P unique region (Region I) contains an hg hg 0.7500
Biomed on behalf of the PPE Group. Group 0.1527
Europarl We have taken note of your comment, Mr Helmer. comment 0.0499
Europarl Country Strategy Papers - Malaysia, Brazil Strategy 0.2894
Europarl Documents received: see Minutes Documents 0.2000
Europarl Situation in Darfur (vote) Situation 0.2115

Table 3: Examples form the CompLex dataset where the complex word is highlighted in bold.

Parameter Values
model text-davinci-003
prompt orden
temperature 0
maximum tokens 5
top_p 1
presence_penalty 0
logprobs 5

Table 4: GPT-3 Model Configuration

(Large) with an average of examples between 9
and 12 examples included. This process aimed to
generate multiple prompts that enable the model
to offer more precise results during its evaluation.
This process aimed to generate multiple prompts
that enable the model to offer more precise results
during its evaluation.

Next, SO comes from Source, that is, whether
or not the source from which the text to be evalu-
ated came was included in the prompt specification.
We also include the nor operator (the result of the
negation of the OR operator) and neither to indicate
the denial of the alternatives presented, translating
to “NOR” and “neither” which would mean “none”
or “none”, and we have used them to express that
the application does not consider any of the two
previous options mentioned. See Table 9 in the
Prompt Variants column.

4.3. Methods used to calculate the
complexity level of words

To calculate the level of complexity of complex
words generated by GPT-3 as a value within the
range [0, 1], we explored three ways based on the
categories of the complex words, as detailed below.
In this way, the linguistic responses of the model are
transformed into numerical values. In Table 2 the
range of values that correspond to the complexity
of each category was presented.

1. Method #1 - Middle of the range
Half between the lower limit and the upper limit
of each range of complexity values. Scores are
fixed on a per category basis. For example:
Neutral = (0.26 + 0.50) / 2
Neutral = 0.375

The calculated values for each category are:
Very Easy = 0
Easy = 0.125
Neutral = 0.375
Difficult = 0.625
Very Difficult = 0,875

Table 6 presents in the column Method #1
the results of an execution carried out with a
total of 30 records where it can be seen that
there is a large number of coincidences with
the categories that correspond to the complex
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I’m reading fragments from some sources such as the Bible, Biomed, and Europarl,
and some words are not easy to understand. I’m classifying these words into “very
easy”, “easy”, “neutral”, “difficult” and “very difficult”. The sentence is "neu-
tral” when it is neither “very easy”, nor “easy”, nor “difficult”, nor “very dif-
ficult”. Several examples are: “ However, no defects in axon pathfinding along
the monosynaptic reflex arc or in muscle spindle differentiation have been noted in
PV KO mice, which develop normally and show no apparent changes in their behavior
or physical activity (Schwaller et al. 1999). ”. I find that word “spindle” is
neutral
###
The following fragment comes from the “bible” and after reading the fragment “ I
will sprinkle clean water on you, and you shall be clean: from all your filthiness,
and from all your idols, will I cleanse you. ”. I find that the word “filthiness”
is easy
###
The following fragment comes from the “biomed” and after reading the fragment “
Moreover, acute dosing does not recapitulate the marked learning deficits produced
in rodents [15,16] by chronic exposure to dopamine D2R antagonists [6,7] ”. I find
that the word “antagonists” is difficult
###
The following fragment comes from the “biomed” and after reading the fragment “
Thrombus formation on fissured atherosclerotic plaques is the precipitating event
in the transition from a stable or subclinical atheroscleroticdisease and leads to
acute myocardial infarction, ischemic stroke or peripheral arterial occlusion. ”.
I find that word “Thrombus” is very difficult
###
The following fragment comes from the “bible” and after reading the fragment “ Mount
Sinai, all it, smoked, because Yahweh descended on it in fire; and its smoke as-
cended like the smoke of a furnace, and the whole mountain quaked greatly. ”. I
find that the word “fire” is very easy
###
The following fragment comes from the @recurso and after reading the fragment @ora-
cion I find that word @aEvaluar is

Table 5: Prompt example

word of the CompLex corpus. The highlighted
values correspond to matches. After the ex-
ecution with the test data, it was obtained a
MAE=0.1293, MSE=0.0258, RMSE=0.1608.

2. Method #2 - Average by category
The average of complexity values of a cate-
gory is used as the complexity degree for that
category. Therefore, the scores are fixed on a
per category basis. Again, scores are fixed on
a per category basis. The table 6 presents in
the Method #2 column the results of the execu-
tion carried out with the test records, a total of
30, where you can see the value calculated for
the level of complexity of the categories gen-
erated by the model for the complex words of
the texts. After the execution with the test data,
it was obtained a MAE=0.086, MSE=0.016,
RMSE=0.125.
The corresponding calculated values for each
category would be the following:

Very Easy = 0
Easy = 0.189
Neutral = 0.351

Difficult = 0.588
Very Difficult = 0.811

3. Method #3 - The Confidence of GPT-3
The Confidence Level of the model corre-
sponds to the high percentage of precision and
coherence with which the model has made use
of its attention mechanism and the context to
select the category to which the complex word
in the text corresponds.
We consider for the assignment of the cate-
gory generated by the model the one whose
confidence level is the highest. For example:
If the confidence level is 90% for the Easy cat-
egory, the complexity closest to the left limit of
the category range is taken. If the confidence
level is 80% for the Difficult category, the com-
plexity level that is furthest to the right of the
category range is assigned. In the case of Very
Difficult, the same procedure as the previous
ones is considered. The table 6 presents in
the Method #3 column the results of the execu-
tion carried out with the test records, a total of
30, where it can be seen, the value calculated



73

for the level of complexity of the categories
generated by the model for the words com-
plexities of the texts according to the level of
confidence of the model. After the execution
with the test data, a MAE=0.191, MSE=0.047,
RMSE=0.216 was obtained.

It is important to note that in the table 6, in the
“Category” column of the GPT-3 section, the com-
plexity category generated by the GPT-3 model
was selected based on the highest level. high con-
fidence in percentage terms of the probabilities
associated with the predictions generated by the
model that corresponds to the category of the com-
plex word. This is observed in the execution of the
model on the corpus, using a test data set com-
posed of 30 records, as detailed in the table 7.

5. Results

Our goal is to advance research on the use of
the GPT-3 model to predict word complexity in the
English language by adopting a few-shot exam-
ples learning approach. We have carried out multi-
ple iterations with the objective that GPT-3 gener-
ates more precise and coherent answers with qual-
ity and relevance, we have formulated 19 several
prompts pretending to optimize the performance
of the model. Through this approach, we aspire
to achieve greater precision in our predictions, ap-
proaching the results obtained by the winners of
the lexical complexity prediction task proposed in
the framework of SemEval 20216.

We experimented with different prompts issued
to OpenAI’s largest available model: text-davinici-
002 and davinici-003 as evidenced by Table 9. Our
first approach uses a singular prompt template in
a few-shot setting to obtain the category of word
complexity: easy - very easy - neutral - difficult -
very difficult; we further improve upon these results
by combining predictions from different prompt tem-
plates as can be seen in the Table 8, the application
of different runs performed with the evaluation data
set. The results derived from our approach toward
single word prediction yielded the following values:
MAE = 0.0875, MSE = 0.0131, and R2 = 0.1930.

A test was carried out by taking a sample of 30
records to train the model applying the few-shot
learning technique. The data in the column GPT-
3 Confidence Level represents the level of lexical
complexity generated by the GPT-3 model for each
token in the corpus. In the table 9, we can see
that the “Score Type” column in the last three rows
shows runs where this strategy was applied to as-
sign complexity levels to complex words in the cor-
pus. This is complemented by the results presented

6https://sites.google.com/view/
lcpsharedtask2021

in the table 10 in the “GPT-3 Complexity” column,
which refers to the complexity generated by the
model. It is from these values that the strategy for
calculating lexical complexity was derived, called
GPT-3 Confidence Level. Additionally, the table ??
shows matches where the model’s complexity pre-
diction for a token matches the complexity assigned
to the token in the CompLex corpus.

6. Discussion

In this article, we present a system proposal to
resolve the task of lexical complexity prediction.
Table 11 shows the results achieved by the first
five classified in the evaluation carried out by the
organizing entity (Shardlow et al., 2021). It is im-
portant to note that the competition involved a large
number of participants, specifically 54 teams. In
contrast to the performance of the first-place winner,
who achieved an MAE of 0.0609, we see relatively
little difference in our results in terms of the linguis-
tic categories considered. This fact gives a dose
of confidence to our approach, which, despite its
simplicity, proved to be competitive compared to
the proposals of several teams that opted for more
complex approaches. Among these more complex
approaches, the use of deep neural networks such
as the BERT and ROBERTa models stands out,
evidenced in teams such as JUST BLUE, RG PA,
Andi, CS-UM6P, OCHADAI-KYOTO, to mention just
a few examples. It is worth mentioning that only one
team used a GPT model (GPT-2) in their approach.

The results generated with GPT-3 would have
reached an MAE = 0.0882 as presented in Table
9. It should be noted that when running the GPT-3
model, the approach few-shot learning used 4 to 6
examples in various experiments so that the model
can learn and then generate its response.

The best result is achieved by using the combi-
nation M-SO-05, which corresponds to 5 exam-
ples sent to the model. This practice is highly
beneficial to the model, as it allows it to gener-
ate more accurate predictions. To evaluate per-
formance, the Means type score was used for the
davinci-003 model which yielded the following re-
sults: MAE=0.0882, MSE=0.0136, RMSE=0.1165,
and Pearson=0.5776. These indicators highlight
the effectiveness of the strategy used and the
model’s ability to provide high-quality results. The
results achieved are very encouraging since they
show that the model can understand the requests
made by humans in a considerable way and without
much effort as when applying other models.

7. Conclusions and future Works

Using GPT-3 to classify complex words involves
finding a balance between your capacity and ability

https://sites.google.com/view/lcpsharedtask2021
https://sites.google.com/view/lcpsharedtask2021
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Comparing the results applying GPT-3 with Few-Shot learning in corpus CompLex
# Corpus CompLex GPT-3

Complex word Category Range of Values Category Complexity Level
Method #1 Method #2 Method #3

10 voice neutral 0.01 - 0.25 easy 0.125 0.189 87.07% - 0.032
11 darkness easy 0.01 - 0.25 easy 0.125 0.189 76.91% - 0.058
12 behold easy 0.26 - 0.50 neutral 0.375 0.351 29.40% - 0.381
13 camp easy 0.01 - 0.25 easy 0.125 0.189 81.11% - 0.045
14 bonds easy 0.01 - 0.25 easy 0.125 0.189 54.29% - 0.115
15 statutes neutral 0.01 - 0.25 easy 0.125 0.189 51.43% - 0.127
16 snares easy 0.01 - 0.25 easy 0.125 0.189 54.95% - 0.112
17 exhortation difficult 0.51 - 0.75 difficult 0.189 0.588 61.30% - 0.665
18 River easy 0.01 - 0.25 easy 0.125 0.189 86.88% - 0.033
19 generation easy 0.01 - 0.25 easy 0.125 0.189 85.27% - 0.037
20 dainties difficult 0.51 - 0.75 difficult 0.189 0.588 58.36% - 0.657

Table 6: Methods applied to calculate the level of lexical complexity.

Probabilities associated with the complexity category predictions generated by the GPT-3 model
The results applying the davinci-002 model and few shots learning approach

# Token GPT-3 CompLex GPT-3 confidence level
complexity complexity Option #1 Option #2 Option #3

20 dainties difficult difficult difficult 59.39% neutral: 25.25% easy: 10.23%
21 subjection difficult neutral difficult: 92.44% neutral: 5.0% easy: 1.16%
22 perverseness difficult neutral difficult: 92.35% neutral: 5.26% very: 1.3%
23 grasshoppers easy easy easy: 72.01% neutral: 13.88% very: 9.34%
24 signet difficult neutral difficult: 74.86% neutral: 20.39% very: 2.74%
25 snare easy neutral easy: 65.44% neutral: 18.25% difficult: 13.4%
26 Asher easy neutral easy: 76.68% very: 9.64% difficult: 7.44%
27 demons difficult easy difficult: 59.93% easy: 30.62% neutral: 7.4%
28 prophet easy easy easy: 88.42% neutral: 5.55% difficult: 3.21%
29 lion easy neutral easy: 90.23% very: 4.46% neutral: 4.32%
30 Lion easy easy easy: 84.1% very: 12.29% difficult: 2.07%

Table 7: Probabilities associated with the predictions generated by the GPT-3 model that correspond to
the category of the complex word.

Standard applied for the construction of the
Prompt Variants

Size Source Connector # Emphasis
Logical exp

L-M-S SO NOR 05 Em
M SO 05
M SO NOR 05 Em
M SO 06
S NOR 04
S NOR 04 Em
S SO NOR 05
L SO NOR 09

Table 8: Standard applied for the construction of
the prompt variants.

to obtain more accurate results. The result opens
new perspectives in the investigation of lexical com-
plexity. Several experiments were carried out run-
ning various prompts, a few-shot with various mod-
els of the GPT-3 Family. We have applied three
strategies to calculate the level of complexity of the

complex words applied in the SemEval 2021 data
set. Furthermore, we found some responses where
learning from a few GPT-3 examples still presents
difficulties, the responses generated by the model
did not match the data sets in the work proposed
by (Brown et al., 2020).

The best result was generated by the text-
Davinci-003 model with an MAE of 0.0882. The
model has been able to interpret and generate its re-
sponses based on a few examples and complex in-
structions, demonstrating that the text-Davinci-003
version provides better results than text-Davinci-
002.

Nowadays, GPT-3 has been intensively used and
tested on many different tasks using zero-shot and
few-shot learning (Huang et al., 2023). Some of
them found that this model is not that good. As
new models are appearing, we plan to explore how
these new models Claude 2 (Wu et al., 2023), GPT-
4, or LLaMA 2 (Fan et al., 2023) perform on lexical
complexity prediction.

Besides, an interesting research topic is to study
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Final results generated with GPT-3
The results applying the davinci-002 and davinci-003 models and few shots learning approach

# Prompt Score Model Metrics
Variants Type Version MAE MSE RMSE Pearson

1 M-SO-05 Means davinci-003 0.0882 0.0136 0.1165 0.5776
2 M-SONOR-05-Em Means davinci-003 0.0956 0.0153 0.1238 0.5103
3 M-SONOR-05-Em Means davinci-002 0.1011 0.0170 0.1305 0.4661
4 S-SONOR-05 Means davinci-003 0.1057 0.0190 0.1378 0.5016
5 M-SO-06 Means davinci-003 0.1074 0.0199 0.1412 0.4924
6 S-SONOR-05 Means davinci-002 0.1098 0.0208 0.1442 0.5086
7 S-NOR-04 Means davinci-002 0,1143 0.0229 0.1512 0.4919
8 S-NOR-04 Means davinci-003 0.1725 0.0440 0.2099 0.3826
9 S-NOR-04-Em Means davinci-002 0.1793 0.0512 0.2262 0.3524
10 S-NOR-04-Em Means davinci-003 0.1875 0.0503 0.2242 0.4477
11 M-SO-05 Half of the range davinci-003 0.1212 0.0219 0.1480 0.5730
12 M-SONOR-05-Em Half of the range davinci-003 0.1292 0.0239 0.1546 0.5099
13 S-SONOR-05 Half of the range davinci-003 0.1475 0.0310 0.1761 0.5136
14 M-SO-06 Half of the range davinci-003 0.1555 0.0345 0.1859 0.4944
15 S-NOR-04-Em Half of the range davinci-003 0.2164 0.0603 0.2456 0.4650
16 S-NOR-04 Half of the range davinci-003 0.2106 0.0580 0.2409 0.3806
17 S-SONOR-05 GPT-3 Confidence level davinci-003 0.2333 0.0655 0.2559 0.5600
18 M-SO-06 GPT-3 Confidence level davinci-003 0.2658 0.0816 0.2857 0.5247
19 L-SONOR-09 GPT-3 Confidence level davinci-003 0.2431 0.0708 0.2662 0.5241

Table 9: The results applying the davinci-002 and davinci-003 models and few shots learning approach.

Probabilities associated with the level of complexity predictions generated by the GPT-3 model
The results applying the davinci-002 model and few shots learning approach

# Token GPT3 GPT3 GPT3 CompLex CompLex Match
category range complexity complexity range

20 dainties difficult 0.51 - 0.75 0.5880 0.5625 difficult Yes
21 subjection difficult 0.51 - 0.75 0.5880 0.4375 neutral No
22 perverseness difficult 0.51 - 0.75 0.5880 0.4166 neutral No
23 grasshoppers easy 0.01 - 0.25 0.1896 0.25 easy Yes
24 signet difficult 0.51 - 0.75 0.5880 0.4687 neutral No
25 snare easy 0.01 - 0.25 0.1896 0.3194 neutral No
26 Asher easy 0.01 - 0.25 0.1896 0.4285 neutral No
27 demons difficult 0.51 - 0.75 0.5880 0.125 easy No
28 prophet easy 0.01 - 0.25 0.1896 0.2222 easy Yes
29 lion easy 0.01 - 0.25 0.1896 0.2812 neutral No
30 Lion easy 0.01 - 0.25 0.1896 0.1710 easy yes

Table 10: The results of the probabilities associated with the level of complexity predictions generated by
the GPT-3 model applying the davinci-002 and few shots learning approach.

# Team Name MAE MSE R2

1 JUST_Blue 0.0609 0.0062 0.6172
2 DeepBlueAI 0.0610 0.0061 0.6210
3 OCHADAI-KYOTO 0.0617 0.0065 0.6015
4 ia pucp 0.0618 0.0066 0.5929
5 Alejandro M. 0.0619 0.0064 0.6062

FSL with GPT-3 0.0882 0.0136 0.1613

Table 11: Results achieved by the first five classi-
fied in the SemEval 2021 International workshop.

how large language models learn about “metalin-
guistic” knowledge, such as lexical complexity. Is it
inferred from the enormous collection of texts due

to explicit references to complexity? Is it, instead, a
knowledge that “emerges” from the comprehension
of language itself? These are captivating questions
that, in the era of large language models, could be
considered central for current research in lexical
complexity prediction.
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