
LREC-COLING 2024

DLnLD: Deep Learning and Linked Data
@LREC-COLING-2024

Workshop Proceedings

Editors
Gilles Sérasset, Hugo Gonçalo Oliveira and Giedre

Valunaite Oleskeviciene

21 May, 2024
Torino, Italia



Proceedings of the Workshop on DLnLD: Deep Learning and Linked Data
@LREC-COLING-2024

Copyright ELRA Language Resources Association (ELRA), 2024
These proceedings are licensed under a Creative Commons
Attribution-NonCommercial 4.0 International License (CC BY-NC 4.0)

ISBN 978-2-493814-16-6
ISSN 2951-2093 (COLING); 2522-2686 (LREC)

Jointly organized by the ELRA Language Resources Association
and the International Committee on Computational Linguistics

ii



Preface by the Program Chairs

Since the appearance of transformers (Vaswani et al., 2017), Deep Learning (DL) and neural
approaches have brought a huge contribution to Natural Language Processing (NLP) either with
highly specialized models for specific application or via Large Language Models (LLMs) (Devlin
et al., 2019; Brown et al., 2020; Touvron et al., 2023) that are efficient few-shot learners for many
NLP tasks. Such models usually build on huge web-scale data (raw multilingual corpora and
annotated specialized, task related, corpora) that are now widely available on the Web. This
approach has clearly shown many successes, but still suffers from several weaknesses, such
as the cost/impact of training on raw data, biases, hallucinations, lack of explainability, among
others (Nah et al., 2023).

The Linguistic Linked Open Data (LLOD) (Chiarcos et al., 2013) community aims at
creating/distributing explicitly structured data (modelled as RDF graphs) and interlinking such
data across languages. This collection of datasets, gathered inside the LLOD Cloud (Chiarcos
et al., 2020), contains a huge amount of multilingual ontological (e.g. DBpedia (Lehmann et
al., 2015)); lexical (e.g., DBnary (Sérasset, 2015), Wordnet (McCrae et al., 2014), Wikidata
(Vrandečić and Krötzsch, 2014)); or linguistic (e.g., Universal Dependencies Treebank (Nivre et
al., 2020; Chiarcos et al., 2021), DBpedia Abstract Corpus (Brümmer et al., 2016)) information,
structured using common metadata (e.g., OntoLex (McCrae et al., 2017), NIF (Hellmann et
al., 2013), etc.) and standardised data categories (e.g., lexinfo (Cimiano et al., 2011), OliA
(Chiarcos and Sukhareva, 2015)).

Both communities bring striking contributions that seem to be highly complementary. However,
if knowledge (ontological) graphs are now routinely used in DL, there is still very few research
studying the value of Linguistic/Lexical knowledge in the context of DL. We think that, today,
there is a real opportunity to bring both communities together to take the best of both worlds.
Indeed, with more and more work on Graph Neural Networks (Wu et al., 2023) and Embeddings
on RDF graphs (Ristoski et al., 2019), there is more and more opportunity to apply DL techniques
to build, interlink or enhance Linguistic Linked Open Datasets, to borrow data from the LLOD
Cloud for enhancing Neural Models on NLP tasks, or to take the best of both worlds for specific
NLP use cases.

This led us to propose this workshop aims at gathering researchers that work on the interaction
between DL and LLOD in order to discuss what each approach has to bring to the other. All
application domains (Digital Humanities, FinTech, Education, Linguistics, Cybersecurity. . . ) as
well as approaches (NLG, NLU, Data Extraction. . . ) were welcome, provided that the work is
based on the use of BOTH Deep Learning techniques and Linguistic Linked (meta)Data.

The DLnLD workshop builds on four editions of previous workshops, namely:

• Workshop on Deep Learning and Neural Approaches for Linguistic Data, collocated with
the 3rd Nexus Linguarum Plenary Meeting, in Skopje, North Macedonia and online,
September 2021;

• Workshop on Linguistic Knowledge Processing with Deep Learning, hosted at the Nexus
Workshop days in Jerusalem, Israel, May 2022;

• 2nd Workshop on Deep Learning and Neural Approaches for Linguistic Linked Data,
collocated with the LLOD Approaches for Language Data Research and Management
Conference (LLODREAM2022), in Vilnius, Lithuania, and online, September 2022;
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• Workshop on Deep Learning, Relation Extraction and Linguistic Data, collocated with the
Language, Data and Knowledge Conference (LDK), in Vienna, Austria, September 2023.

However, in DLnLD, the objectives were expanded to not only study how Deep Learning may be
used for Linguistic Linked Data but also explore how Linguistic Linked Data may be leveraged
by Deep Learning approaches.

The papers that are presented in this volume show that the two domains do indeed cross fertilize
each other with researchers using Language Models for Linguistic Linked Data modelling or
generation and others leveraging Linked Data for evaluation or post-hoc verification of LLM
outputs, while others do study Graph Neural Networks as a mean to merge both worlds in
specific use cases.

We do think that this is only a beginning and that research will continue towards a better
entanglement of both worlds and hope this workshop only witnesses the beginning of a research
trend.

This workshop is organised in the scope of COST Action CA18209 NexusLinguarum1, supported
by COST (European Cooperation in Science and Technology).

Gilles Sérasset,
Hugo Gonçalo Oliveira,
Giedre Valunaite Oleskeviciene

1https://nexuslinguarum.eu/
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Investigating the Impact of Different Graph Representations for
Relation Extraction with Graph Neural Networks

1Moritz Blum, Gennaro Nolano, 1,2Basil Ell, 1Philipp Cimiano
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Abstract
Graph Neural Networks (GNNs) have been applied successfully to various NLP tasks, particularly Relation Extrac-
tion (RE). Even though most of these approaches rely on the syntactic dependency tree of a sentence to derive a graph
representation, the impact of this choice compared to other possible graph representations has not been evaluated.
We examine the effect of representing text though a graph of different graph representations for GNNs that are applied
to RE, considering, e. g., a fully connected graph of tokens, of semantic role structures, and combinations thereof. We
further examine the impact of background knowledge injection from Knowledge Graphs (KGs) into the graph represen-
tation to achieve enhanced graph representations. Our results show that combining multiple graph representations
can improve the model’s predictions. Moreover, the integration of background knowledge positively impacts scores, as
enhancing the text graphs with Wikidata features or WordNet features can lead to an improvement of close to 0.1 in F1.

Keywords: Relation Extraction, Graph Neural Networks, Background Knowledge

1. Introduction

The task of Relation Extraction (RE) consists of
predicting the relation between two entities men-
tioned in a text. It represents an essential subtask
for Information Extraction from text, and the result
is used in several downstream tasks such as Ques-
tion Answering (Yu et al., 2017; Xu et al., 2016) or
Knowledge Base Population (Nguyen et al., 2018).
Recently, approaches based on LSTMs (Hochreiter
and Schmidhuber, 1997) and Transformers such as
BERT (Devlin et al., 2019) have achieved state-of-
the-art performance on RE by exploiting contextual
information contained in the text around the enti-
ties (Wang and Yang, 2020; Baldini Soares et al.,
2019; Wu and He, 2019).

A separate line of works makes use of Graph
Neural Networks (GNNs), using neural network-
based techniques to process graph-structured in-
puts. GNNs have been applied to RE, typically rely-
ing on the syntactic dependency tree of a sentence
as graph representation. It has been argued that
relying on a syntactic dependency tree i) facilitates
dealing with long-distance phenomena (Tian et al.,
2021; Miwa and Bansal, 2016), and ii) increases
the robustness and generalizability of models (Xu
et al., 2015; Marcheggiani and Titov, 2017).

So far, most GNN approaches relied on the syn-
tactic dependency tree of a sentence as a graph,
and the impact of different graph representations
has not been systematically evaluated. To address
this gap, in this work, the impact of different graph
representations, as well as combinations thereof,
are investigated on three separate datasets.

Most RE approaches do not take into account

background knowledge, e. g., from Knowledge
Graphs (KGs). GNN-based approaches for RE
generally emphasize on the graph representation
of sentences (e.g., syntactic trees), and do not use
the entity information and the graph context con-
tained in external KGs. However, KGs may provide
valuable knowledge about the entities for the RE
task (Sun et al., 2020). Moreover, if we train a
model such that it can make use of background
knowledge, then, under some circumstances, this
enables to improve the performance of a model
without full retraining. For example, if a fact is miss-
ing that a model could use to correctly classify a
relation, or if a wrong fact leads to a model incor-
rectly classifying a relation, than adding or replac-
ing that fact can lead to the model making better
predictions.

Therefore, in addition to different graph repre-
sentations of the sentence, we also investigate en-
hanced graph representations by injection of KG
facts into these graph representations by adding
nodes and edges form the KG.

We show that combining multiple graph repre-
sentations can outperform the models that only use
the regular syntactic dependencies. Furthermore,
we show that incorporating information from KGs
like Wikidata (Vrandečić and Krötzsch, 2014) or
WordNet (Fellbaum, 1998) improves results signifi-
cantly.

2. Related Work

The integration of structured information, such as
syntactic dependencies (Tian et al., 2021), seman-
tic dependencies (Chan and Roth, 2011), and back-
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ground knowledge (Zhang et al., 2021; Peters et al.,
2019; Tokuhisa et al., 2022; Wang and Pan, 2020;
Sun et al., 2020; Wang and Pan, 2020), is an im-
portant topic in NLP.

Recently, much attention has been paid to the
incorporation of KG information in language mod-
els (Yasunaga et al., 2022; Peters et al., 2019;
Tokuhisa et al., 2022). For example, Yasunaga
et al. (2022) use a joint language-knowledge foun-
dation model in order to allow the NLP component
to incorporate facts from the KG.

While this integration can be implemented as
a training task (Yasunaga et al., 2022; Tokuhisa
et al., 2022) or by finetuning and adapting pre-
trained linguistic models (Houlsby et al., 2019;
Wang et al., 2020), this usually requires complex
architectures and comes with increased computa-
tional costs (Hamilton et al., 2022).

Another option is to directly operate on the sym-
bolic graph structure by encoding the information in
a graph and then processing it with Graph Neural
Networks (GNNs) (Zhang et al., 2018a). GNNs al-
low to directly learn over graph structure (Dai et al.,
2016; Gori et al., 2005; Li et al., 2016; Scarselli
et al., 2009; Hamilton et al., 2017) and can be easily
combined with standard neural network layers (Def-
ferrard et al., 2016; Gong and Cheng, 2019).

One of the first GNN approaches was proposed
by Kipf and Welling (2016), namely a Graph Con-
volutional Network (GCN), followed by the exten-
sion Relational Graph Convolutional Network (R-
GCN) (Schlichtkrull et al., 2018), that takes into
account edge types. Furthermore, the Relational
Graph Attention Network (R-GAT) (Busbridge et al.,
2019) adds an attention mechanism to the R-GCN
model. GNNs have been applied to a variety of
tasks, such as Link Prediction (Schlichtkrull et al.,
2018), Neural Machine Translation (Bastings et al.,
2017; Marcheggiani et al., 2018), and Semantic
Role Labeling (Marcheggiani and Titov, 2017).

Zhang et al. (2018a) have been one of the first
to apply GNNs to RE. Their model applies a GNN
encoder over syntactic dependency paths with un-
labeled edges, and achieves comparable results
to approaches based on bidirectional LSTMs and
LLMs. Guo et al. (2019) and Tian et al. (2021) ex-
tended the use of GNNs for RE by applying a GNN
with an attention mechanism and the capacity to
encode labeled edges. Nadgeri et al. (2021), in-
stead, explores the integration of external textual
information (e. g., from Wikidata) into a GNN model
for RE.

Recently, Yu et al. (2022) have shown linguistic
knowledge fusion for downstream tasks by compar-
ing different kinds of graph structures for several
tasks in the GLUE benchmark. They investigate
syntactic dependencies, semantic dependencies,
binary balance trees, and linear chains of tokens.

The work by Yu et al. (2022) does not investigate the
impact of the representations on RE approaches
and previous work on RE still mainly focuses on syn-
tactic dependency trees. Therefore, the literature
lacks a thorough evaluation of different graph struc-
tures and their combinations for RE with GNNs.

We present a deep investigation of several graph
representations for the RE task and analyze them
individually and in combinations. We build upon the
research conducted by Yu et al. (2022) as we inves-
tigate different graph representations for RE. Fur-
thermore, we go beyond by examining enhanced
graph representations that incorporate KG facts.

3. Models and Graph
Representations

In our experiments, we utilize a GNN architecture
comprising two stacked GNN layers with a linear
layer for relation classification. The architecture is
shown in Figure 1.

The GNN layers encode the graph representa-
tion of the input sentence containing the two entities
to be classified. We use Glove token embeddings,
or a pre-trained but non-trainable BERT to derive
token embeddings, and RDF2Vec for the KG en-
tities. These embeddings serve as node features
for the given graph.

To focus this investigation on the different graph
representations, we decided to freeze the encoding
model and do not investigate trainable encoders,
like an end-to-end trainable BERT encoder, to de-
rive token embeddings. GNN-based RE models
that use an end-to-end trainable encoder are able to
achieve state-of-the-art performance (Zhang et al.,
2018a; Guo et al., 2019; Tian et al., 2021).

After the two GNN layers, the resulting represen-
tations of the subject and object entities are used
as input to the linear classification layer. In the case
of multi-word entities, we rely on the representation
of the token with the largest number of outgoing
syntactic dependencies.

3.1. Graph Representations

In order to apply this GNN model for RE, we rep-
resent tokens as nodes and connect them through
(typed) edges to obtain a graph. The investigated
graph structures are:
1) Tokens connected in a linear chain (chain), in
the same order as they occur in the text.
2) Every token connected to every other token, what
leads to a fully connected graph (fully) and allows
every token to access the features of every other
token.
3) Tokens connected according to syntactic depen-
dencies (syn).
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Figure 2: An example of a graph that combines the three graph representations chain, syn, and sem
(colored orange, green, purple).

4) Tokens connected through higher order syntactic
dependency relations (highsyn) according to Tian
et al. (2022). Here, tokens are related if there are
at most two tokens in between when traversing
the syntactic dependency tree, directly connecting
tokens that are syntactically close. We refer to Tian
et al. (2022) and App. A for more details.
5) Tokens are connected according to their seman-
tic dependencies (sem) in the form of the latent
PropBank-based (Palmer et al., 2005) predicate
argument structure derived by means of Semantic
Role Labelling (Shi and Lin, 2019).

We evaluate all possible combinations of these
methods. An example graph is shown in Figure 2.

3.2. Graph Representations with
Additional Background Knowledge

We investigate the integration of background knowl-
edge from a KG into the graphs. To do so, new
nodes are created, representing the entities in-
volved in the relations. The node features are
derived from the background KG (nodes). These
nodes are then connected to the corresponding
entity mentions. We only connect subject and ob-
ject entity mentions to their corresponding KG enti-
ties. Additionally, we consider adding the shortest
paths (s.p.) to the graph. We use the shortest
path between subject and object entity in the KG,
and include any external entity present on these

paths as additional nodes, as well as any edge con-
necting them. We refrain from explicitly adding an
edge between a node on the shortest path and any
node representing an entity mentiond in the text.
An example is shown in Figure 3.

4. Experiments

We investigate the impact of using different graph
structures as graph representations on the task of
RE by training and evaluating multiple GNN mod-
els.1

In order to derive syntactic dependencies, we
rely on Spacy,2 while for semantic dependencies
we make use of the AllenNLP library3 described in
(Gardner et al., 2018). As node features, we use
100 dimensional Glove embeddings4 (Pennington
et al., 2014), or 768 dimensional contextual BERT
embeddings (Devlin et al., 2019).

We automatically determine the best GNN hy-
perparameter settings using the hyperparameter

1We use PyTorch Geometric to implement our GNNs,
github.com/pyg-team/pytorch_geometric.

2See spacy.io/.
3See github.com/allenai/allennlp.
4We also experimented with the 300 dimensional em-

beddings, and found the results to be interchangeable.
For runtime optimization reasons, we opted for the lower
dimensional embeddings in the final experiments.
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search framework ASHA (Li et al., 2020), which ap-
plies intelligent early-stopping and supports large-
scale parallelization. The main hyperparameter of
our model is the type of the GNN layers (i.e., GCN,
R-GCN, R-GAT) as described in Section 2. Fur-
thermore, these models have hyperparameters like
the dimensionality of the GNN layers and linear
layers (64, 120, 240), the learning rate (8 samples
from 10−3 to 10−5), and the batch size (32, 64, 128).
In addition, we evaluate the impact of i) adding re-
verse edges, ii) adding self-loops to each node such
that its previous feature vector can be accessed by
itself, and iii) exploiting the labels of edges.

We used the F1 score as the criterion to select
the best model. Since unpromising runs are termi-
nated at an early stage, not all model configurations
are trained until convergence and evaluation results
are not produced for all the considered model con-
figurations.

We evaluate the graph representations on two
English RE datasets that are linked to Wikidata and
on the commonly used RE benchmark SemEval
2010 Task 8 dataset to validate our models.

The required property of the evaluation datasets
was that all subjects and objects of a relation are an-
notated with their corresponding Wikidata ID, such
that background information can be used. However,
there is a lack of RE datasets that are annotated
with Wikidata entities as most datasets are anno-
tated with Freebase entities and relations (Mintz
et al., 2009). Therefore, we created our own
datasets based on FewRel and T-REx.

Moreover, to validate that our models are solv-
ing the RE task sufficiently, we run the standard
evaluation without background knowledge on the
SemEval 2010 Task 8 dataset.

In detail, we consider the following datasets:
1) FewRel (custom): FewRel (Han et al., 2018;
Gao et al., 2019) is a large RE dataset with entity
mentions and relations annotated with their cor-
responding Wikidata IDs. It was created through
a combination of distant supervision and human
annotation. Originally developed for few-shot RE,
we repurpose it for standard RE by merging its
train and val splits. These splits encompass
sentences expressing 64 and 16 distinct relations,
each with 700 examples, totaling 56, 000 sentences.
The combined dataset is then randomly split into
train/dev/test splits with percentages 70/15/15.
In FewRel, all subjects and objects of a relation
are annotated with their corresponding Wikidata ID,
and, therefore, there cannot be a subject or object
which has no Wikidata ID in our FewRel (custom)
dataset, too.
2) T-REx (custom): We randomly sampled 1000
sentences for each relation occurring at least 1, 000
times from the T-REx dataset (Elsahar et al., 2018),
which was created by an automatic alignment of

Wikipedia abstracts and Wikidata triples. We only
selected sentences in which both, subject and ob-
ject are annotated with Wikidata IDs. Therefore,
all subjects and objects of a relation are annotated
with their corresponding Wikidata ID. This dataset
contains 228, 000 sentences expressing 228 differ-
ent relations.
3) SemEval 2010 Task 8: This dataset consists of
8, 000 human-annotated training and 2, 717 human-
annotated test sentences with a relation between
two given nominals. We use 20% of the train set
for validation (Hendrickx et al., 2010). However,
the publicly available test set was not modified to
ensure comparability to other work on RE. Since
this dataset is not annotated with any KG IDs, we
use it only to evaluate the different types of graph
representations for RE, and not the knowledge in-
jection.

As background knowledge, we rely on two KGs,
namely Wikidata5 (Vrandečić and Krötzsch, 2014)
and WordNet (Fellbaum, 1998). Wikidata is build
by many editors and partially automatic. It encom-
passes data about entities such as people, places,
organizations, or abstract topics, along with de-
tails about their interconnections and relationships.
WordNet is a manually created lexical database
that categorizes nouns, verbs, adjectives, and ad-
verbs into synsets. These synsets are connected
through conceptual-semantic and lexical relations,
forming a KG that captures the interconnections
between different linguistic elements.

The features for the added KG nodes are de-
rived via RDF2Vec (Ristoski and Paulheim, 2016).6
RDF2Vec is a method that derives embeddings for
the entities and relations in a KG. In case that the
KG contains facts that are relations-to-be-predicted,
they are removed from the dataset, so they do
not affect the embeddings. We remove triples
contained in the RE datasets from our Wikidata
graph before we derive the embeddings. No triples
needed to be removed to derive the WordNet fea-
tures, as no relation in WordNet can inadvertently
reveal the relations that will be predicted for any of
our datasets. The derived features share the same
dimensionality of the other nodes’ embeddings and
are used as vector of newly created nodes which
are connected to their associated entity mention’s
tokens.

For Wikidata, the integration of shortest paths
between entities in KGs can be valuable for RE.
Therefore, nodes are created for every entity on the
path between the mentions, and connected among
themselves, as shown in Figure 3. In the majority
of cases, the shortest paths consist of only one

5We use the Wikidata dump from October 2022.
6RDF2Vec embeddings are trained using the

jRDF2Vec implementation described by Portisch et al.
(2020), https://github.com/dwslab/jRDF2Vec.
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Figure 3: Integration of the shortest path (shown in pink) between Leonardo da Vinci and Mona Lisa in
Wikidata into the chain graph. The Wikidata entity IDs Q762, Q12418, and Q1474884 represent Leonardo
da Vinci, High Renaissance, and Mona Lisa, whereas the Wikidata property ID P135 expresses the
movement relation.

entity positioned between the subject and object of
the relation intended for classification.

We evaluated two simple models, both using a
feedforward neural network with two layers and a
classification layer (denoted as Linear-NN), to com-
pare our GNN models that encode graph structure
against those operating on text-based embeddings.
One model takes as input the concatenation of the
word embeddings of the two entity mentions, while
the second one uses RDF2Vec features for subject
and object.

Our code is available on GitHub.7

5. Results

The best performing model across all experiments
is based on a two layer R-GCN encoder with self-
loops and reverse edges, and a hidden dimension
of 120 (Glove), respectively 240 (BERT ) for the GNN
layers and linear layers. The model is trained with
a batch size of 64 and a learning rate of 0.0001.

Graph Representations Our results, shown in
Table 1, Table 3, and Table 4, show that the models
using BERT features perform better compared to
those using Glove features for all graph representa-
tions. The input graph representations do not lead
to consistent performance across all datasets.

The evaluation results of the graph structures on
FewRel (custom), displayed in Table 1, shows that
the best performance is reached by using syntactic
dependencies with an F1 score of 0.754, followed by
higher order syntactic dependencies (F1 of 0.745),
and by the linear chain (F1 of 0.703). Regarding the
models that operate on a combination of multiple
graph representations, the combination of syntactic
dependencies and the fully connected token graph
leads the best results and achieves an F1 score of
0.764.

On the T-REx (custom) dataset, the evaluation
scores are shown in Table 3, the best performance
is achieved by the model operating over syntactic
dependencies with an F1 score of 0.697, followed by
the fully connected graph (F1 of 0.693) and by the

7See github.com/Nolanogenn/re_with_gcn.

linear chain (F1 of 0.689). For the combined graph
representations, the combination of the linear chain
and higher order syntactic dependencies shows the
best results with an F1 score of 0.761.

The scores for the SemEval dataset, shown in
Table 4, show that the best performance is reached
by a model operating over the graph of syntactic de-
pendencies with an F1 score of 0.786. The second-
best model uses the higher order dependencies
(F1 of 0.766), and the third-best model uses the
semantic dependencies (F1 of 0.745). For the com-
bined representations, the combination of syntactic
dependencies and semantic dependencies shows
the best results with an F1 score of 0.786.

Graph Representations with Additional Back-
ground Knowledge The impact of adding KG
features to the graph consisting of the fully con-
nected graph and the syntactic dependency graph
(denoted fully+syn) on the performance of the mod-
els is shown in Table 2 for the FewRel (custom)
dataset and the T-REx (custom) dataset. The Se-
mEval dataset was not evaluated with additional
KG features, as the entities in this dataset are not
linked to a KG.

The additional Wikidata or WordNet features lead
to an improvement of the scores in all cases.

All GCN models that use Wikidata or WordNet
features outperform the NN baselines that use Wiki-
data RDF2Vec features only or word embedding
features only.

On the FewRel (custom) dataset, the BERT
model that uses the combined graph of syntactic
dependencies and the fully connected graph can
be improved from an F1 score of 0.764 to an F1 of
0.82 (additional Wikidata nodes), 0.859 (additional
Wikidata shortest path), respectively 0.763 (addi-
tional WordNet nodes) by using additional back-
ground knowledge.

By adding additional background knowledge to
the combined graph of syntactic dependencies
and the fully connected graph, the F1 scores of
the BERT model on the T-REx (custom) dataset
improve from 0.714 to 0.746 (additional Wikidata
nodes), 0.791 (additional Wikidata shortest path),
respectively 0.729 (additional WordNet nodes).
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Table 1: General evaluation of the different graph representation and their combinations on the FewRel (cus-
tom) dataset.

Graph Representation Glove BERT
F1 P R F1 P R

chain 0.44 0.445 0.468 0.703 0.704 0.71
fully 0.484 0.476 0.515 0.699 0.705 0.71
syn 0.566 0.566 0.579 0.754 0.757 0.757
sem 0.388 0.407 0.418 0.667 0.666 0.676
highsyn 0.594 0.539 0.612 0.745 0.746 0.749
chain + syn 0.571 0.57 0.589 0.75 0.753 0.754
chai + sem 0.516 0.525 0.533 0.723 0.726 0.728
fully + syn 0.611 0.612 0.627 0.764 0.766 0.767
fully + sem 0.489 0.483 0.516 0.708 0.711 0.715
syn + sem 0.574 0.569 0.591 0.753 0.754 0.756
chain + highsyn 0.574 0.565 0.6 0.745 0.747 0.749
fully + highsyn 0.603 0.6 0.622 0.75 0.753 0.754
highsyn + sem 0.577 0.582 0.608 0.743 0.744 0.748
chain + syn + sem 0.583 0.587 0.6 0.751 0.754 0.754
fully + syn + sem 0.608 0.612 0.623 0.753 0.755 0.757
chain + highsyn + sem 0.578 0.572 0.603 0.745 0.747 0.748
fully + highsyn + sem 0.586 0.576 0.611 0.746 0.749 0.748

Table 2: Evaluation of graph representations enhanced with additional KG features from Wikidata and
WordNet on FewRel (custom) and T-REx (custom). The Glove models are provided with 100 dimensional
embeddings, whereas the BERT models are provided with 768 dimensional embeddings.

Model & Graph Representation Glove BERT
F1 P R F1 P R

FewRel (custom)
Linear-NN: word embeddings 0.277 0.323 0.294 0.382 0.436 0.3
Linear-NN: RDF2Vec embeddings 0.597 0.618 0.606 0.664 0.675 0.669
GCN: syn 0.566 0.566 0.579 0.754 0.757 0.757
GCN: fully + syn 0.611 0.612 0.627 0.764 0.766 0.767

+ Wikidata nodes 0.784 0.778 0.803 0.82 0.823 0.823
+ Wikidata shortest path 0.835 0.834 0.845 0.859 0.86 0.861
+ WordNet nodes 0.684 0.685 0.697 0.763 0.765 0.766

T-REx (custom)
Linear-NN: BERT 0.082 0.15 0.103 0.239 0.304 0.251
Linear-NN: RDF2Vec 0.438 0.488 0.475 0.506 0.548 0.525
GCN: syn 0.406 0.399 0.451 0.697 0.698 0.72
GCN: fully + syn 0.45 0.436 0.498 0.714 0.708 0.735

+ Wikidata nodes 0.661 0.64 0.712 0.746 0.35 0.776
+ Wikidata shortest path 0.685 0.664 0.734 0.791 0.782 0.814
+ WordNet nodes 0.561 0.572 0.592 0.729 0.73 0.746

Overall, the best result can be achieved when
adding the shortest path in Wikidata between sub-
ject and object to the graph representation.

6. Discussion

Graph Representations The input graph repre-
sentations do not lead to consistent performance
across all datasets. This might be caused by the
sentence structure or sentence complexity in the
datasets.

We observe that the models that use Glove fea-
tures show good scores for the combined represen-
tation of fully + syn + sem across all datasets, and
always perform slightly better than the individual
representations.

For the BERT models, the different representa-
tions do lead to different performances across the
datasets, and we can not observe a general trend.
However, on the FewRel (custom) dataset and the
T-REx (custom) dataset, combining syntactic de-
pendencies with other graph representations leads
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Table 3: General evaluation of the different graph representation and their combinations on the T-
REx (custom) dataset.

Graph Representation Glove BERT
F1 P R F1 P R

chain 0.351 0.362 0.386 0.689 0.695 0.709
fully 0.366 0.359 0.417 0.693 0.696 0.712
syn 0.406 0.399 0.451 0.697 0.698 0.72
sem 0.33 0.338 0.362 0.663 0.665 0.688
highsyn 0.433 0.419 0.483 0.674 0.673 0.703
chain + syn 0.42 0.408 0.465 0.714 0.718 0.731
chain + sem 0.389 0.38 0.431 0.688 0.686 0.711
fully + syn 0.45 0.436 0.498 0.714 0.708 0.735
fully + sem 0.39 0.386 0.433 0.687 0.686 0.712
syn + sem 0.426 0.41 0.472 0.699 0.696 0.721
chain + highsyn 0.431 0.414 0.483 0.761 0.763 0.762
fully + highsyn 0.431 0.411 0.488 0.666 0.66 0.699
highsyn + sem 0.424 0.41 0.477 0.645 0.645 0.693
chain + syn + sem 0.436 0.417 0.483 0.697 0.689 0.721
fully + syn + sem 0.453 0.443 0.497 0.658 0.646 0.689
chain + highsyn + sem 0.43 0.409 0.484 0.653 0.639 0.687
fully + highsyn + sem 0.427 0.407 0.482 0.646 0.63 0.681

Table 4: General evaluation of the different graph representation and their combinations on the Se-
mEval 2010 Task 7 dataset.

Graph Representation Glove BERT
F1 P R F1 P R

chain 0.686 0.689 0.688 0.715 0.716 0.718
fully 0.656 0.669 0.658 0.69 0.691 0.692
syn 0.756 0.76 0.757 0.786 0.783 0.791
sem 0.705 0.72 0.702 0.745 0.749 0.745
highsyn 0.752 0.758 0.75 0.766 0.769 0.766
chain + syn 0.752 0.757 0.749 0.776 0.775 0.779
chain + sem 0.746 0.752 0.743 0.777 0.777 0.78
fully + syn 0.76 0.766 0.756 0.776 0.775 0.781
fully + sem 0.716 0.722 0.718 0.748 0.75 0.749
syn + sem 0.764 0.768 0.762 0.786 0.788 0.787
chain + highsyn 0.745 0.747 0.746 0.761 0.763 0.762
fully + highsyn 0.742 0.747 0.741 0.771 0.772 0.773
highsyn + sem 0.751 0.754 0.749 0.771 0.77 0.776
chain + syn + sem 0.759 0.765 0.755 0.781 0.779 0.784
fully + syn + sem 0.768 0.773 0.766 0.785 0.785 0.789
chain + highsyn + sem 0.741 0.752 0.747 0.768 0.766 0.775
fully + highsyn + sem 0.754 0.757 0.753 0.764 0.768 0.763

to improved scores compared to using only syntac-
tic dependencies, whereas this worsens the scores
on the SemEval dataset.

For the Glove models, the combination of multi-
ple graph representations generally leads to better
scores than using the individual representations.
This trend can not be observed for the BERT, and
we can assume that this information is already en-
coded in the BERT embeddings. Therefore, the
graph representations do not provide additional
context information, but rather confuse the model

by adding redundant information.
All in all, combinations of graph representations

can add additional information that can be used
by GNNs for RE. But it must be noted, that the
benefit is low and differs depending on the dataset.
However, we were able to show that even simple
graph representations without linguistic knowledge,
like a linear chain of tokens or the fully connected
graph of tokens, still lead to adequate models.

Our GNN model is limited to two layers, which
leads to a receptive field of two graph hops. There-
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fore, models operating over representations that
connect distant entities should clearly outperform
those models that can only access a certain num-
ber of tokens in the graph neighborhood. However,
this assumption is not always the case. Therefore,
we assume carefully selecting a suitable graph rep-
resentation instead of simply providing all available
tokens might be valuable.

Graph Representations with Additional Back-
ground Knowledge We evaluate different repre-
sentations acquired through parsing the sentence
structure, and enriched by background knowledge.

Adding Wikidata information could make a direct
comparison seem unfair. The additional KG infor-
mation could be helpful for the model as they pro-
vide additional information about the subject and
object entity not expressed in the sentence. But the
additional information could also be a drawback to
the models. Background knowledge might contain
irrelevant information for the task, potentially intro-
ducing noise and complicating the model’s focus
on relevant features.

In contrast, the integration of WordNet features
does not add any unfair advantages to the model,
as this is commonly done in NLP. Providing addi-
tional external resources like WordNet information,
part-of-speech tags, dependency information, and
named entity tags is often done for RE (Shen and
Huang, 2016; Zhang et al., 2015).

Nevertheless, to prevent confusion, we present
the results of models with additional background
knowledge separately in dedicated tables.

In general, the incorporation of information from
Wikidata as additional nodes connected to the sub-
ject and object nodes, or as the shortest path be-
tween both, has a positive impact. For instance,
on FewRel (custom), the best model that uses the
Wikidata shortest paths achieves an F1 score of
0.859. This is an increase of 0.095 in F1 compared
to the base fully+syn GNN model without KG fea-
tures.

WordNet features do increase the performance
of all models, too. WordNet provides additional
information about synonyms and related concepts,
as well as various semantic relationships between
words to the RE model. According to our results,
the WordNet information is helpful for GNN-based
RE.

However, adding the richer and more diverse
Wikidata features to the graph increases the scores
more than adding WordNet features. This might
be because Wikidata provides more background
knowledge, i.e., the relations entities are involved
in the KG, which might be more valuable than the
WordNet information.

All GCN models that use some sentence graph
representation and additional KG features outper-

form the Wikidata RDF2Vec-based and word em-
bedding based NN model. Especially, adding the
Wikidata shortest path leads to best scores. This
shows a successful fusion of text and KG infor-
mation in a common graph representation, as the
model that applies fusion outperforms the individual
models.

7. Conclusion

Our results show that combining multiple graph rep-
resentations can improve the model’s predictions.
Although our experiments revealed that none of
the graph representations consistently performs
best across multiple datasets, we can clearly see i)
that most representations improve the performance
compared to the standard graph representation,
and ii) that the representations have a strong impact
on performance, which makes the type of graph
representation an important hyperparameter that
is worth to be tuned.

Furthermore, the integration of background
knowledge from Wikidata or WordNet positively
impacts scores and can lead to an improvement of
close to 0.1 in F1.

In future work, we will investigate methods to in-
tegrate structured background knowledge beyond
additional subject and object nodes and shortest
paths between them. Furthermore, we will investi-
gate how the model performance can be improved
by removing wrong facts and adding missing facts
to the KG.

8. Limitations

The present work has some minor limitations that
should be acknowledged.

Firstly, our models do not reach state-of-the art
performance. However, beating state-of-the-art per-
formance was not the goal of this work. Instead,
we investigate of different graph representations.
As the difference to state-of-the-art is small, one
can assume our GNN model to be set up correctly.

Secondly, even though our GNN models have
significantly fewer parameters than BERT (9M vs.
110M), our best models rely on token features de-
rived from BERT. However, our training is faster
than training BERT from scratch.

Thirdly, it is important to note that incorporat-
ing facts from a KG could make the model biased
to the information stored in the form of triples in
the KG instead of the information expressed in the
sentence context. Future research could use ex-
plainability methods or attention mechanisms to
determine which information the model prioritizes.
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A. Higher Order Syntactic
Dependencies

We implement higher order syntactic dependencies
as proposed by Tian et al. (2022). The syntactic
dependencies serve as first order dependencies.
Based on those, second and third order dependen-
cies are added.

For example, second order dependencies es-
tablish directed connections between two tokens,
tokeni and tokenj , if there exists a single token,
tokenx, along the non-directional shortest path con-
necting tokeni and tokenj . In detail, we define two
distinct relation types based on the direction of the
edges in the graph. If the connection between the
tokens is tokeni → tokenx → tokenj , we establish
the ancestor relation pointing from tokeni to tokenj .
If the relations are tokeni ← tokenx → tokenj , we
add the sister relation between tokeni and tokenj .
Examples of the two relations are shown in Fig-
ure 4.

The third order dependencies are defined simi-
larly for the case of two tokens in between tokeni

and tokenj , along the non-directional shortest be-
tween them.

We do not add inverse relations, as this is a hy-
perparameter of the graph preprocessing.

13



DLnLD: Deep Learning and Linked Data @LREC-COLING-2024, pages 14–30
21 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

TaxoCritic: Exploring Credit Assignment in Taxonomy Induction
with Multi-Critic Reinforcement Learning

Injy Sarhan1,2, Bendegúz Toth2, Pablo Mosteiro2, Shihan Wang2

1Shell Global Solutions International B.V., Amsterdam, The Netherlands
2Utrecht University, Utrecht, The Netherlands

injy.sarhan@shell.com, toth.bendeguz@outlook.com, {p.mosteiro, s.wang2}@uu.nl

Abstract
Taxonomies can serve as a vital foundation for several downstream tasks such as information retrieval and question
answering, yet manual construction limits coverage and full potential. Automatic taxonomy induction, particularly
using deep Reinforcement Learning (RL), is underexplored in Natural Language Processing (NLP). To address this
gap, we present TaxoCritic, a novel approach that leverages deep multi-critic RL agents for taxonomy induction
while incorporating credit assignment mechanisms. Our system uniquely assesses different sub-actions within the
induction process, providing a granular analysis that aids in the precise attribution of credit and blame. We evaluate
the effectiveness of multi-critic algorithms in experiments regarding both accuracy and robustness performance in
edge identification. By providing a detailed comparison with state-of-the-art models and highlighting the strengths
and limitations of our method, we aim to contribute to the ongoing development of automatic taxonomy induction
while exploring the usage of deep RL techniques in this field.

Keywords: Taxonomy Induction, Reinforcement Learning, Credit Assignment, Actor-Critic

1. Introduction

A domain’s taxonomy categorizes concepts based
on "is-a" relationships (Brachman, 1983), forming
acyclic graphs. Nodes represent terms, and di-
rected edges signify relationships. In this context,
"P is-a Q" implies that term P (hyponym) is a sub-
class or more specific instance of term Q (hyper-
nym). Taxonomies provide a hierarchical organiza-
tion of concepts that enables more efficient data
categorization and retrieval. Recent advances aim
to automatically create faceted taxonomies to sup-
port more nuanced classifications and facilitate
easier search and navigation within linked data ap-
plications (Zong et al., 2017). Additionally, several
NLP methods utilize term taxonomies to support
knowledge-rich applications, such as information
extraction (Demeester et al., 2016) and question
answering (Harabagiu et al., 2003), demonstrat-
ing the importance of structured knowledge that is
embodied in taxonomies. Integrating taxonomies
into linked datasets can significantly enhance in-
teroperability and semantic depth, contributing to
improved understanding, reasoning, and perfor-
mance on complex NLP tasks.

Manual taxonomy construction is a resource-
intensive and time-consuming task that requires do-
main knowledge. There have been efforts to hand-
craft large taxonomies, such as WordNet (Miller,
1995), yet ensuring comprehensive coverage re-
mains a challenge. Automatically constructing a
high-quality taxonomy is non-trivial. The goal is to
infer a taxonomy graph from a set of background
resources. This involves two subtasks (Wang et al.,
2017): (a) Hierarchy detection: Identifying “is-a”

relations between terms. Various combinations of
candidate words are tested with the aid of a back-
ground corpus to uncover domain-specific relations.
(b) Hierarchy construction: Organizing extracted
pairs from (a) in a tree-like structure presents chal-
lenges, including representing transitive relations1,
and ensuring the taxonomy remains an acyclic
graph with a single root node, to which all other
nodes can trace a path.

The asymmetrical nature of the hypernym rela-
tion leads to two possibilities: (1) The parent node
(hypernym) exists, enabling the addition of its pair
as a child node (hyponym); (2) The child node is
already in the taxonomy, requiring the addition of
its parent, which is more complex due to the tax-
onomy’s graph structure. Since the taxonomy is a
tree with a single root, all nodes inherently have a
parent, making it non-trivial to add a new parent
node for an arbitrary child node. Consequently,
most methods allow the insertion of a child node
into an existing parent, and not the reverse.

Unlike conventional approaches, deep Reinforce-
ment Learning (RL) allows for simultaneous opti-
mization of both hierarchy detection and organiza-
tion tasks, minimizing error propagation (Mao et al.,
2018). Despite its potential, deep RL’s application
in taxonomy induction is limited (Mao et al., 2018;
Han et al., 2021). In taxonomy induction, an RL ac-
tion involves selecting a term (child node) from the
remaining set and adding it to another term (parent
node) in the taxonomy. Previous work unified these

1A transitive relation is defined as: if a “is-a” b and b
“is-a” c then also a “is-a” c. Entity ambiguity complicates
these relations in automated taxonomies (Liang et al.,
2017).

14



actions (Mao et al., 2018; Han et al., 2021). We
posit that both components (chosen child and par-
ent nodes) must be correct for meaningful learning
of a single action. Actions, rather than nodes, are
deemed correct or incorrect as a whole. However,
in certain cases, one of the sub-actions2 might be
contextually accurate for the taxonomy being con-
structed. This leads us to the problem of credit
assignment which involves identifying the cause of
a certain outcome (Minsky, 1961). Proper credit
assignment is crucial for pinpointing the compo-
nent in the action that originates the error. Without
it, the model’s learning process and performance
can be hindered. In this paper, we delve into the
crucial aspect of credit assignment, and explore
how credit assignment along with multi-critic can
better attribute blame to specific sub-actions.

We introduce TaxoCritic, a novel deep RL
method for automatic taxonomy induction3. Our
goal is to enhance this task using multi-critic RL,
emphasizing improved credit assignment. Our con-
tributions are: 1) Introduce a novel RL formalization
that considers parent and child nodes of the action
in taxonomy induction simultaneously, in contrast
to prior methods. 2) Conduct a thorough exper-
imental evaluation of credit assignment in taxon-
omy induction. 3) Propose a multi-critic approach
to highlight the effectiveness of credit assignment
in taxonomy induction, leading to improved robust-
ness.

The paper is structured as follows. In Section 2
we present an overview of previous work upon
which we build. Section 3 describes our methodol-
ogy. Section 4 describes our dataset and presents
the results of our experiments. We draw our con-
clusions in Section 5, and discuss our limitations
in Section 6.

2. Related Work

Taxonomy induction methods can broadly be cate-
gorized into traditional approaches and RL-based
techniques. In this section, we briefly overview tra-
ditional approaches before focusing on advances
using RL. Traditional methods for hierarchical de-
tection are pattern-based (Hearst, 1992), offer-
ing high precision but low recall, or statistical, us-
ing background text statistics for identifying rela-
tions without manual syntax specification. For ex-
ample, Fu et al. (2014) uses the spatial proper-
ties of embeddings like GloVe (Pennington et al.,
2014) or Word2vec (Mikolov et al., 2013) to detect

2We refer to the choice of either one of the two terms
as a “sub-action”, while the complete action refers to the
choice of both the child and parent terms.

3Our implementation of TaxoCritic and the Ap-
pendix file are publicly available at https://github.com/
BendeguzToth/taxonomy-construction.

hypernym-hyponym pairs. For more information
on traditional methods, please refer to Page 49
of Weikum et al. (2021).

Limited research exists on RL in taxonomy in-
duction. Mao et al. (2018) argue that the two-
phase taxonomy-induction setup, i.e. hierarchy
detection and construction, is inherently subopti-
mal due to one-directional information flow. Their
system, TaxoRL, unifies both phases, training a
REINFORCE (Williams, 1992) agent to select and
append a child node to a pre-existing parent in
the taxonomy, which is also chosen by the agent.
DTaxa (Han et al., 2021) builds on TaxoRL with an
actor-critic approach, using a variant of the DDPG
agent instead of REINFORCE, for faster learn-
ing and better performance. TaxoRL and DTaxa
achieve competitive performance on taxonomy in-
duction benchmarks.

Both TaxoRL and DTaxa face a common draw-
back in their action representations. They treat the
selection of a term and its position in the taxonomy
as a single action, missing the ability to discern
different types of errors. For example, choosing a
child node without a parent in the tree could lead
to multiple incorrect parent choices. We argue that
adjusting action handling to better align with the
problem’s structure and semantics could enhance
taxonomy induction.

3. Methodology

We formulate taxonomy induction as an RL prob-
lem. The goal is to create a taxonomy that accu-
rately organizes a given set of terms, aligning with
the golden taxonomy. To achieve this, the model is
provided with a large background corpus, allowing
it to incorporate information about the relations of
words as features in its action representation.

3.1. Problem formulation

Taxonomy induction is formulated as a finite and
discrete Markov Decision Process (MDP) (Bellman,
1957). At the beginning of every episode, we start
with a taxonomy tree containing only a single word
(also known as a term). We expand the tree at
each time step by appending a word from the term
set as a child to one of the nodes in the tree until
all the terms are added (i.e. the end of an episode).
At each time step t, there is a set of words that are
nodes in the taxonomy tree Ut, a set of remaining
terms that are not yet part of the tree Vt and a set
of edges Et, each of which connects two nodes
in the taxonomy: Et ⊆ {(Ut × Ut)}. Furthermore,
a root node ROOTt ∈ Ut serves as the root of the
taxonomy tree. To give a concrete example of the
notion of a state, we refer to Figure 1. We follow
the standard definition in Sutton and Barto (2018)
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Figure 1: Example of an action at = (Apple Tree,
Plant), where roott = {Living}, Ut = {Living, Plant,
Animal, Carnivore, Herbivore}, Vt = {Tree, Rab-
bit, Apple Tree, Horse}, and Et = {(Plant, Living),
(Animal, Living), (Carnivore, Animal), (Herbivore,
Animal)}. After the execution of this action, roott+1

= {Living}, Ut+1 = {Living, Plant, Animal, Carni-
vore, Herbivore, Apple Tree}, Vt+1 = {Tree, Rab-
bit, Horse}, and Et+1 = {(Plant, Living), (Animal,
Living), (Carnivore, Animal), (Herbivore, Animal),
(Apple Tree, Plant)}.

and define the key elements as follows:
State The MDP contains a set of observed

states S. The state st ∈ S at any time step t
represents the taxonomy at time t, consisting of
a collection of edges Et, as well as the remaining
term set Vt. Notably, there is no need to explic-
itly include the terms that are already part of the
tree (the nodes) as they are implicitly represented
by the edges. The state is formally denoted as
st = (Et, Vt).

Action There is a set of actions A. An action at
(at ∈ A) can fall into one of two types:

• Adding a new node as a child In this case,
the action at takes the form (v, u) ∈ (Vt × Ut).
The new term v is added to the taxonomy as
a child node to u. The update to the taxonomy
at time step t+ 1 is as follows:

Ut+1 = Ut ∪ {v}, Vt+1 = Vt \ {v}
Et+1 = Et ∪ {(v, u)}, ROOTt+1 = ROOTt

• Adding a new node as root Alternatively, the
current root is the child, and a new term is
appended as its parent (resulting in the new
term becoming the new root). This action at is
represented as (ROOTt, v) where v ∈ Vt. The
common updates to set U and V at time step
t + 1 are the same as in the previous action.

The specific updates to E and ROOT are:

Et+1 = Et ∪ {(ROOTt, v)}, ROOTt+1 = v

By combining those two action possibilities, an
action takes the following form:

at ∈ (Vt × Ut) ∪ ({ROOTt} × Vt) (1)

Transition The transition from one state to an-
other is deterministic, i.e. Pr(st+1|st, at) = 1.
Thus, following the two action possibilities, the next
state is determined by the updated taxonomy:

st+1 = (Et+1, Vt+1)

Reward Similar to (Mao et al., 2018) and (Han
et al., 2021), we utilize the difference in Edge-F1 at
each time step as the deterministic reward signal.
Edge-F1 is defined in Equation 2, where E∗ is the
set of edges present in the golden taxonomy and
E is the set of edges predicted by the model. The
reward at time step t is then F t

1 − F t−1
1 .

P =
|E ∩ E∗|
|E| , R =

|E ∩ E∗|
|E∗|

F1 =
2 · P ·R
P +R

(2)

3.2. Design Architecture

To address the issue of proper credit assignment in
previous methods, we propose TaxoCritic, a single-
actor and multi-critic RL algorithm that individu-
ally evaluates both sub-actions. This approach
allows for assigning rewards (either positive or neg-
ative) to the two sub-actions independently, leading
to better credit assignments. Inspired by existing
multi-critic RL techniques (Martinez-Piazuelo et al.,
2020; Mysore et al., 2021), we integrate the idea of
multiple critics into the domain of taxonomy induc-
tion for the first time. Instead of relying on a single
critic to estimate the value of an action, our algo-
rithm incorporates two distinct critics, each dedi-
cated to one of the sub-actions and their outputs
are combined to produce the final estimate. More
precisely, one of the critics assesses the choice
of the parent node, while the other evaluates the
choice of the child node. This design allows the
sub-critics to be independent and simplifies model
optimization by backpropagating only once from
the combined action value. The actor, on the other
hand, remains undivided and determines the best
joint action to take. An overview of the TaxoCiritc
framework is illustrated in Figure 2.

3.2.1. Actor

In our method, the actor is a fully connected 2-layer
feed-forward neural network. The design of the ac-
tor architecture poses a unique challenge due to
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Figure 2: An overview of the TaxoCritic method. fa,
fc1 and fc2 represent the feature representations
(vectors) of the inputs for the actor and two critics
respectively. The actor (a two-layer fully connected
feed-forward neural network) takes the encoding
of a state as the input and outputs the policy π.
Following this policy, the environment executes a
sampled action which contains two sub-actions. As
shown on the right side, the critic network features
two sub-critics and a mixing layer. Considering
the state and two sub-actions, one critic evaluates
the child’s choice, while the other evaluates the
parent’s choice. The mixing layer combines those
results from both critics and produces the action
value q.

the dynamic nature of our action space. Unlike
agents trained for tasks like playing Atari games or
controlling robotic arms, where the number of ac-
tions remains constant throughout the task (Mnih
et al., 2015; Franceschetti et al., 2021), taxonomy
induction demands a more flexible approach. As
described in Section 3.1, the actions are defined
by the number of terms left to be added to the tree,
as well as the current nodes that are present in
the taxonomy. These quantities are dynamic and
change at each time step, making it impractical to
adopt a standard architecture where the neural net-
work takes only the state representation as input
and outputs a probability distribution over a fixed
number of possible actions. Thus, in our method,
the policy network takes the features of a possible
state-action pair (st, at) as the input, generates the
probability of taking that specific action in the given
state (i.e. Pr(at|st)). This design allows accom-
modating an arbitrary number of actions. During
the construction of a taxonomy, all possible action
pairs at the current state are fed through the net-
work, outputting a probability distribution over the
valid action space through a Softmax function.

Moreover, a challenge arises from the variability
in action semantics across different episodes. For
instance, when constructing a taxonomy for the
animal kingdom, and subsequently another one for
different kinds of mining equipment, all the actions

would have entirely different semantic meanings,
despite the action space size remaining constant.
In other words, the action corresponding to the first
output value will probably have an entirely different
interpretation in taxonomy a than in taxonomy b.
Thus, it is crucial to explicitly encode the actions
themselves, as relying on constant positions is no
longer sufficient. By using a network that incorpo-
rates action embeddings, the semantic meaning
of each action can be communicated in the Taxo-
Critic.

3.2.2. Critic

In taxonomy induction, an action is expressed as
an edge (v, u) to be added to the taxonomy graph.
An action can be split naturally into two sub-actions.
One component of the action, v, denotes the new
term that shall be added to the taxonomy as a
child node, while u denotes the parent node to con-
nect the child node. This clear division between
the two parts of the action allows us to employ
distinct critics for assessing each sub-action inde-
pendently. Therefore, in our model, the critic is
divided into two distinct sub-critics. Each of the two
sub-critics can only observe a part of the feature
space (depending on which part of the action they
focus on) and, as such, are responsible for rating
different components of the action. The outcomes
of these sub-critics are then merged with a single
feed-forward layer neural network to obtain the final
q value estimate.

3.3. Feature Representation

In taxonomy induction, both states and actions are
tuples of words. To capture the semantic features
of the words, we use the embedding of state and
action as inputs of neural networks. We gener-
ate the feature representations as in TaxoRL (Mao
et al., 2018), adapted by DTaxa (Han et al., 2021).
A syntax-level feature vector is constructed for ev-
ery possible action, consisting of eight features:
Capitalization, Endswith, Contains, LCS, LD, Nor-
malized frequency difference, and Generality differ-
ence; see Appendix A for detailed information. The
final vector is the concatenation of the embeddings
for the vectors v and u corresponding to the action,
the dependency path, and the syntax-level feature
vector. Figure 3 depicts an overview of a feature
vector for action at = (v, u).

As previously outlined in Section 3.1, a state of
the MDP has the form st = (E, V ). However, incor-
porating the remaining term set V as part of the
state feature is redundant since the action encod-
ing already encapsulates this data. Therefore, we
simplify the state representation to only E. The
edges of a taxonomy at a given time t correspond
to the taken actions since each action effectively
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Figure 3: The action feature vector at = (v, u)
concatenates the word embeddings —using GloVe
(Pennington et al., 2014)— for terms v and u, their
dependency path from the corpus, and syntactic
features into one vector.

adds a new edge to the tree. The state st is rep-
resented as the sequence of actions taken up to
t:

st = (a1, at, ..., at−1) (3)

To represent this, all action embeddings
(a1, a2, ..., at−1) are input to a single-layer Long
short-term memory (LSTM) network that combines
those values into one vector. As the model is fully
differentiable, backpropagation into the LSTM pa-
rameters is straightforward.

For all the possible actions at time step t, the
actor takes the feature representations of each
pair of state and action and concatenates them as
one feature vector input. On the other side, both
sub-critics utilize different feature vectors based
on the state and action representations. These two
vectors are similar, essentially mirroring each other.
The rationale behind this design is to ensure that
when evaluating one sub-action, no assumptions
are to be made about the other part of the action.
This leads to two changes in feature representation
compared to the one employed by the actor:

Word embeddings: Each sub-critic includes the
word vector for only the term it evaluates. Specifi-
cally, one sub-critic uses the embedding of v, and
the other uses the embedding of u.

Relational features: The dependency path and
syntax level features can no longer be used, as
they rely on knowing both words of the action. In-
stead of leaving those features out, they are modi-
fied in a way that requires knowledge of only one
term. This is achieved by summarizing the rela-
tions between the known word and all its potential
pairs. For example, if the chosen action by the
policy network is the tuple (vi, uj), then the critic
responsible for the choice of the child node would
take the relations of vi with every possible u and
average them to obtain an approximation. This av-
eraged feature is called the average shared feature
of critic 1. The average shared feature of critic 2
is constructed in a similar way, except the choice
of uj is known, and the average is taken over all
possible choices of v. A comprehensive formal
definition of the shared features for the sub-critics
is provided in Appendix B.

3.4. Training

The training of our model is done simultaneously
by training the two sub-critic networks and the pol-
icy network. Both critics are trained jointly, with the
gradient being distributed by the mixing function4.
The loss is computed using the output of the mix-
ing function, which aggregates the output values
of both sub-critics. We refer to the entire value
network (both sub-critics and the mixing layer) as
combined critic. A comprehensive outline of the
joint training algorithm is in Appendix C. All the
experiments were run on a Linux virtual machine
powered by an Intel Xeon Platinum CPU with 2
cores and 32 GB RAM. With this setup, running a
single epoch took 50-60 minutes on average. Run-
ning the full experiment up to 300 epochs took over
11 days.

4. Experimental Results

To evaluate our model’s performance and compare
it with previous methods, we conducted a series of
experiments. Our goal is to gain insights into the
characteristics, strengths, and weaknesses of the
algorithms by not only examining the final perfor-
mance metrics but also by conducting qualitative
analyses of the resulting taxonomies. We con-
ducted three analyses:

1. Ablation analysis. We conducted an ablation
analysis to evaluate specific features in our
model, focusing on their individual contribu-
tions to overall performance.

2. Performance assessment. In this experi-
ment, we evaluated the performance of our
final model, as well as two of the baseline
models —TaxoRL and DTaxa—, on a set of
taxonomy induction tasks. We compared their
results based on two evaluation metrics, ex-
amining the accuracy (i.e. edge F1 score) in
individual runs as well as the robustness (i.e.
consistency score) across different runs.

3. Credit assignment analysis. One of the moti-
vations for choosing a multi-critic approach for
our model was to improve credit assignment in
the critic. In this qualitative analysis, we show-
case how our critics have effectively learned
the behavior patterns we outlined above.

4.1. Experimental Setup

Experimental Environment In our experiments,
the dataset was split into training, validation, and

4Multiple constructions of the mixing layer have been
experimented with e.g. QMIX-like architecture (Rashid
et al., 2020). Here we only present the selected archi-
tecture with superior performance.
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test sets with a distribution of 70/15/15, correspond-
ing to 533/114/114 taxonomies respectively. Each
model was trained for 300 epochs, and the result-
ing weights were saved for subsequent qualita-
tive analysis. During an epoch, a single training
episode is executed for every taxonomy in the train-
ing set, amounting to 533 episodes per epoch. An
episode involves constructing a single taxonomy.
At the start of each episode, a set of terms is pro-
vided, and the goal is to build up a taxonomy from
said terms that match the target golden taxonomy
as closely as possible. The agent’s action interface
only allows for the extension of an already exist-
ing taxonomy, requiring at least one node (root) to
begin construction. To address this, like TaxoRL,
we chose to start each episode with a randomly
selected root node. The agent can then attach a
new root node on top of it by selecting the node
to be added as a parent and the current node as
a child. This approach is intended to improve the
model’s robustness by reducing the potential for
overfitting to a specific construction sequence for
each taxonomy as it aims to allow the model to
adapt to various starting points. All results are
averaged over multiple turns.
Hyperparameters We explored various layer sizes
and learning rates for both the actor and the critic
networks. A similar trend was observed in the
results, we therefore selected the optimal ones for
the following results. Both the critic networks and
the actor network consist of a single-neuron two-
layer and a multi-neuron first layer (with 64 and
60 hidden nodes respectively). We set a learning
rate of 5× 10−4 for the actor and 1× 10−4 for the
critic. Moreover, we employed a ReLU activation
function and the Adam optimizer (Kingma and Ba,
2014) for training. The discount factor is set to 0.95.
For more information about parameter optimization,
please refer to Appendix D.

4.2. Dataset

We used the WordNet taxonomy (Bansal et al.,
2014), also utilized by TaxoRL and DTaxa. It en-
compasses a set of 761 taxonomies sampled from
WordNet (Miller, 1995), each with a depth of three,
built up from 10-50 nodes. While this dataset
provides word sets and their corresponding tar-
get taxonomies, it does not specify the underlying
background corpus. The agent’s performance on
the benchmark is heavily influenced by this back-
ground corpus, which is essential for extracting
statistical relations among terms forming a crucial
aspect of the feature representation during train-
ing. To ensure meaningful comparisons with prior
methodologies, we opted to utilize the same back-
ground text as TaxoRL, which is an aggregation
of Wikipedia dump, the UMBC web-based corpus
(Han et al., 2013) and the One Billion Language

Modelling Benchmark (Chelba et al., 2013).

4.3. Evaluation Metrics

Edge-F1 score: Similar to Mao et al. (2018), we
first evaluate the Edge-F1 score. At the end of the
episode, once all terms are incorporated into the
taxonomy tree, the final construction is evaluated
against the gold taxonomy. A detailed explanation
of the edge score follows:

• Edge set in the constructed taxonomy: Epred

• Edge set in the gold taxonomy: Egold

• Edge precision: Pe = |Epred ∩ Egold|/|Epred|

• Edge recall: Re = |Epred ∩ Egold|/|Egold|

• Edge-F1: F1e = 2 · Pe ·Re/(Pe +Re)

Consistency scores: To assess the model’s ro-
bustness we introduce a consistency score, de-
noted as Croot, which measures the model’s ability
to converge consistently across different runs. It is
calculated as a ratio of the number of consistent
convergences where the model consistently identi-
fied the correct root Rconsistent to the total number
of experimental runs Rtotal.

Croot =
Rconsistent

Rtotal
(4)

In addition, we also introduce a ‘Consistency in
Edge Score’ Cedge, as the ratio of the number of
correct edges identified across all runs to the total
number of edges in the experiment Etotal.

Cedge =

∑totalRun
i=1 |Epredi ∩ Egold|

Etotal
(5)

4.4. Results

Experiment #1 Ablation Analysis In this experi-
ment we assess the impact of two features: sibling
embeddings and history inclusion. Sibling nodes
m and n share the same parent node, and their
embeddings are averaged and added to the fea-
ture vector of action (v, u) if sibling embeddings
are employed. The history feature encompasses a
summary of past actions in the feature vector.

Surprisingly, omitting the history representation
led to enhanced performance. We observed a
consistent pattern when testing using TaxoRL al-
gorithm. Making use of sibling embeddings, on
the other hand, positively impacts the performance.
Based on this analysis, we decided to leave out
the history representation from both our model and
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TaxoRL for the main experiment 5. The results of
this analysis can be seen in Table 1.

History
Usage

Sibling
Usage

F1 after
150 epochs

F1 after
200 epochs

No No 0.3233 0.3328
No Yes 0.3301 0.3434
Yes No 0.1649 0.1724
Yes Yes 0.2506 0.2596

Table 1: The result table showcases the Edge-F1
score of TaxoCritic model when certain features
are omitted.

Experiment #2 Accuracy Performance We
trained our model, TaxoRL, and DTaxa* 6 on the
dataset described in Section 4.2. We average the
results of each algorithm over three runs. The
training results are illustrated in Figure 4. Despite
its initial slow start, our method eventually outper-
forms TaxoRL in the experiment. The slower con-
vergence at the beginning shows a characteris-
tic difference between the two algorithms.TaxoRL
trains its policy network based on sampled returns
at each transition, yielding a noisy but unbiased
return estimate. In contrast, our agent updates
its policy network using the critic’s output, which
begins as random due to the critic’s initial random
initialization. However, once the critic’s estimates
stabilize, our policy’s convergence accelerates and
surpasses TaxoRL’s speed. The graph further illus-
trates that DTaxa* significantly outperforms both
other methods. A potential reason for DTaxa*’s
better performance is attributed to the use of an ef-
ficient actor-critic algorithm DDPG. Table 2 shows
the results of all methods after a specific number
of epochs. For additional evaluation results, see
Appendix E.

Experiment #3 Robustness Performance We
assess our model’s consistent convergence across
various runs on a randomly selected taxonomy
sample. We conducted five runs with five differ-
ent initial root words. In TaxoCritic, the correct
root was correctly identified in 3 out of 5 cases.
In the remaining two instances, other terms were
chosen as roots. Among the 55 total edges from

5Note that this analysis was run with an earlier version
of the model before it was fully optimized, therefore the
results are slightly lower than in the final experiment.

6In our effort to access the code associated with the
DTaxa paper, we made attempts to contact the authors,
but unfortunately, we did not receive a response. To
conduct our experiments, we undertook the task of recre-
ating their model to the best of our abilities, based on
the limited information provided in the paper. We refer
to this recreated model as DTaxa*. The code of DTaxa*
is also provided in our project repository.
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0.4

0.6

Number of epochs

E
dg
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TaxoCritic (ours)
TaxoRL
DTaxa*

Figure 4: The training performance comparison
graph of TaxoCritic (ours), TaxoRL, and DTaxa.
The central darker line represents the average per-
formance, while the lighter lines above and below
indicate the range of minimum and maximum val-
ues across the runs.

Model Epochs
100 200 300

TaxoRL 0.386 0.413 0.443
DTaxa* 0.571 0.643 0.664
TaxoCritic 0.349 0.421 0.459

Table 2: Edge-F1 scores on the training set perfor-
mance of the algorithms at different epochs.

the 5 runs, 31 were correctly identified. Among
the incorrect edges, a pattern emerged: 11 out of
the 24 erroneous edges had guestroom as their
parent, indicating a systematic bias in the model.
This bias is more manageable for practical use,
as domain experts can focus on potentially flawed
parts of the final taxonomy. This is especially ben-
eficial for larger and more intricate trees. While we
demonstrate this with a smaller example for clarity,
similar principles can apply to more complex do-
mains. The selected taxonomy sample and all the
resulting structures are depicted in Appendix F.

We repeated the experiment using the same tax-
onomy with the two benchmark models. DTaxa*
displayed a similar overall correctness, with 29 cor-
rect edges. However, it consistently struggled to
identify the correct root node across all 5 runs, ex-
hibiting a bias towards the term connecting room,
frequently assigning it numerous children despite it
being a leaf node in the golden taxonomy, resulting
in 11 incorrect edges featuring it as their parent.
TaxoRL achieved the lowest overall performance
by correctly identifying 26 edges. However, it con-
sistently identified the correct root in all 5 cases.
The results are summarized in Table 3. Refer to
Appendix F for the generated trees by DTaxa* and
TaxoRL.
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Model Croot Cedge
TaxoRL 1 0.47
DTaxa* 0 0.53

TaxoCritic 0.6 0.56

Table 3: Robustness Scores for the three Models.

Experiment #4 Credit Assignment The multi-
critic architecture was adopted to enhance conver-
gence speed and effective credit assignment by the
critic. This concept was demonstrated through a
hypothetical scenario where one sub-action could
be held responsible for an incorrect action (p, c)
while the other sub-action could be a suitable
choice. We examined our model’s feasibility to
exhibit this attribute by analyzing the construction
of a small example taxonomy.

Figure 5 depicts the state of the tree at the spe-
cific point of interest. In this analysis, we will look
at the sub-critic output values for potential actions
within the partial taxonomy. With V = {nursery,
day nursery, connecting room, adjoining room}, al-
lowable actions are: Each term within V can serve
as a child node, either linked to an existing taxon-
omy node (denoted in yellow and blue), or any term
from V can function as a new node, becoming the
parent of the current root node bedroom.

bedroom

motel room

child’s room

boudoir

guestroom

master bedroom dormitory

hotel room

nursery

day nursery

connecting room adjoining room

Figure 5: A simple partially constructed bedroom
hierarchy. Yellow and Blue nodes (top three rows)
denote correctly placed terms. Green and Red
nodes (bottom two rows) are yet to be placed, while
indicating their intended positions.

To analyze our approach’s ability to learn credit
assignment for sub-actions, we assess intermedi-
ate output values from two critics. To demonstrate
the credit assignment of an individual sub-action,
we focus on the average output of the child critic,
responsible for estimating the value of selecting
each potential node v in V as the child node.

In this example, selecting any of the blue terms
as a child node is beneficial due to the presence of
correct parent nodes for each of them in the tree.
However, the red node day nursery lacks a suitable
parent. We intuitively expect that the sub-critic for
choosing the child node should assign lower val-
ues to actions involving day nursery compared to
others. We therefore investigate the intermediate

values assigned by the term-choice critic for each
possible action. There are 8 potential parents for
each child candidate term. Table 4 displays the
average action values for every possible child can-
didate. Notably, day nursery has the lowest value
of -5.14, while the average for green terms (with
valid parents) is -4.32. This observation indicates
that our critic prioritizes the green nodes as poten-
tial children, aligning with expectations. Meanwhile,
since day nursery cannot be properly attached to
any existing nodes, the critic assigns it a lower
rating. For a similar analysis of the parent node
selection, please refer to Appendix G, where we
observe a similar trend.

This analysis demonstrates that our multi-critic
algorithm is correctly assigning the blame when
one sub-action is primarily responsible for the
choice of incorrect action, without penalizing sub-
actions that are conceptually correct but fail due
to the wrong choice of the other sub-action. This
property contributes to maintaining consistent ac-
tion value estimates during training.

Terms Action value
nursery -3.72
connecting room -4.76
adjoining room -4.47
day nursery -5.14

Table 4: Inverted action values show the critic’s
rating of each node’s suitability as a child.

5. Conclusion

In this paper, we introduce TaxoCritic, a deep Rein-
forcement Learning-based approach for taxonomy
induction that utilizes a multi-critic algorithm. Unlike
previous methods treating all actions as indepen-
dent, TaxoCritic divides actions into two distinct
sub-parts, each assigned to its own critic. This
framework enhances credit assignment by accu-
rately attributing blame to the responsible action
component in case of errors. While our approach
did not surpass all baselines in learning perfor-
mance, the enhanced credit assignment analysis
and overall robustness performance highlight the
potential of multi-critic strategies for taxonomy in-
duction. In conclusion, we believe that our method
can serve as a good foundation for further research
on applying deep RL techniques to taxonomy in-
duction in a promising direction. Further, we en-
courage the research community to explore inte-
grating taxonomy induction methods into the linked
data ecosystem to improve knowledge represen-
tation. This effort should ensure that the resulting
structures are interoperable, semantically rich, and
could be easily integrated into existing datasets.
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6. Limitations

We anticipated that the critics in our methodology
would easily adapt to their more constrained role
and would be able to work together efficiently, and
our credit assignment analysis confirmed this ex-
pectation as the critics effectively identified correct
and incorrect sub-actions, a promising outcome.
However, this success did not translate proportion-
ally to overall performance. Despite outperforming
TaxoRL, our model’s performance was notably in-
ferior to DTaxa*, a single-critic method. This is
an unexpected outcome considering that both sub-
critics performed as intended. Trying to pinpoint
the reasons behind this performance deficit might
be an interesting follow-up research. We also pro-
pose exploring the impact of employing an alter-
native mixing function to effectively merge insights
from the sub-critics for the final value. In addi-
tion, although we follow the existing works to use
the WordNet taxonomy for evaluation which has a
depth limited to three, exploring our method’s gen-
eralizability on datasets with varied depth levels
would be an intriguing direction.

Ethics Statement

Our data are taken from publicly available sources.
For this reason, we do not expect that there are
ethical issues or conflicts of interest in our work.
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A. Actors’s Features

In Table 5, we list a detailed description of the features utilized by the Actor.

Table 5: Features and Descriptions

Features Description

Capitalization Whether any (or both) of the words are capitalized.
Endswith If the second word ends with the first word (for example, for the

pair (bear, polar bear), this would fire.)
Contains If the second word contains the first word.
Suffix match The number of matching trailing letters.
LCS The length of the longest continuous substring contained by

both words.
LD Length difference between the words. 10 ∗ |w1|−|w2|

|w1|+|w2|
Normalized frequency difference The ratio between the frequency of pair (v, u) and the most

frequent parent of v, u′: freq(v,u)
maxu′ freq(v,u′) .

Generality difference The generality g(v) of term v is the logarithm of the number of
its distinct hyponyms. The generality difference of the pair (v, u)
is defined as g(u)− g(v).

B. Sub-critics’ Features

In this appendix section, Figures 6 and 7 illustrates how the features outlined in Equation 6 are used by
the two sub-critics. The shared features for the sub-critics as mentioned in Section 3.2.2 are defined as:

f(v, u) : dependency path and syntax features of the term pair (v, u)
fc1(v) : The average shared feature of critic 1, where the child is v.
The mean is taken of all feature vectors with v as child.
fc2(u) : The average shared feature of critic 2, where the parent is u.
The mean is taken of all feature vectors with u as parent.

fc1(v) =

∑
u∈U f(v, u)

|U |

fc2(u) =

∑
v∈V f(v, u)

|V |

(6)

Critic 1

Vb Vb

Vb

Vb

U1

U2

Um

Average shared
features

U1

U2

Um

Action Chosen: UaVb

Average

Figure 6: Shared feature summary of sub-critic 1. This sub-critic is only aware of the choice of the child
term. To obtain the dependency path and syntax level features, it takes the features with all possible
parent terms, then averages them.
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UaV1

V2

Vn

V1

V2

Vn

Ua

Ua

Ua

Critic 2

Average shared
features

Action Chosen: UaVb

Average

Figure 7: Shared feature summary of sub-critic 2. This sub-critic is only aware of the choice of the parent
term. To obtain the dependency path and syntax level features, it takes the features with all possible child
terms, then averages them.

B.1. Network architecture

The value network is built up of three distinct parts. This is illustrated in Figure 8. There is one network for
both critics. Those share the same architecture, with two fully connected layers and a ReLU in between.
The input vector contains a word embedding (the embedding of v in the case of critic1 and the embedding
of u in the case of critic2), the appropriate average shared features, and the state representation. The
input size is 140. The first fully connected layer consists of 64 neurons, while the second layer is just a
single neuron. The output is interpreted as the value of the sub-action. The last part of the critic is the
mixing layer. It is a simple, single-layer feed-forward neural network that takes the two sub-action values
and combines them into the final action value. We experimented with different mixing functions, most
notably a QMIX-like architecture (Rashid et al., 2020), but we found a simple fully-connected layer to be
more performant.

Fully connected
60 units

ReLU

Fully connected
1 unit

Fully connected
60 units

ReLU

Fully connected
1 unit

Embedding v Embedding uState
embedding

Average shared
features child

State
embedding

Average shared
features parent

q(a1) q(a2)

Fully connected
2 units

q(v, u)

Critic1 Critic2

Mixing layer

Figure 8: The architecture of the critic. q(v, u) is the action-value of the action (v, u), and q(ai) is the
value of sub-action i.

C. TaxoCritic Training Algorithm

Algorithm 1 describes the joint training process of the agent in detail. The two critics are trained jointly,
with the gradient being distributed by the mixing function. The loss is calculated based on the output of
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the mixing function, that combines the output values of both sub-critics. In the pseudo-code below we
refer to the entire value network (both sub-critics and the mixing layer) as combined critic.

DEFINITIONS;
D : Training dataset;
αc, αa : Critic and actor learning rate;
γ : Rewards discount rate;
τ : Target update rate;
µ : Actor parameters;
θ, θ′ : Combined critic and combined critic target parameters;
π, q : Policy and value functions;
s, r : State and reward representations;
buff: Replay buffer;
INITIALIZATION;
buff← ∅;
Initialize θ, µ randomly;
θ′ ← θ;
for (V,U,E) ∈ D; // For each taxonomy in the training set.
do

while |V | > 0; // Repeat until the remaining term set is empty
do

A = (V × U) ∪ ({ROOT} × V ); // ’A’ is the set of all actions.
LP ← {πµ(s, a) for all a ∈ A}; // ’LP’ is the vector of log probabilities of all
actions.

(v, u)← sample(Softmax(LP)); // Sample action
V ← V \ {v}; // Update the taxonomy with the selected action
U ← U ∪ {v};
E ← E ∪ {(v, u)};
buff.add(s, (v, u), r, s′); // Add (state, action, reward, next state) to buffer

end
; // After the episode ends train on all transitions.
for (s, a, r, s′) ∈ buff; // For each transition in buffer
do

target = r + γqθ′(s′, a); // Calculate the critic target
Lc = (target− qθ(s, a))

2; // Combined critic loss
La = ln(πµ(s, a)) · qθ(s, a); // Actor loss
θ ← θ + αc ∗ ∇θLc; // Updating the parameters
µ← µ+ αa ∗ ∇µLa;

end
θ′ ← τ · θ + (1− τ) · θ′; // Updating target params
buff← ∅;

end
Algorithm 1: Joint training of the actor and the combined critic

D. Hyperparameters

D.1. Learning Rate

Specifically, we conducted experiments to determine the optimal learning rate pairs for both the actor and
critic networks. The outcomes of this analysis are detailed in Table 6.

D.2. Path LSTM Dimensions

The path LSTM is an important part of the model, as it is responsible for summarizing the information about
the relation of two words into a fixed-size representation.The dimension of this LSTM layer significantly
affects the final performance. To determine the optimal dimensionality, we conducted an experiment, and
the results are presented in Table 7.
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Learning Rate Edge-F1
Actor Critic (150 epochs)

1× 10−4 1× 10−4 0.2816
5× 10−4 1× 10−4 0.3301
1× 10−3 1× 10−4 0.2041

Table 6: Results of learning rate analysis for the TaxoCritic model

Path LSTM
Dimension

Edge-F1
at 150 epochs

Edge-F1
at 200 epochs

60 0.3301 0.3434
128 0.3353 0.3354
256 0.3208 0.3303

Table 7: Performance analysis of the TaxoCritic model with different path LSTM dimensions.

E. Additional Experimental Results

Results on the evaluation set are reported in Table 8, while the edge training results are reported in
Table 9.

Model Epochs
100 150 200 250 300

TaxoRL 0.063 0.066 0.069 0.068 0.065
DTaxa* 0.065 0.063 0.067 0.068 0.053
TaxoCritic 0.063 0.062 0.062 0.067 0.058

Table 8: The Edge-F1 score on the evaluation set performance of the of all three models, TaxoRL, DTaxa*,
and TaxoCritic after given number of epochs.

F. Robustness Results

F.1. TaxoCritic Robustness

Figure 9 illustrates the example taxonomy. While Figure 10 shows the tree generated by TaxoCritic to
evaluate the robustness.

bedroom

motel room

child’s room

boudoir

guestroom

master bedroom dormitory

hotel room

nursery

day nursery

connecting room adjoining room

Figure 9: The example taxonomy.
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Model Edge
Precision

Edge
Recall

Edge
F1

TaxoRL 0.23 0.427 0.299
DTaxa* 0.55 0.662 0.601

TaxoCritic 0.321 0.443 0.372

Table 9: Final precision, recall, and F1 scores after training of all three models, TaxoRL, DTaxa*, and
TaxoCritic.
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Figure 10: Trees generated by our model to evaluate TaxoCritic’s robustness. Red arrows indicate
incorrect edges, while black edges represent correct ones.

F.2. DTaxa* Robustness

Figure 11 shows the taxonomy trees generated by DTaxa* during the robustness analysis. Only three
different trees were generated, two of the trees occurring twice each.
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Figure 11: The trees generated by DTaxa* in five attempts, with two trees produced twice. Incorrect
edges are indicated by red arrows, while the black edges represent correct identifications.

F.3. TaxoRL Robustness

Figure 12 shows the taxonomy trees generated by TaxoRL during the robustness analysis. Only three
different trees were generated, with the first one occurring three times.

G. Credit Assignment Analysis

Referring to Figure 5, we notice that only selecting one of the blue nodes (child’s room, hotel room) as
parents leads to a correct action, as none of the yellow terms can be a parent to any of the potential
children. Thus, we anticipate the blue terms to have a higher action values than the yellow ones. Table
10 displays the values of the parent candidates. The average value of the incorrect parent candidates
(yellow) is -6.92, while the average value of the correct parent choices (blue) is -4.04. Once again, we
observe the same phenomenon as earlier: the sub-critic effectively prioritizes choices that are meaningful
independently, even without specific information about the other component of the action (i.e., the choice
of child in this case).

bedroom boudoir motel room guestroom
Action value -5.76 -4.87 -5.87 -5.24

master bedroom dormetry child’s room hotel room
Action value -9.00 -10.76 -4.71 -3.37

Table 10: This table shows the inverse actions values of choosing each of the nodes as the parent
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Figure 12: The trees generated by TaxoRL in five attempts, with the first tree occurring three times.
Incorrect edges are highlighted by red arrows, while the black edges indicate correct identifications.
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Abstract
This paper presents the methodology and outcomes of a Named Entity Recognition and Linking multilingual news
benchmark that leverages both Deep learning approaches by using a fine-tuned transformer model to detect
mentions of persons, locations and organisations in text, and Linguistic Linked Open Data, through the use of
Wikidata to disambiguate mentions and link them to ontology entries. It shows all the advantages of combining
both approaches, not only for building the benchmark but also for fine-tuning detection models. We also insist on
several perspectives of research to improve the accuracy of a combining system and go further on leveraging the
complementary approaches.
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1. Introduction

Named entity recognition (NER), disambiguation,
and linking (abusively dubbed as Named Entity
Linking or NEL) represent a trio of critical tasks
within the field of natural language processing
(NLP). These tasks are concerned with the extrac-
tion and classification of specific references from
text, including but not limited to individuals, orga-
nizations, geographical locations, and other entity
mentions such as dates and emails.

Following the progress in natural language pro-
cessing, the current state-of-the-art systems are all
based on deep learning systems, especially based
on the Transformer architecture generating pre-
trained models then fine-tuned for the task. But it
appears that these systems, used alone, still strug-
gle when context is sparse or noisy or far from the
training data characteristics. For example, in the
last Multilingual Complex Named Entity Recogni-
tion competition (SemEval 2023 (SemEval 2023
task 2: MultiCoNER II), the winning system does
not only leverage these pre-trained contextual mod-
els, but also multilingual lexical knowledge bases,
namely Wikipedia and Wikidata, especially to dis-
ambiguate and link mentions of named entities to
knowledge bases entries. The combination con-
sists in this case in creating sentence embeddings
from Wikipedia instances linked to title entries, re-
trieve the most similar contexts to the one to anno-
tate (semantic search) and then feed a Conditional
Random Field (CRF) to generate the token anno-
tation. In the same vein, current cutting edge sys-
tems (e.g. Wikineural) combine pre-trained models
with fine-tuning from silver-annotated versions of

Wikipedia mentions of Named Entities.
Additionally, and surprisingly provided that NER

and NEL tasks are on the table for dozen of years,
if several reputed benchmarks exist for NER eval-
uation, NEL evaluation benchmark are still far be-
hind, even if a recent work has proposed a silver
dataset (ie a dataset without human validation) from
Wikipedia ((Kubeša and Straka, 2023a)). In this
context, this paper will provide some insights of the
advantages and current limitations of a combination
of Deep Learning (DL) systems and Linked Open
Data (LOD) knowledge bases, from an experiment
aiming to design and compile a new NER and NEL
benchmark, created specifically for the purpose of
evaluating any system of NER/NEL on Multilingual
news textual data.

The paper is further divided into three parts: the
first part presents the existing systems for NER And
NEL and give some key characteristics of these sys-
tems, insisting on the new trend of combining Deep
learning systems and Linked Open Ontologies and
Lexicons. The second part details the methodology
and steps followed to construct this dataset as well
as key figures on it. The third and conclusive part
presents our insights from this experiment on the
DL - LOD combination and some perspectives to
push it even further.

2. Named Entity Recognition and
Linking State-of-The-Art

This section presents the current SOTA models for
NER and NEL, and then the most used knowledge
bases available.
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2.1. Deep learning language Models
In this section, we highlight some key characteris-
tics of State-of-the-Art (SOTA) language models for
NER and NEL, in the context of the Europe Media
Monitor (EMM) we intend to apply them to. SOTA
systems for NER/NEL - as all computational linguis-
tic tasks - all rely on embedding representation and
pre-trained language models (LM). Several com-
peting LMs with desired features (multilinguality,
open source, SOTA on relevant benchmarks) are
available. To name the most prominent ones:

• XLM-Roberta-large (XLM-R) (Conneau et al.,
2019a): this transformer-based masked lan-
guage model is the base model for multilingual
computational tasks. It was trained on one hun-
dred languages, using more than two terabytes
of filtered CommonCrawl data. This model out-
performed one of the first multilingual model,
multilingual BERT (mBERT) (Devlin et al.,
2019). The XLM-R model is still present in
leaderboards as a base (see e.g. XTREME
benchmark, (Hu et al., 2020), and TNER list
of fine-tuned Roberta models (TNER list of
fine-tuned models)). These models have been
fine-tuned on several datasets, as in WikiNEu-
Ral (Tedeschi et al., 2021c), which combines
a multilingual lexical knowledge base (i.e., Ba-
belNet) and transformer-based architectures
(i.e., mBERT) to produce high-quality annota-
tions for multilingual NER. An mBERT model
fine-tuned on this silver dataset reach an over-
all accuracy of 0.80.

• New SOTA multilingual models: these mod-
els exhibit strong performance on multilingual
tasks and should be considered as swiss-knife
pre-trained models. These next-generation
transformer models add new tasks during the
pre-training steps and evaluation leaderboards
show that they enable to gain additional qual-
ity. Among them Turing ULR v6, (Patra et al.,
2022a) adds a new task at the pre-training
step, called cross-lingual contrast (XLCO). The
goal of XLCO is to maximize mutual informa-
tion between the representations of parallel
sentences c1 and c2, i.e., I(c1, c2). It lever-
ages this new task by creating multi bi-texts.
VECO 2.0, (Zhang et al., 2023a), is the most
recent SOTA model on the XTREME bench-
mark, going a step further by aligning not only
sentence but also tokens of the bitexts.

• SOTA Models specific to NER/NEL: these
specialised models are the winners of the
most recent NER/NEL competitions (se-
mEval 2022 task 11: and semEval 2023
task 2:): mLUKE, (Ri et al., 2021a) built on
XML-RoBERTa, and additionally trained on

24 languages with entity representations
taken from Wikipedia. The model consistently
outperforms word-based pre-trained models in
various crosslingual transfer tasks. KB-NER,
(Wang et al., 2022a) multilingual knowledge
base based on Wikipedia to provide related
context information to the named entity recog-
nition (NER) model. Given an input sentence,
the system retrieves related contexts from
the knowledge base. The original input
sentences are then augmented with such
context information, allowing significantly
better contextualized token representations to
be captured. Winner on 10 over 13 subtasks
(semEval 2022 task 11). in the same vein
and a similar architecture, U-RaNER won the
semEval 2023 competition:Github repo.

As can be seen from on-going competition, es-
pecially to adapt the systems to more complex
named entities, new domains and low-resourced
languages, even if NER and NEL have now a long
trail of research, there are still ways to improve the
systems. The last winners of the Multiconer com-
petition show that the main avenue to improve the
current systems is to combine the pre-trained trans-
former models with external knowledge bases, in
two main ways:

• by using directly available structured knowl-
edge bases, i.e. Wikidata, especially the fea-
ture linking entries to their mention variants,
directly at the recognition stage,

• by fine-tuning a secondary transformer model
from a textual knowledge base (Wikipedia be-
ing the most used) and use it as a complemen-
tary resource if the pre-trained model needs
additional context information to detect men-
tions.

2.2. Named Entity Linking Knowledge
bases

We list here the main existing evaluation datasets
again keeping in mind the multilingual and genre
features.

• Mewsli-9 (Botha et al., 2020): this dataset
contains manually labelled WikiNews articles
in 9 different languages. New formulation
for multilingual entity linking, where language-
specific mentions resolve to a language-
agnostic Knowledge Base. A dual encoder
was trained in this new setting, building on
prior work with improved feature representa-
tion, negative mining, and an auxiliary entity-
pairing task, to obtain a single entity retrieval
model that covers 100+ languages and 20 mil-
lion entities. The model outperforms state-of-
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the-art results from a far more limited cross-
lingual linking task. Rare entities and low-
resource languages pose challenges at this
large-scale.

• Mewsli-X (Ruder et al., 2021a): Mewsli-X is
a multilingual dataset of entity mentions ap-
pearing in WikiNews and Wikipedia articles,
that have been automatically linked to Wiki-
Data entries. The primary use case is to eval-
uate transfer-learning in the zero-shot cross-
lingual setting of the XTREME-R benchmark
suite: fine-tune a pre-trained model on English
Wikipedia examples; evaluate on WikiNews in
other languages — given an entity mention in
a WikiNews article, retrieve the correct entity
from the predefined candidate set by means
of its textual description. Mewsli-X constitutes
a doubly zero-shot task by construction: at
test time, a model has to contend with different
languages and a different set of entities from
those observed during fine-tuning.

• DaMuEL (Kubeša and Straka, 2023b): a large
Multilingual Dataset for Entity Linking contain-
ing data in 53 languages. DaMuEL consists
of two components: a knowledge base that
contains language-agnostic information about
entities, including their claims from Wikidata
and named entity types (PER, ORG, LOC,
EVENT, BRAND, WORK-OF-ART, MANUFAC-
TURED); and Wikipedia texts with entity men-
tions linked to the knowledge base, along with
language-specific text from Wikidata such as
labels, aliases, and descriptions, stored sepa-
rately for each language.

As a matter of fact, even for multipurpose evalu-
ation for LLMs, the WIKIANN benchmark remains
the de facto standard for multilingual evaluation of
core Named Entities, but it is exclusively built from
Wikipedia and is known to contain a lot of errors.
But, with Mewsli-9 and -X and DaMuEL, new silver
standard datasets are built from a combination of
DL models and existing Knowledge bases, namely
Wikipedia, Wikinews and, as an aggregating KB,
Wikidata. This combination of both approaches has
the merit of enabling the building of large datasets
that in turn can be used to fine-tune DL models.
As an inspiration, we will use the DaMUEL dataset
that has been built from Wikipedia, by applying a
similar method to its news counterpart, Wikinews.
We will detail the methodology after a presenta-
tion of State-of-The-Art models for NER and NEL.
That will enable also to support the need of a new
Multilingual News dataset.

3. WiNNL (WikiNews Named entity
recognition and Linking)

This section introduces WiNNL (WikiNews Named
entity recognition and Linking), a new multilingual
NER & NEL benchmark based on Wikinews arti-
cles. Wikinews, a free-content news source from
Wikimedia Foundation, provides a rich and diverse
environment for creating a realistic benchmark as it
incorporates a wide range of topics and languages.
Our benchmark, which for now encompasses 11
European languages, aims to provide a rigorous
evaluation framework for multilingual NER/NEL sys-
tems. It also facilitates an understanding of how
these models perform across different languages
on the specific domain of news articles.

Our approach is inspired by the DaMuEL
Wikipedia based benchmark (Kubeša and Straka,
2023b). In this work, the authors describe a pipeline
to convert Wikipedia articles by detecting entity
types using Wikidata and propagating mentions
throughout the article.

3.1. Existing Benchmarks

Within the Joint research Center (JRC) Text and
Data Mining Unit, we are facing the challenge of
detecting and linking named entities within a live
stream of retrieved news articles from more than 80
languages. Our main interest is to detect Persons,
Locations and Organisations, as well as temporal
information. The linguistic processing chain already
includes a NER and NEL dictionary and rule-based
system, setup and maintained for more than two
decades, and we are in the phase of renewing it
with more accurate systems based on Deep learn-
ing architectures and pre-trained language models.
The first step is to evaluate such state-of-the-art
models and the current system towards a bench-
mark tailored to our needs and constraints, as de-
fined above.

In the core named entities recognition task, the
WIKIANN dataset is the most used silver standard,
especially in multilingual settings (see XTREME
benchmark for example), but it does not correspond
to news style and its low quality is often highlighted.
Apart from the SlavNER dataset that enables to
evaluate slavic languages, all the other datasets
are more interesting for specific Named Entities or
difficult cases (e.g. MultiCoNER 1 and 2). As a
result, there is a strong need for developing a gold
standard for multilingual news genre.
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Figure 1: Named Entity Linking illustration (Wikipedia page)

3.2. Methodology to setup the
Multilingual News dataset

Dataset design

WiNNL’s annotation scheme prioritises three core
categories of entities: PER, ORG and LOC. These
categories refer to person names, organisations
and geographical locations, respectively. We opt
for a word-level annotation scheme, where a word
can be tagged as being the beginning of an entity,
inside of an entity mention or outside of any annota-
tion. This is indicated by Inside-Outside-Beginning
(IOB) tags, where the prefix I- or B- is attached to
the type (PER, ORG or LOC) of the entity for each
word (Ramshaw and Marcus, 1999).

Data collection process

The process of collecting and cleaning our multilin-
gual NER/L dataset is initiated by downloading the
HTML of articles from Wikinews. This source was
chosen due to its extensive cross-linguistic cover-
age and the rich network of interlinked entities it
contains. In Wikinews, authors of articles generally
tag each first occurrence of a named entity with
their respective Wikipedia page. These links are
denoted as <a> tags with the class extiw in HTML.
From the Wikipedia page we extract the unambigu-
ous QID of the entity, that uniquely identifies the

item in Wikidata across all languages.
The next step in the pipeline involves the clas-

sification of these entity QID’s. This is achieved
through a SPARQL query against a local instance
of the Wikidata dataset, based on the simplified
qEndpoint (Willerval et al., 2022). Entries classes
in Wikidata are organised as a graph, where each
instance belongs to one or more classes and each
class has one or more superclasses. The query
seeks to traverse the superclasses of a Wikidata
instance until one of several predetermined base
types is encountered, or until a defined depth limit is
reached. This mechanism allows us to categorise
and detect only entities of the types we are inter-
ested in.

Following the classification of entities, the system
then maps all aliases of the entity that are found on
Wikidata to the QID of the entity type. These aliases
serve as additional textual representations of the
entities and are crucial for detecting all possible
mentions. These steps of resolving the type of
entity based on a Wikipedia link are illustrated in
Figure 2.

The final stage of the data collection pipeline in-
volves propagating the entity links throughout the
article, using the knowledge base generated by the
Link resolver. This stage is illustrated with an ex-
ample in Figure 3. The system scans through all
n-grams of the article text and creates offset-based
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Figure 2: Example of how the link resolving pipeline builds or extends a mapping from aliases to entity
types, in this case based on a link to a First Lady of the United States. Once the unambiguous QID is
found, the resolver will iteratively go through the levels of parent entity classes until a parent is found that
is present in the base QID mapping. In this case Q5 (human) is found in the parent QIDs and so the
aliases of the lady are mapped to “PER”.

annotations for each combination of n-grams that
matches one of the recognised aliases. This pro-
cess aims to ensure that all potential mentions of
the entities are captured and annotated with the
correct type and QID.The combination of the arti-
cle content stripped of HTML tags and the list of
annotations is represented with the Article class.

Post-processing

To render the scraped data suitable for evaluation,
the articles must be segmented into sentences
and annotated with Inside-Outside-Beginning (IOB)
tags. Sentence termination is identified using the
multilingual spaCy sentence model (Honnibal and
Montani, 2017). To optimise the dataset’s size and
enhance its usability, consecutive newline charac-
ters are compacted into a single white-space.

Subsequently, all sentences devoid of any
named entity are eliminated. The remaining data
is validated through a multilingual language model,
specifically fine-tuned for Named Entity Recogni-
tion (NER). For this version of the dataset, we used
distilbert-base-multilingual-cased-ner-hrl (Adelani,
2024). This NER finetuned version of distilbert
has been trained on news data for several high
resource languages. If the system-generated tags
coincide with the model, the sentence is retained.

By contrast, sentences for which our system yields
fewer or different annotations than the model are
discarded. Formally, for every sentence x com-
prised of n tokens x1, ..., xn, we evaluate the anno-
tation (i.e., a named entity tag) yi produced by our
method for each token xi against the one predicted
by the auxiliary language model, ŷi. We retain
the sentence if at least one annotation yi ̸= O is
present, and every yi ̸= O possesses the same
annotation as the corresponding ŷi. This procedure
culminates in an enhanced precision of our annota-
tions, as they are validated through this ensemble
approach. These measures effectively reduce the
volume of the collected data to approximately 0.4
to 2% of the initial scraped content, the percentage
varying according to the language.

Each retained sentence is then tokenised, dur-
ing which every token’s annotation type and Wiki-
data ID (QID) are encoded in IOB format. The
final dataset comprises items with the following
attributes: the original sentence, the sentence to-
kens, IOB-NER tags for each token, IOB-QID tags,
the sentence language, and the complete URL of
the source article. The steps of this pipeline are
illustrated in Figure 4.
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Figure 3: Illustration of the mention detection algorithm of the automatic Annotator used in WINLL with a
window size of 4.

Figure 4: The post-processing pipeline used for
WINLL.

Human validation

In the final phase of data preparation, we instituted
a rigorous quality control process to ensure the ac-
curacy of our annotations. This process involved
manual verification of annotated sentences by na-
tive speakers corresponding to each language in
the study. These evaluators were selected from a
pool of international research trainees at the Euro-

pean Joint Research Centre, who volunteered to
help with the project. A locally hosted instance of
the INCEpTION annotation tool was employed for
this verification process (Klie et al., 2018). The eval-
uators were instructed to modify only those NER
tags that were inaccurately assigned and to delete
sentences with erroneous entity links entirely in
order to streamline the verification process.

4. Results and Evaluation of DL
models on the benchmark

In this section, we provide a comprehensive
overview of the Multilingual Wikinews NER/L
dataset, denoted as WiNNL v1. The current version
of the dataset encompasses 11 predominantly Eu-
ropean languages, namely Dutch, English, French,
German, Swedish, Spanish, Portuguese, Italian,
Greek, Polish, and Russian. Table 1 provides de-
tailed statistics on the number of unique articles
parsed, the count of sentences, tokens, and entities
pertaining to each language.

Subsequently, we juxtaposed the outcomes
of human validation against the original system-
generated annotations. For each language, preci-
sion, recall, and F1 scores were computed, utilis-
ing the validated tags as the ground-truth. We use
span-based metrics as opposed to token-based,
as for our downstream purpose it is more useful to
evaluate with metrics at a full named-entity level.
This project makes use of the SemEval 2013-9.1
based evaluation library “nervaluate” (Batista and
Upson, 2020). The results of this comparative anal-
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Language Articles Sentences Entities Tokens Med. length
German (de) 482 1000 1551 21222 119
English (en) 431 1000 1740 27037 126
Dutch (nl) 720 1500 2150 31584 112
Polish (pl) 1035 1606 2148 30615 101
Italian (it) 636 1155 1755 36669 150
Spanish (es) 319 615 1035 20503 160
Portuguese (pt) 342 539 695 14904 129
French (fr) 607 989 1661 34902 154
Russian (ru) 428 720 904 15371 104
Swedish (sv) 465 758 1024 139960 111
Greek (el) 348 520 716 13701 134

Table 1: Number of parsed articles, sentences, named entities, tokens and the median length in characters
for the data in each language.

ysis are depicted in Table 2.
Finally, we evaluated the performance of three

cutting-edge models on our dataset and compared
the outcomes against other prevalent multilingual
NER and NEL benchmarks. Our primary focus was
to discern the impact of limiting the scope solely
to sentences within the news domain on the per-
formance of widely-used models. The findings of
these named-entity level assessments are delin-
eated in Table 3.

5. Conclusion and Perspectives

Based on the evaluations presented in Section 4,
we conclude that the scraper pipeline has an av-
erage precision of .942, and an average recall of
.917.

Although the ensemble system correctly identi-
fies a significant portion of named entities, there
are instances where it may fail to detect some enti-
ties. This shows that there is still need for a human
correction step. For future iterations, we propose
the use of more rigorous checking mechanisms
by leveraging specific language models for each
language.

Analysis of the human validation points to the
system being most accurate for PER entities. A
noteworthy observation by the human validators
is the occasional tagging of common words that
do not typically refer to named entities. This oc-
curs in Wikinews articles when the context makes
it clear what the common name refers to. An exam-
ple is the term “the forest”, which could be linked
to the Amazon Rainforest. To address this issue,
we could implement stricter language model agree-
ment checking. However, it is important to note
that such a measure may also lead to a decrease
in recall, as it might fail to identify some legitimate
and linked named entities that the language model
does not detect.

Therefore, the challenge lies in striking a balance

between improving the precision of the NER system
and maintaining, or potentially enhancing, its recall.
This delicate balance will be our focus in the further
development and refinement of the system.

Another consideration is the language support
of Wikinews. Version 1 of WiNLL includes only
11 languages, with the main reason being the dif-
ficulty of scraping high quality tagged sentences
for the other languages. For example, in the Rus-
sian language almost none of the named entities
are tagged in articles. This increases the amount
of articles the scraper must download, and in turn
also the network overhead, to achieve a sufficiently
large dataset.

In future work, the scraping pipeline could be
adapted to work with other news sources, such
as Voxeurop or any open sourced news website.
This would involve the creation of a more elaborate
interface between arbitrary HTML page sources
and Wikidata objects. This will also imply to use a
language model to detect the mentions, than feed
the results to our pipeline and then validate the
projection and linking. This will enable to see the
added-value of the language model for entity men-
tion detection and entity linking. In that scenario,
another open questions arise and notably how to
add new recognized entities to the Wikidata reposi-
tory?

As a global conclusion, as has been shown here,
to build our benchmark, we combined human anno-
tation, Deep learning language models and Knowl-
edge bases. The main outcome here is a bench-
mark that can be considered a quasi-gold standard,
as it has been manually curated at the end of the
process. In turn, the dataset can then be used to
fine-tune a model for a specific genre (here news)
and specific languages and thus create a SOTA
model. As shown, the human validation is quite
light, as it consists mainly in validating or invalidat-
ing the data already recognized by the KB and/or
validated by the DL model.
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Language Prec. Rec. F1 LOC ORG PER
German (de) .986 .909 .947 .922 .929 .983
English (en) .956 .938 .947 .931 .951 .956
Dutch (nl) .936 .906 .921 .912 .869 .975
Italian (it) .986 .907 .945 .882 .945 .968
Spanish (es) .944 .944 .943 .884 .941 .975
Portuguese (pt) .965 .936 .950 .958 .927 .965
French (fr) .879 .870 .875 .813 .826 .944
Greek (el) .885 .925 .905 .935 .842 .989

Table 2: Comparison of the accuracy of the system generated tags for each language, based on the
human-validated samples. F1 scores for each specific tag are given on the right. All metrics calculated on
named-entity level. Mean F1=.927.

Dataset Model de en nl pl it es pt fr ru sv el
WikiANN XLM-Roberta .354 .373 .325 .272 .275 .273 .317 .345 .048 .223 .024

wikineural .715 .554 .716 .758 .696 .671 .628 .688 .361 .733 .661
distilbert .657 .521 .653 .694 .584 .589 .549 .542 .331 .715 .505

UNER XLM-Roberta .496 .497 - - - - .404 - .081 .418 -
wikineural .771 .808 - - - - .838 - .687 .839 -
distilbert .816 .809 - - - - .847 - .714 .865 -
WiNNL-model .762 .772 - - - - .804 - .670 .821 -

WiNNL XLM-Roberta .584 .561 .561 .297* .388 .449 .415 .409 .066* .543* .071
wikineural .835 .827 .843 .759* .753 .884 .875 .835 .785* .876* .724
distilbert .828 .810 .851 .756* .787 .878 .875 .839 .816* .883* .712

Table 3: Named-entity span level F1 scores of wikineural, distilbert-cased and XLM-Roberta on the
WikiANN, UNER and WiNNL NER benchmarks. Scores indicated with ⋆ are not validated by humans. We
also evaluated the UNER benchmark with a multilingual distilbert model finetuned on our human validated
WiNNL dataset (WiNNL-model).

In the next version of the benchmark-building
system, for the remaining languages, as we don’t
have enough human annotated data sources, we
will rely on a SOTA language model to first annotate
mentions and then the propagation of mentions
will be ensured by the KB mentions feature. That
will open other questions, the way around, on the
added-value of DL for updating KB.
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Abstract
Considering the increasing applications of Large Language Models (LLMs) to many natural language tasks, this
paper presents preliminary findings on developing a verification component for detecting hallucinations of an LLM
that produces SPARQL queries from natural language questions. We suggest a logic-based deductive verification of
the generated SPARQL query by checking if the original NL question’s deep semantic representation entails the
SPARQL’s semantic representation.
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1. Introduction

This paper reports the preliminary results of devel-
oping a verification component of a chat-like inter-
face for chemists interested in retrieving informa-
tion about chemical compounds from a knowledge
graph (KG) like Wikidata or PubChem.1

In Section 2, we briefly presented our pipeline
and how questions formulated in English as the Ex-
ample (1-a) are translated to the SPARQL queries
as the one presented in Listing 1 using an LLM like
GPT-4 (OpenAI, 2023) or LLAMA-2-70b 2. How-
ever, our focus in this paper is not on the SPARQL
generation nor the correctness of the answer pro-
vided by the Knowledge Graph for the SPARQL
query. Instead, we focus on validating the SPARQL
query obtained from the LLM. In other words, if the
SPARQL ‘makes sense’ given the original ques-
tion formulated in English. Preventing hallucina-
tions has been a hot topic in the literature recently
(Wang et al., 2023; Cao, 2023; Ling et al., 2023;
Dhuliawala et al., 2023). In our application to assist
chemists asking for properties about chemical com-
pounds in a chat, a user relying only on the LLM’s
final answer can be misguided if he can’t read the
intermediary SPARQL query produced to retrieve
the facts from the Knowledge Graph.

(1) a. What is the mass of benzene?
b. Give me the benzene’s toxicity.
c. What chemical compounds have less

than 0.07 g/kg of solubility?
d. What is the electric dipole moment of

the allyl alcohol?
e. What is the mass of the compound

with InChIKey UHOVQNZJYSORNB-
UHFFFAOYSA-N?

1We will restrict our examples to Wikidata KG, but the
techniques can be used with any KG.

2https://ai.meta.com/llama/

In Example (1), we present some variants of ques-
tions about chemical compounds and their proper-
ties that a chemist can submit to our chat interface.
We are restricting our focus to factoid questions,
answerable by simple SPARQL queries involving
only simple triple patterns; there are many chal-
lenges to dealing with such questions. The first
and most obvious is that the syntactic structure can
vary greatly. The second challenge is that prop-
erties are hardly mentioned by their labels in KGs.
For instance, in our context, toxicity should be in-
terpreted as the substance’s median lethal dose
(LD50),3 but we could not be sure in a more gen-
eral context. Third, the property values are usually
measured in complex units. Solubility is measured
in ‘grams per kilogram,’ and LD50 is expressed
as the mass of substance administered per unit
mass of the test subject, typically as milligrams
of a substance per kilogram of body mass. More-
over, Lethal dosage often varies depending on the
method of administration; many substances are
less toxic when administered orally than when intra-
venously administered. To sum up, the toxicity of a
compound is usually expressed as a complex unit
like ‘LD50 Rat oral 3530 mg/kg’. Fourth, chemicals
can be identified in various ways. For example, ‘al-
lyl alcohol’ has 91 synonyms ranging from IUPAC
names to identifiers in different standards proposed
by the scientific communities.4

Figure 1 presents two logical formulas ex-
pressed in higher-order logic, particularly in ULKB
Logic (Lima et al., 2023). ULKB is an open-source
framework written in Python for logical reasoning
over knowledge graphs. The first formula, For-
mula 1, is the logical semantics of Example (1-a)

3The reader doesn’t have to understand the chemical
terms mentioned in this paragraph; we are only exempli-
fying the particularities on processing English questions
on a technical domain.

4https://pubchem.ncbi.nlm.nih.gov/
compound/Allyl-alcohol

45



1 PREFIX rdfs : <http :// www .w3. org /2000/01/ rdf - schema #>
2
3 SELECT ?v WHERE {
4 wd : Q2270 wdt : P2067 ?v .
5 }

Listing 1: SPARQL query

obtained with MRS Logic (Rademaker et al., 2023),
a library to translate English sentences into logi-
cal formulas built on top of ULKB and ‘deep’ lin-
guistic specialized tools. The second formula, For-
mula 2, is the translation of the SPARQL to the
ULKB logic, a functionality also presented in the
ULKB Library. Provided a proper map between the
predicates «wdt:P2067» 5 and _mass_n_off and
also between «wdt:Q2270» and _benzene_n_1,
we can conclude that Formula 1 entails Formula 2,
certifying that the query is indeed related to the
English questions. Section 3 presents the tools we
rely on, and Section 4 elaborates on our process
for validating the SPARQL query.

To summarize, our contribution is a deductive
approach to prevent LLM hallucinations in trans-
lating English questions to SPARQL queries. The
validation process reported here is a component of
a chat-based assistant for chemists interested in
obtaining information about chemical compounds
from a large and complex KG without having to
construct a SPARQL query manually. In other
words, we are focusing not on ordinary questions
presented in datasets like (Trivedi et al., 2017) but
on questions made by chemists about chemical
compounds, a deep technical domain with plenty
of technical terms. On the other hand, our method
is not restricted to any particular Knowledge Graph
Question Answering (KGQA) approach; it can be
adapted for different domains and systems such as
(Zhou et al., 2021). Before describing the SPARQL
validation method based on the semantic parsing
of the NL utterances, we present in Section 2 the
overview of our text to SPARQL conversion pipeline
based on LLM. Our pipeline is one of the compo-
nents of ChemChat, a conversational expert assis-
tant in material science (Erdmann et al., 2024).

2. The architecture of our system

Using prompt engineering, we used ‘few-short
learning’ (Brown et al., 2020). We implemented
an LLM pipeline to translate English questions to
SPARQL queries. Figure 2 presented the pipeline
and the workflow to process the Example (1-a). To
create the prompts, with the help of some chemists,

5We are adopting the notation «...» as a simplified
way to reference the fully qualified URI of an item from
the Wikidata data schema.

we collected examples of English questions and
manually annotated the technical chemical terms
on them and their related SPARQL queries.

Let us first describe the step-by-step process of
constructing a SPARQL from an English sentence.
The pipeline (blue boxes) starts by sending the
input question through an LLM with examples to
suggest our goal of extracting a table with the rel-
evant terms (usually adjective and noun phrases)
and their classification as either ‘property’ or ‘entity.’
We construct ‘Prompt 1’ from the set of examples
we have collected. Next, we parse the table re-
ceived from the LLM to disambiguate the terms (that
is, grounding them to Wikidata identifiers) using a
full-text search on a database populated with rele-
vant Wikidata items and properties with their labels.
Utilizing the fact we are building a specialized inter-
face for chemists, this database (an Elastic Search
6 index) is constructed from Wikidata’s chemical
taxonomy using items like ‘type of chemical en-
tity’ (Q113145171) and the ‘WikiProject Chemistry’
(Q8487234) as seeds and exploring their descen-
dants and related concepts and properties. We
use the query results to construct a disambiguation
table mapping each term obtained from the com-
pletion of Prompt 1 to its best-matching Wikidata
identifier. Once we have the Wikidata identifiers,
we can produce the second prompt (Prompt 2), now
using examples of pairs of English questions and
SPARQL queries together with their identifiers. We
submit Prompt 2 to a second LLM to generate the
final SPARQL query. Sometimes, the LLM fails to
produce a valid SPARQL query; to deal with that,
we repeat the process a few times and use the most
frequent answer as the expected solution.

As stated in the introduction, this article does not
aim to describe the LLM pipeline completely nor
discuss its performance, precision, or recall. These
topics will be the subject of another article. Our fo-
cus here is on one specific component: the method
to validate the SPARQL obtained for each question
in English, presented in the salmon boxes of Fig-
ure 2. First, the same English question submitted
by the chemist is parsed with a computational gram-
mar for English, and a semantic representation of
the sentence is produced. This semantic repre-
sentation is translated to a sentence (Sentence A)
in higher-order logic using the MRS Logic library.

6https://www.elastic.co
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∃ x13, _benzene_n_1 x13 ∧ (∃ x8, _mass_n_of x8 x13

∧ (∃ x3, thing x3 ∧ (∃ e2, _be_v_id e2 x3 x8))) (1)

∃ value, «wdt:P2067» «wdt:Q2270» value (2)

Figure 1: The formal semantics of the sentence in Example (1-a) and the translation to a logical formula of
the SPARQL query from Listing 1. «wdt:P2067» is a binary predicate (associated with an RDF edge), and
«wdt:Q2270» is a constant (associated with an RDF node). In ULKB, the «...» indicates that the function
or predicate is associated with a URI. Applying a function or predicate to its arguments is usually written
as f(x, y) in many formal languages. Still, in ULKB, we write f x y, omitting the parenthesis and commas.

Full-text search engine

Entity extraction and 
broad classification

“What is the mass of benzene?”

How tall is the Eiffel Tower?
height, property
Eiffel Tower, entity
…

What is the mass of benzene?

Question:

Entity disambiguation

mass, property
benzene, entity

Prompt 1:

SPARQL generation

How tall is the Eiffel Tower?
height, P2048
Eiffel Tower, Q243
sparql: SELECT ?mass { wd:Q243 wdt:P2034 ?mass }
…

What is the mass of benzene?
solubility, P2067
benzene, Q2270
sparql:

Prompt 2:
mass, P2067
benzene, Q2270

LLM

LLM

Answer retrieval

Answer:

SELECT ?value {
  wd:Q2270 wdt:P2067 ?value 
}

Labels
Description
altLabels

[{”value": 42.3“}]

Answer:
Theorem 

Prover
Something is wrong.

Syntatic/Semantic
Parsing

(∃ x13, _benzene_n_1 x13 ∧ (∃ 
x8, _mass_n_of x8 x13 …))

A

Yes

Δ,A ⊢ B?

B
No

KB

Figure 2: In our pipeline, the natural language question goes through one initial LLM prompted to extract
relevant question terms. These terms are disambiguated using a full-text search over a subset of relevant
Wikidata items. The search result helps a second LLM to generate SPARQL queries with the correct
Wikidata identifiers.

The SPARQL query obtained from the LLM is also
translated to Sentence B in higher-order logic us-
ing the ULKB library SPARQL to HOL translation.
Using the ULKB wrapper to theorem provers, we
check if sentence A (together with some additional
axioms in the set of formulas ∆) entails sentence
B. The following section describes the natural lan-
guage processing tools we used for parsing and
constructing logical formulas.

3. Background

MRS Logic (Rademaker et al., 2023) is a Python
library to convert NL utterances into higher-order
logic formulas. It is built on top of many other com-
ponents that we describe below.

The main component of MRS Logic (Rademaker

et al., 2023) is the English Resource Grammar
(ERG) (Flickinger, 2000; Flickinger et al., 2000;
Copestake and Flickinger, 2000). The English
Resource Grammar is a broad-coverage, linguisti-
cally precise, general-purpose computational gram-
mar. It is implemented in the theoretical frame-
work of Head-driven Phrase Structure Grammar
(Pollard and Sag, 1994) where both morphosyn-
tactic and semantic properties of English are ex-
pressed in a declarative format. Combined with
specialized processing tools, it can map running
English text to highly normalized representations
of meaning called Minimal Recursion Semantics
(MRS) (Copestake et al., 2005). ERG is developed
as part of the international Deep Linguistic Pro-
cessing with HPSG Initiative (DELPH-IN). It can
be processed by several parsing and realization
systems, including ACE (Crysmann and Packard,
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2012).7. MRS Logic uses PyDelphin (Goodman,
2019) library to communicate with ACE.

MRS structures directly interface with syntax and
can be underspecified in various aspects, such as
word senses and quantifier scopes. This under-
specification enables a single MRS to encompass
multiple interpretations. Figure 3 shows one among
the nine possible MRSs for Example (1-a). It con-
sists of a multiset of relations called elementary
predications (EPs). An EP usually corresponds
to a single lexeme but can represent grammatical
features (e.g., thing and udef_q, called abstract
predicates). Each EP has a label or handle, a predi-
cate symbol, which, in the case of lexical predicates,
encodes information about lemma, part-of-speech,
and coarse-grained sense distinctions, and a list of
numbered arguments: ARG0, ARG1, etc. The value
of an argument can be either a scopal variable
(a hole representing the places where alternative
labels could fill) or a non-scopal variable (events,
states, or entities). The ARG0 argument has the
EP’s distinguished variable. This variable denotes
an event, state, or referential or abstract entity (ei
or xi, respectively). Each non-quantifier EP has its
unique distinguished variable. Finally, an MRS has
a set of handle constraints describing how the EPs’
scopal arguments can be nested with EP labels. A
constraint hi =q hj denotes equality modulo quan-
tifier insertion. In addition to the indirect linking
through handle constraints, EPs are directly linked
by sharing the same variable as argument values,
capturing the predicate-argument structure of the
sentence. Finally, MRS also records properties
on variables indicating morpho-syntactic marks of
person, number, tense, aspect, etc. The topmost
relation in Figure 3 is _be_v_id, which has the non-
empty arguments x5 and x9. The x5 is the distin-
guished variable of the relation thing. A handle
constraint equates the sentential variable h2 with
h1, the top handle. The rest of the EPs can be
explained similarly. Note that h7 does not appear
in the handle constraints, suggesting that we have
more than one possible way to equate this hole
with the available labels.

For solving the underspecification of the scopes
of quantifiers in an MRS, MRS Logic employs the
Utool scope resolution Java Library (Koller and
Thater, 2005, 2006, 2010). From a single MRS,
Utool can produce many possible scope trees, fully
scoped resolved trees, reflecting the different pos-
sible order of quantifiers in the final logical formula.
For instance, the MRS of Figure 3 has an alterna-
tive reading for the order of quantifiers in Formula 1,
e.g., ∃ x8, . . .∃ x13, . . ., but in this case, the two are
semantically equivalent.

The scope trees are not yet a concrete logical
expression in any logical language. The literature

7http://sweaglesw.org/linguistics/ace/

has many proposals for representing NL utterance
semantics. One of the most fundamental issues
about which logic to use is whether one assumes
any structure on the individuals. Other issues are
the complexity, decidability, and tools for reason-
ing in a particular logic. Type theories are widely
used in formal theories of the semantics of natural
languages (Chatzikyriakidis and Luo, 2020; Ranta,
1994; Winter, 2016). A subset of that, simple type
theory, also called higher-order logic (HOL), is a nat-
ural extension of first-order logic, which is elegant,
highly expressive, and practical (Farmer, 2008).

The ULKB Logic (Lima et al., 2023) implements
HOL in Python for logical reasoning over knowl-
edge graphs. The formulas presented in Figure 1
are HOL formulas encoded in ULKB Logic. ULKB
provides an interactive theorem prover-like environ-
ment that can interact with external provers such
as E prover (Schulz et al., 2019) and Z3 SMT
solver (de Moura and Björner, 2008). In (Lima
et al., 2023), the authors present the logical foun-
dations and implementation of ULKB Logic and its
interfaces for fetching statements from knowledge
graphs and calling external provers. These inter-
faces are vital for achieving ULKB Logic’s primary
goal, which is twofold: (i) provide a common lan-
guage and interactive theorem prover-like environ-
ment for representing commonsense and linguistic
knowledge, and (ii) facilitate the use of state-of-
the-art computational logic tools to reason over
the knowledge available in knowledge graphs. For
(ii), ULKB uses SPARQL (W3C SPARQL Working
Group, 2013), the standard query language of the
Semantic Web, and allows users to use logic for-
mulas as queries, parse SPARQL queries into logic
formulas and submit SPARQL queries to KG end-
points.

Finally, consider the possible senses for the word
‘mass.’ ERG only distinguishes senses that are
morphosyntactically marked. Since further sense
distinctions could never be disambiguated based
on grammatical structure alone, the ERG predicate
symbol _mass_n_of intended to be an underspec-
ified representation of all the specific word senses.
For instance, Wordnet 3.1 (Miller, 1995) contains
eleven possible nominal senses for this word. We
use UKB (Agirre and Soroa, 2009) for Word Sense
Disambiguation (WSD), the ERG predicates. UKB
performs graph-based disambiguation using any
pre-existing knowledge base, provided the struc-
ture of the graph (nodes and edges) and the dictio-
nary of words or multi-word expressions associated
with each node.

To summarize, MRS Logic takes an NL utterance
and calls ACE to obtain all possible MRSs. Given
an MRS, it is transformed into a scope tree using
Utool and passed to UKB to disambiguate the ERG
predicates, linking them to nodes in a reference
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⟨h1, e3{SF ques, TENSE pres,MOOD indicative,PROG -,PERF -},
h4:thing⟨0:4⟩(ARG0 x5{PERS 3,NUM sg}),
h6:which_q⟨0:4⟩(ARG0 x5, RSTR h8, BODY h7),
h2:_be_v_id⟨5:7⟩(ARG0 e3, ARG1 x5, ARG2 x9{PERS 3,NUM sg}),
h10:_the_q⟨8:11⟩(ARG0 x9, RSTR h12, BODY h11),
h13:_mass_n_of⟨12:16⟩(ARG0 x9, ARG1 x14{PERS 3,NUM sg}),
h15:udef_q⟨20:28⟩(ARG0 x14, RSTR h17, BODY h16),
h18:_benzene_n_1⟨20:27⟩(ARG0 x14)
{h1 =q h2, h8 =q h4, h12 =q h13, h17 =q h18 } ⟩

Figure 3: The first MRS return by ERG for the Example (1-a).

KG.8 Finally, the MRS is translated into ULKB for-
mulas. MRS Logic integrates all the technologies
described above. At the high level, the translation
starts from the topmost node of the scope tree, the
handle in the higher position, usually a quantifier.
The translation is fully explained in (Rademaker
et al., 2023).

4. Validating an SPARQL

Our main problem can be defined as the logical
entailment test in Equation 3.

∆, T (α) |= G(α) (3)

where α is an English question, T (α) is one of the
possible higher-order logic formulas obtained from
the English question α by the MRS Logic (Sec-
tion 3), e.g., Formula 1, and G(α) is a first-order
logic formula obtained from the translation of the
SPARQL query, in our case, produced as the trans-
lation of the same English question to SPARQL by
an LLM, e.g., the Formula 2 (Section 1). Finally, ∆
is a set of axioms to support the entailment. This
logic theory connects the symbols from the ERG
grammar presented in the MRS to those obtained
from the SPARQL query, the KG identifiers.

Consider again the natural language (English)
question from Example (1-a). From the MRS in Fig-
ure 3, the UKB disambiguation step, using Word-
net 3.1 as KG disambiguates, produces the map-
ping of e2 to the sense “have the quality of be-
ing; copula, used with an adjective or a predi-
cate noun” (Synset 02610777-v), variable x8 to
“the property of a body that causes it to have a
weight in a gravitational field” (Synset 05031420-
n. Synset 05031420-n is associated with the Wiki-
data item Q11423 by the ‘WordNet 3.1 Synset ID’
(P8814) Wikidata property. This item has ‘Wikidata
property‘ linking it to the property P2067). The
variable x13 is disambiguated to “a colorless liquid
hydrocarbon” (Synset id 14798860-n, associated
to the Wikidata item Q2270 by the same P8814

8This process can later be refined to use the Wikidata
Lexemes.

Wikidata property. In other words, from the disam-
biguation produced by UKB, we can follow the links
to the Wikidata items and properties. This process
allow us to properly associating the ERG predi-
cates _benzene_n_1 to Q2270 and _mass_n_of
to P2067. The Wikidata item Q2270 does not have
a value for ‘Wikidata property,’ which means it is
not an item used as a property of something. This
disambiguation process will be revised to better use
the Wikidata Lexeme data, which can have more
flexible mappings to the items and properties of
Wikidata.

From the last paragraph, we have enough infor-
mation to instantiate some axioms in the ULKB
theory, the ∆ above. Axiom 4 tells us that some-
thing that is the argument of the ERG unary predi-
cate _benzene_n_1 is the «wsd:benzene» item in
Wikidata. Axiom 5 tells us that the ERG binary pred-
icate _mass_n_of can be translated to the Wikidata
property «wsd:mass». A Python function in ULKB
can construct both axioms; these functions are ac-
tually macros in HOL. The function gets the ERG
predicates and the mappings from UKB. From the
mapping and the type (and arity) of the Wikidata en-
tities (item or property), the function can instantiate
the axioms from a set of templates.

∀ x,_benzene_n_1 x → x = «wsd:benzene» (4)
∀ x y,_mass_n_of x y → ∃ v,«wsd:mass» y v

(5)

Example (1-b) would instantiate another axiom,
the word ‘toxicity’ evokes an ERG unary predicate
_toxicity_n_1 and not a binary predicate as the
word ‘mass.’ The connection between the words
‘benzene’ and ‘toxicity’ is mediated by the abstract
predicate poss (possessive) from ERG. The tem-
plate that handles this case would produce the Ax-
iom 6.

∀ x y z, _toxicity_n_1 y ∧
(_of_p z y x ∨ poss z y x ∨ compound z y x)

→ ∃ v,«LD50» x v (6)

Provided the axioms 4 and 5 above, Z3 SMT
Solver (de Moura and Björner, 2008) can easily
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prove the entailment ∆, T (α) |= G(α) certifying
that the SPARQL query is indeed entailment by
the HOL formula, the semantics of the original NL
question.

We admit that Example (1-a) discussed above
is quite simple. We have not addressed the more
complicated cases with properties and entities ex-
pressed by more than one word (Sag et al., 2002)
and complex expressions of units of measurement.
The literature is vast on possible methods for link-
ing entities and their use in domain-specific cases
(Zhou et al., 2023). However, it is worth highlighting
that (1) It seems that few templates deal with the
most common cases of variants of syntactic con-
structions used in English questions we are consid-
ering, that is, questions in a technical domain such
as chemistry; (2) any entity detection and entity
disambiguation (also called entity linking) method
can be equally employed in our framework; and
(3) Since 2018, Wikidata has also stored linguistic
data such as words, phrases, and sentences. This
information is stored in new types of entities called
Lexemes (L), Forms (F), and Senses (S). These
entities can be linked appropriately to Q items and
properties, facilitating the disambiguation process
during the semantic parsing of the sentence and
constructing the axioms above by demand.

5. Conclusions and Future Work

In conclusion, we have presented a logic-based
approach to validate SPARQL queries derived from
translations of natural language (NL) questions.
Our focus on addressing the well-documented risks
of hallucinations in KGQA amidst the widespread
utilization of Large Language Models (LLMs) po-
sitions our work as a neuro-symbolic endeavor to-
ward ensuring ’Safe AI.’ While much previous re-
search has also explored the use of semantic pars-
ing for question-answering (Gu et al., 2022; Berant
et al., 2013) – mainly using machine learning meth-
ods for semantic parsing and producing represen-
tations like AMR (Banarescu et al., 2013) – and
evaluated LLMs in this context (Faria et al., 2023),
the novelty of our approach lies in the use of Mini-
mal Recursion Semantics (MRS) produced by ERG,
a high-precision computational grammar, and the
translation of MRS to higher-order logic (HOL) to
represent the semantics of English sentences and
the further compositional and deterministic transla-
tion of HOL formulas to SPARQL (query) and from
SPARQL (to validate).

Central to our methodology is MRS Logic, a
Python Library built upon ’deep’ linguistic process-
ing technologies from the DELPH-IN Consortium.
By extending DELPH-IN tools to translate MRS
to HOL formulas and employing ULKB to reason
with these formulas and query KGs, our approach

bridges linguistic and statistical processing meth-
ods for semantic understanding. To the best of
our knowledge, our work is the first comprehen-
sive report on the translation of MRS to a higher-
order logic language, the subsequent translation
of SPARQL to/from HOL, and the use of these
methodologies for comparing English questions
with SPARQL queries.

While a preliminary evaluation of the MRS Logic
capability of translating NL utterances to HOL state-
ments has been conducted using text entailment
tests (Rademaker et al., 2023) in the SICK dataset
(Marelli et al., 2014), we recognize the necessity
of further evaluating our SPARQL validation proce-
dure, mainly as we aim to tackle more challenging
questions in domains like chemistry, leveraging in-
sights from existing KGQA systems (Zhou et al.,
2023). The translation from HOL to SPARQL is
compositional and deterministic, but still, many nu-
ances of NL utterances may not be captured ad-
equately by our current implementation. At this
stage, there is no dataset of NL queries in the chem-
istry domain associated with SPARQL with and
without hallucinations to test our approach. Note
that we focus on technical domains rather than on
general-purpose common sense datasets like LC-
QUAD (Trivedi et al., 2017). We are not dealing with
unrestricted entities and their properties (people,
places, events, etc.) that make entity recognition
and entity and word sense disambiguation almost
a guess without a reasonable context. The LLM
pipeline for SPARQL generation was used precisely
for its coverage and robustness, and it is unclear if
the symbolic processing will capture few or many
of the actual possible queries that a domain ex-
pert may submit. A quantitative evaluation of our
approach will undoubtedly be necessary in subse-
quent work. It is worth mentioning the complexity
of constructing a domain-specific QA dataset with
questions that need to be relevant (not toy exam-
ples) and with different levels of complexity.

As part of our future endeavors, we aspire to
reimplement our approach using Lean (Moura and
Ullrich, 2021), a programming language and in-
teractive theorem prover, thus transitioning from
HOL to dependent types. Dependent type theory
has been widely acknowledged as a formal tool
for understanding natural language (Ranta, 1994;
Chatzikyriakidis and Luo, 2020), and exploring this
avenue could further enhance the robustness and
applicability of our methodology.
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Abstract
Bibliographical metadata collections describing pre-modern objects suffer from incompleteness and inaccuracies.
This hampers the identification of literary works. In addition, titles often contain voluminous descriptive texts that do
not adhere to contemporary title conventions. This paper explores several NLP approaches where greater textual
length in titles is leveraged to enhance descriptive information.

Keywords: NLP, named entity recognition, question-answering, large language model, digital libraries

1. Introduction

Cultural heritage (CH) institutions have been spend-
ing considerable resources digitizing their vast col-
lections resulting in an overwhelming volume of
digitized objects and their metadata. A large pro-
portion of these are organized as linked data. No-
table examples include the Rijksmuseum (Alani
et al., 2018), WarSampo (Hyvönen et al., 2016),
and Europeana (Purday, 2009).

Recently, the European Parliament identified the
challenges facing cultural heritage institutions in the
context of the emergence of Artificial Intelligence
(AI) solutions. One of these challenges is uneven
metadata quality (Pasikowska-Schnass and Lim,
2023). Metadata consists of a set of information
that describes and provides context to resources.

As the German national aggregator to the Eu-
ropeana, the Deutsche Digitale Bibliothek (DDB)
collects metadata from other cultural heritage insti-
tutions all over Germany. Its metadata collection
has been published on the web1 and has been
made accessible through an API2.

More than a quarter of the DDB’s entire holdings
is composed of 13.5 million3 digitized texts from the
libraries. Part of the digitization process and the
subsequent creation of these metadata involved
taking information from both existing physical cata-
log cards and digital sources. The fact that the age
of these objects spans several millennia leads to a
high level of uncertainty.

Due to the evolution of cataloging standards 4

and the age of some of the objects, author attri-

1DDB, https://www.deutsche-digitale-
bibliothek.de

2DDB Rest API, https://labs.deutsche-
digitale-bibliothek.de/app/ddbapi/

3As of March 2024
4The provenance of catalogs used as source of the

metadata is not available to the DDB. This assumption
is primarily based on the time span covered by the col-
lection.

bution, creation date, and subject heading clas-
sifications are missing (See Section 2, Figure 1).
The absence of this information, which facilitates
item identification in a contemporary library, makes
search and retrieval a laborious process. These
challenges also makes content exploration and rec-
ommendations unfeasible.

Using Semantic Web Technologies (SWT), the
metadata collection of the DDB is currently encoded
as linked open data and stored in a knowledge
graph (KG) (Tan et al., 2021b).

Section 2 provides a thorough description of the
metadata collection. Section 3 provides a review
of related literature, while Section 4 and 5 describe
in detail the main contributions of this paper:

• How different NLP tasks and models can be
leveraged to address the challenges of meta-
data incompleteness and inaccuracy.

• How the results of the experiments can help
librarians improve their metadata.

Finally, section 6 presents the conclusion and
future work.

2. The DDB Collection

The metadata collection of the DDB conforms to
the information exchange and description standard
specified by the Resource Description Framework
(RDF). The metadata is represented using an ex-
tension of the Europeana Data Model (EDM) 5. In
accordance with the EDM standards, the DCMI
Metadata Element Set 6 (Dublin Core or DC) and
the DCMI Metadata Terms 7 (DC Terms or DCT)
properties are used to describe a resource.

5EDM, https://pro.europeana.eu/page/
edm-documentation

6Dublin Core, https://www.dublincore.org/
specifications/dublin-core/dces/

7DC Terms, https://www.dublincore.org/
specifications/dublin-core/dcmi-terms/
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The DDB dataset is divided into seven (7) sectors,
each corresponding to the type of institution from
which the metadata originates, namely, archives,
libraries, historical preservation, research, media
libraries, museums, and the rest. Participating insti-
tutions are numbered in the hundreds. This paper
is focused on the metadata provided by libraries.

The flexibility afforded by the EDM in the cata-
loging process and the large number of contributing
institutions lead to the uneven quality of the meta-
data collection, since only dc:title is indicated
as mandatory.

In the DDB, a single book may be composed of
several digitized objects, such as the front cover,
Ex Libris page, table of contents, a chapter, a sec-
tion, or a page showing an illustration. Each dig-
itized object is equivalent to a single metadata
record, which is then defined as an instance of
the class edm:ProvidedCHO. To distinguish these
digitized objects from each other, the data property
ddb:hierarchyType is used.

In addition, an object can either be a primary or
secondary object. This is indicated by the object
property dcterms:isPartOf. The primary object of a
book is the cover page, while the other components
are the secondary objects.

Due to the heterogeneous, hierarchical and
highly-granular nature of the bibliographic collec-
tion, the metadata is aligned to another data
model that reflects the standards defined by the
Functional Requirements for Bibliographic Records
(FRBR) (Tillet, 2004). The main classes in FRBR
correspond to the four (4) conceptual entities:
frbr:Work, frbr:Expression, frbr:Manifestation,
and frbr:Item or “WEMI".

Figure 1: List of properties in the DDB

Tan et al. (2021a) map instances of
edm:ProvidedCHO to their respective enti-
ties in FaBiO or FRBR-Aligned Bibliographic
Ontology. Ideally, a primary object such as a cover
page can be mapped to its corresponding Work
entity using properties that distinguish one literary

work from another. The title, author, creation date,
and subject headings are required to properly
identify a literary work. This mapping is necessary
since users are more likely to search for higher
level representations, Work and Expression levels,
rather than Manifestation and Item levels.

In a contemporary library, these properties are
readily available, often written on catalog cards.
However, as can be seen in Figure 1, the prop-
erty corresponding to the author (dc:creator) ex-
ists only 22% of the time, while creation date (dc-
terms:created) is specified 1.5% of the time. More-
over, the codificaton of card cataloging rules had not
been established prior to the French Revolution; it
was only in 1791 when the French Cataloging Code
was established (Hopkins, 1992), it is highly likely
that inaccurate or incomplete information from old
card catalogs, created from the times before then,
were carried over during the digitization process.

Figure 2: Distribution of title lengths.

A notable example of this phenomenon is the
range of values encoded in the data property
dc:title. As can be seen in Figure 2, the average
length of German titles by number of tokens is con-
siderably longer before the French Revolution than
after. These titles often contain voluminous descrip-
tive texts that do not adhere to contemporary title
conventions.

All example titles from hereon have to be
redacted (<...>) due to space constraints. Ap-
pendix A lists these examples including full titles,
their translations, URLs, and metadata.

As can be seen in Example 1, the title contains
the author, creation date and location, subject head-
ing, and a short description of the content.

Die Letzte Predigt, Doctoris Martini Lutheri,
heiliger Gedechtnis: So er gethan hat zu Wit-
temberg ... den 17. Januarij, im 1546. Jar
:Darinnen wir für falschen Lehrern gewarnet
... werden

Example 1: Martin Luther’s last sermon.

Taking into account the very features that would
be considered a disadvantage by present day cata-
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loging standards, this paper explores several NLP
approaches where greater textual length and more
information contained in the titles might be advan-
tageous.

Moreover, the name seen in this example is “Doc-
toris Martini Lutheri", which is the genitive case of
Martin Luther’s latinized name. The names found
in the titles are not normalized: they can be mis-
spelled or in the wrong language, they can contain
professional titles (“Doctoris"), honorifics, and/or
official designations. These naming variations re-
quire a more forgiving matching criterion during
evaluation.

Another notable example is a dedication written
by Lorenz Pscherer for King Gustav II Adolph of
Sweden (r. 1611-1632) (Example 2). The metadata
attributes authorship (<dc:creator>) to “Horky,
Martin *ca. 17. Jh.*", while the role of
“Pscherer, Lorenz" is labeled as one of the
<dc:contributor>’s. Moreover, the dedicatee,
King Gustav II Adolph of Sweden, is described as
a contributor rather than a subject heading.

Ein frölicher Triumph Wagen/ Von der Göt-
tlichen [...] Gottfürchtige und gelerte
Mann Laurentius Pscherer zu Nürnberg
gehabt/ und nu mehr dem 7. Septembris
Anno 1631. sich [...]

Example 2: The title containing Lorenz Pscherrer’s
name.

These inaccuracies add another layer of complex-
ity in the automatic construction of an evaluation
dataset.

3. Related Work

The popularity of KGs arose from their ability to
encode real-world information using nodes and ver-
tices: the nodes to represent entities or individuals,
and the vertices to represent the relationships that
exist between these entities.

However, due to the open world assumption, KGs
are in practice incomplete, or worse, incorrect. To
mitigate the issue of incompleteness, KG comple-
tion approaches such as Link Prediction (Rossi
et al., 2021) and Entity Alignment (Zeng et al., 2021)
became the de facto solutions. Both approaches
harness the approximation power of KG Embed-
dings (KGEs) by adding missing information into
the KG.

Research into KG construction benefited from
advances in Information Extraction (IE), an impor-
tant branch of NLP. IE provides a scalable solution
to KG construction by automatically turning unstruc-
tured data, such as texts, into structured or semi-
structured data. IE pipelines are often composed
of several modules, including, but not limited to, the
following: Named Entity Recognition (NER), Entity
Linking (EL) and Relation Extraction.

It is possible to enhance the DDB metadata col-
lection by identifying pertinent information from
lengthy titles using an IE pipeline composed of fine-
grained NER and EL. In this work, we focus on
the identification and classification of bibliographic
entities.

A recent survey (Ehrmann et al., 2023) summa-
rizes the challenges of NER in historical documents
by pointing to the variety of historical document
types, topics and domains, noisy input derived from
optical character recognition (OCR), handwritten
text recognition (HTR), dynamics of language and
lack of resources. The use of pre-trained language
models in transfer learning leverages knowledge
from unlabeled historical corpora. It captures histor-
ical language idiosyncrasies during the pre-training
phase before adapting the models to a specific NER
task in the fine-tuning phrase. The pre-training-
fine-tuning paradigm requires task-specific model
architecture and storage; it also needs a certain
amount of expert annotation. We found the fol-
lowing labeled datasets for German historical and
bibliographic named entities:

• AjMC dataset (Romanello et al., 2021; Ro-
manello and Najem-Meyer, 2022) consists of
NE-annotated multilingual 19 th century clas-
sical commentaries and contains 3,500 men-
tions of German names, of which 356 are clas-
sified as authors.

• CLEF-HIPE 2020 (Ehrmann et al., 2020), a
multilingual historical news corpus covering a
time span of 200 years, contains 660 mentions
of organizations, 58 of which are classified as
press agencies.

• NewsEye (Hamdi et al., 2021) consists of an-
notated multilingual historical newspaper ma-
terials published between 1850 and 1950, con-
taining 3,500 German names, of which 30 are
classified as article authors.

These labeled datasets are relatively small; cov-
ering short time spans, a narrow range of topics
and limited materials; this necessitated the creation
of our own ground truth data.

The Question Answer (QA) task is another pos-
sible solution to leverage the potential of existing
data in Language Models (LMs) for IE in a low re-
source setup. Given a passage and a question, the
goal is to provide an answer to be extracted from a
given passage. Best performing approaches use
the SQUAD (Rajpurkar et al., 2016) dataset and
its extensions for training and fine-tuning. This
dataset contains handcrafted, general questions
and answers drawn from excerpts of top Wikipedia
pages. Depending on the passage and the type
of question, the expected answer may be simple
or complex. For the current use case, the title is
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used as the passage. The questions are formu-
lated such that the expected answers are simple
and explicit (i.e. author names, creation date, etc.)

The recent proliferation of Large Language Mod-
els (LLMs) spurred intense research activity due
to the generalization, language understanding and
generation ability of LLMs (Wei et al., 2022). Sev-
eral notable studies provided an in-depth analysis
of pre-trained language models on how well they
can recall factual knowledge using a series of prob-
ing questions (Petroni et al., 2019; Poerner et al.,
2020). A fact is formulated as a triple consisting
of a subject, a relation, and an object. An LLM
is said to "know" a fact, if it can fill in the masked
relation in a cloze statement, i.e. Dante [MASK]
Florence, where [MASK] is the relation birthplace.
Petroni et al. (2020) concluded that providing rel-
evant context to the LLM improves fact retrieval
performance.

Fine-tuning LLMs for the purpose of this study
was not possible due to limited access to computa-
tional power, neither was it possible to consult ex-
perts for manual annotation of the current dataset.

Regarding the application of LLMs for Histori-
cal IE, (De Toni et al., 2022) explores the zero-
shot abilities of the T0 model for coarse-grained
NER over the CLEF-HIPE 2020 dataset (Ehrmann
et al., 2020) with a naive prompt-based approach;
it showed the T0-like models’ potential to probe for
language tags and publication dates.

4. Methodology

This section describes dataset construction (Sec-
tion 4.1), the evaluation procedure and metrics
(Section 4.2), and NLP models used for experi-
mentation, and the experimental setup (Section
4.3).

4.1. Dataset
In order to construct our dataset for experimentation
and evaluation of the aforementioned approaches,
the entire DDB bibliographic metadata collection
has been filtered down to a manageable represen-
tative sample.

The DDB has objects in more than 200 lan-
guages. The scope of this study is limited to digi-
tized textual objects tagged as “ger" for German
and “zxx" for unknown or no language tag. The
Python library langid (Lui and Baldwin, 2012) is
used to confirm that the titles of these objects are
indeed in German, since there are objects where
the language of the title is not the same as the value
indicated in the metadata8. There is a considerable
number of objects with Latin titles that have been

8https://www.ddb.de/item/
DNEBFCMMEO52LAQWGT5JHULKPXBU2QYG

Figure 3: Title token distribution of German titles in the
DDB.

tagged as German. In addition, since the collec-
tion grew across a long period of time, the German
language has had time to evolve. Hence, there
are titles written in different versions of the German
language from Middle High German (see Example
1) to Standard High German.

Using the ddb:hierarchyType mentioned in Sec-
tion 2, the metadata describing textual objects9 is
further reduced to approximately 30% of its original
size. The hierarchy types selected are Monograph,
Chapter, Essay, Volume, Manuscript, Letter and
Multi-Volume Work, since these are likely to have
identifiable titles.

In order to have a ground truth,
the representative objects are de-
scribed with agents (<dc:creator>,
<dc:publisher>, <dc:contributor>)
and dates (<dcterms:issued>, <dc-
terms:created>). Moreover, since the goal is to
leverage lengthy titles, the representative objects
should have more tokens than the average length
of 20.54 (Figure 3). Choosing 30 tokens to be
the cut-off still leaves a little over 100k objects
after the final pruning criterion. The remaining
objects are pruned for the final time to only contain
books (<dc:type> = "Monografie"), since
this object type suggests a physical manifestation
in the context of FRBR and can possibly be aligned
to their respective higher-level entities in FaBiO.

9<edm:hasType> == ’TEXT’

56



Table 1 provides some statistics about the pruned
dataset. Figure 4 in Appendix C shows the distribu-
tion of title lengths with respect to age of the objects
after pruning.

Characteristic Value
No. of Objects 108,827
Average Title Length 55.49 Tokens
Median Title Length 47 Tokens
Longest Title Length 364 Tokens

Table 1: Characteristics of the dataset.

4.2. Evaluation Guidelines
The goal of this study is to find out how well a par-
ticular approach can retrieve identifying information
included in the title, such as dates and agents.

Dates are trivial to compare. The dates stored
in the evaluation dataset only include the year
element in ’YYYY’ format. For metadata values
that include month and day, a regular expression
is applied to retrieve the year. As in the exam-
ple in section 2, “1956" is compared against the
values of either <dcterms:created> or <dc-
terms:issued>, while ignoring “den 17. Januarij,
im..."

Agents, in the bibliographic domain, refer
to the persons responsible, in any capacity,
for the creation of the object. Author, editor,
and publisher are the roles often attributed to
these agents. The properties <dc:creator>,
<dc:contributor>, and <dc:publisher>
store names of persons in the format of “last
name, first name" following the German
version of the name, without title, honorific, or
official designation.

Exact name matching is non-trivial, as mentioned
in Section 2 and illustrated in Example 1. To facili-
tate approximate name matching, an extension of
the Python package sqlite-spellfix 10 is used.

Spellfix is implemented as a virtual table that
stores all the vocabulary terms and uses Leven-
shtein distance (Levenshtein, 1966) to compute
edit distance in order to gauge the lexical similar-
ity between the vocabulary terms and the search
string.

The agents’ names found in the ground truth are
collected and stored as vocabulary terms. The
reference table of the Spellfix virtual table is com-
posed of two (2) columns: the person’s name nor-
malized in the format of “firstname lastname";
and the object ID, a 32-character unique identifier
of an object, associated with the agent. To illus-
trate, if a model is able to extract “Martini Lutheri"
from the text, this string is used to lookup the most
similar names found in the Spellfix virtual table and

10sqlite-spellfix,https://pypi.org/project/
sqlite-spellfix

the corresponding object ID linked to these names
as defined in the primary table. If the ID of the
object currently being evaluated is found in the list
of the object IDs resulting from the Spellfix lookup
results, then it is considered a match.

It is important to note that some objects are an-
notated with agents that cannot be found in the
title. Authors are more likely mentioned in the ti-
tle, like “Schiller’s Robbers"11, while editors and
publishers rarely are. However, the latter roles can
still be associated with the properties dc:contributor
and dc:publisher. This will not affect the evalua-
tion results, since we test the results on the list of
all agents and role-specific agents (“Ground Truth"
column in Tables 6 and 8). In addition, a more for-
giving Precision@n metric is used, where n varies
depending on the number of agents associated with
an object. If there are 2 agents associated with an
object, and only a single name gets a match, Pre-
cision@n will be equal to 1 for this specific object.
Appendix B shows some of the matches related to
the LLM experiments.

The applied metric deviates from the customary
precision, recall, and F1 score combination for IE,
due to the nature of the ground truth, and the vari-
ety of name formats found in the text. On the other
hand, this metric is similar to the Top1Acc measure
for the extractive QA task meant for closed-domain
evaluation, where 1 point is attributed if the pre-
dicted answer has a single word overlap with the
labeled answer. As for the task involving LLM, the
model is instructed to only provide names without
justifications. Therefore, the same metric is used
during evaluation.

4.3. NLP Tasks and Models
This subsection describes how the use case of the
DDB is recast into the three chosen NLP tasks:
(1) NER, (2) Extractive QA and (3) Open Gener-
ative QA using an LLM. Moving forward, Task 2
will simply be referred to as QA while task 3 as LLM

NER. Since the goal is to extract the people, dates,
and possibly, subject headings, from a lengthy ti-
tle, it is appropriate to adopt an IE pipeline. The
current state-of-the-art, general-purpose, open
source, and off-the-shelf model is the FLAIR En-
glish NER Large Model (FLERT12) (Schweter and
Akbik, 2020). Despite being classified as an En-
glish model, its pre-trained Language Model (PLM)
is based on XLM-R (Conneau et al., 2020). Choos-
ing FLERT is motivated by its multilingual repre-
sentations capability and its ability to identify 18

11Schiller’s Räuber, https://www.ddb.de/item/
FXHCBDNJAAHI7PSMOYBMKZS5I47NX36J

12FLERT, https://huggingface.co/flair/
ner-english-ontonotes-large
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different entity types, including dates (DATE) and
works (WORK_OF_ART).

Further classification of PERSON entities accord-
ing to specific bibliographic roles, whether author,
editor, or publisher, calls for a fine-grained NER
approach. Such a requirement necessitates an
expert-annotated dataset that can be used for fine-
tuning (Radford and Narasimhan, 2018; Peters
et al., 2019) to produce a domain-specific, fine-
grained NER model as in LegalNER (Leitner et al.,
2019; Akbik et al., 2018). This currently exceeds
the scope of this study and is being considered for
future work.

For this task, the model is expected to find entity
mentions and to classify them given a title. In exam-
ple 2, the FLERT model recognizes 3 highlighted
entities: “Laurentius Pscherer" as PERSON, “Nürn-
berg" as GPE and “7. Septembris Anno 1631" as
DATE. For this specific use case, only the PERSON
and DATE entities are scrutinized.

Following the evaluation procedure and metric
described in section 4.2, FLERT’s prediction
results in a single matching point for each person
and each date.

QA. Existing “Extractive" QA models can be
retrofitted for the purpose of the DDB. Using the title
as the passage, below is the list of simple questions
posed to the models:

1. Who is the author? (“Wer ist der Autor?")
2. Who wrote the text? (“Wer hat den Text

geschrieben?")
3. Who is the publisher? (“Wer ist der Herausge-

ber?")
The best German QA models available are

fine-tuned using the German equivalent of the
Wikipedia articles used in SQUAD, aptly named
GermanQUAD (Möller et al., 2021). Using GELEC-
TRA (Chan et al., 2020) as the PLM, these models
are fine-tuned with the goal of extracting relevant
parts of the passage with dense representation to
be most similar to the corresponding dense rep-
resentation of the question. Since the goal is to
retrieve the names of the persons from the passage
whose specific role is indicated in the question, and
the German QA models adopted are not trained on
unanswerable QA pairs, it is necessary to ensure
that only titles with names are included in the test
by using those identified by the NER model to have
PERSON entities.

To find out how well the German QA models com-
pare to one of the top 313 English QA models, exper-
iments also used the roberta-large-squad2
model14 published by Deepset. This model is fine-

13As of March 2024, https://paperswithcode.
com/sota/question-answering-on-squad-v2

14https://huggingface.co/deepset/
roberta-large-squad2

tuned using Squad 2.0 (Rajpurkar et al., 2018).
Squad 2.0 is an extension of SQUAD that includes
an additional set of 50,000 handcrafted, adversarial
questions that have no answers but are very similar
to existing answerable questions.

In order to do so, the German titles are trans-
lated into English using the DE-EN machine trans-
lation model submitted by Facebook’s FAIR for the
WMT19News Translation Task15, which boasts a
SacreBLEU score of 40.8 (Ng et al., 2019). The
translations of the titles used in the examples are
listed in Appendix A

Table 2 shows an example of the answers of the
different QA models: both the GELECTRA-based
models are provided with the original title in Ger-
man as context, while the RoBERTa-based (Liu
et al., 2019) model is fed with the English machine-
translated title. Despite being given a translated
text produced by a moderately performing machine
translation model, the confidence score of the En-
glish QA model is still considerably higher than the
German QA models. Nevertheless, these scores
are not taken into account since only the answers
matter during evaluation.

MODEL ANSWER SCORE
gelectra-base-germanquad Doctoris Martini Lutheri 0.0539
gelectra-large-germanquad Doctoris Martini Lutheri 0.0115
roberta-large-squad2 Doctoris Martini Lutheri 0.9425

Table 2: Answers of different QA models when asked
about the author of Example 1.

LLM. With the optimal mix of instructions, LLMs
trained as conversational agents are known to gen-
erate impressively coherent and sometimes factual
texts. The prompts used for the experiments are
patterned after the guidelines provided by Bsharat
et al. (2024). Specifically, the following principles
are incorporated into the prompts:

• P16: Assign a role to the large language mod-
els.

• P8: Use line breaks to separate instructions.
• P25: Clearly state the requirements.

The series of instructions used to test the
chosen LLM is provided below. Lines 3-5 are
explicitly specified to suit the evaluation procedure
described in Section 4.2. Line 6 varies depending
on the question that needs to be asked (author,
publisher, etc.) Line 7 contains the full title. Given
the title as the context, this task is categorized as
a Open Generative QA task.

1. You are a librarian doing cata-
loging work.

15https://huggingface.co/facebook/
wmt19-de-en
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2. Respond with “I don’t know" when
uncertain.

3. Enumerate your answers with num-
bers.

4. Only answer with the name of the
persons.

5. Do not provide justifications.
6. Who is/are the publisher/s of

this text?
7. “The Last Sermon, Doctoris Mar-

tini Lutheri, Sacred..."

Mistral-7B-Instruct-v0.216 is an open
source LLM developed by Mistral (Jiang et al.,
2023). The Mistral-7B PLM is fine-tuned on
an instruction dataset developed by HuggingFace.
This dataset contains “high-quality, diverse, human-
written instructions with demonstrations"17. Since
the model is trained and fine-tuned with English
datasets, the machine-translated titles are used
for the succeeding experiments. The choice of
Mistral-7B-Instruct-v0.2 is motivated by
its availability (open source) and published perfor-
mance besting state-of-the-art open source LLMs
at the time of this writing.

1. Martin Luther
2. Wittenberg: Druck von
Paulus Berckmann
Or:
1. Paulus Berckmann (printed
by)

Example 3: An Example Response from Mistral-7B-
Instruct-v0.2.

Example 3 shows the response of Mistral-7B-
Instruct-v0.2 given the aforementioned series
of instructions concerning the publisher and pro-
vided with the machine-translated title in Example 1.
This tests the model’s ability to respond with "I don’t
know". However, the model ignored the instruction,
and instead “hallucinated" at least 2 names. The
publisher was never in the title and the value of
<dc:publisher> in the metadata of Example 1
is “Bergen".

5. Experiments and Results

The goals of the experiments are to find out the
following:

• To what extent can coarse-grained, general
purpose NER models be used in filling missing
metadata descriptions?

• How can a NER model be leveraged to further
refine the evaluation dataset for QA and LLM
tasks?

16https://huggingface.co/mistralai/Mistral-7B-Instruct-
v0.2

17https://huggingface.co/datasets/
HuggingFaceH4/instruction-dataset

• How well can QA models identify the different
agent roles?

• How does an LLM-based chat model compare
to a QA model in identifying different agent
roles?

The configurations and parameters used for the
succeeding experiments are kept according to the
published default settings.

5.1. NER
Using the dataset constructed in Section 4.1, all
108,827 records are processed with FLERT. Since
FLERT is a general-purpose NER model, it is not
able to distinguish between the different agent
roles. For this task, the ground truth is com-
posed of the values of the 3 agent-related proper-
ties: <dc:creator>, <dc:contributor>, and
<dc:publisher>.

PERSON DATE
Exact Match 9.61% 27.68%
Approx. Match 8.42% N/A

Table 3: FLERT’s Precision@n results.

The disappointing results of Table 3 can be par-
tially explained. Although only lengthy titles are
considered, it is possible that despite the large num-
ber of tokens, a title might not contain any entity
mentions of PERSON or DATE. Table 4 shows the
number of proportion of objects from the dataset
where PERSON, DATE or both entity types are
detected by FLERT.

PERSON DATE Both
59.07% 49.12% 32.93%

Table 4: Proportion of objects with PERSON and DATE
entity mentions detected by FLERT.

This specific case is shown in Example 4. The
NER model correctly identifies “Das Hohe Lied
des Königes Salomons" (The Song of Songs of
King Solomon) as a WORK_OF_ART. A 4-tag model
such as Flair’s German NER (Large)18 predicts "Sa-
lomon" as a PERSON, which is only partly correct.

Das Hohe Lied des Königes Salomons
: Wie es/ Zu der aus Gott wieder-geboren-
[...] ... ausgefärtiget hat

Example 4: The Song of Songs, a lengthy title without
PERSON or DATE entities.

Although the results of FLERT cannot differenti-
ate between an author and a publisher, this step
can already identify possible objects for metadata
enhancement, just by identifying the very existence

18https://huggingface.co/flair/ner-
german-large
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of the entity mentions. Moreover, by further prun-
ing objects without PERSON entities, the dataset
can be further improved for the succeeding tasks,
particularly for the extractive QA task where the
answer is expected to be present in the context.

5.2. QA
For this task, the evaluation dataset is reduced
to only those records that yielded agent matches
according to the previous NER model. This step
is necessary to ensure that the QA models are
provided only with questions where the answers
exist in the passage. This cuts down the original
dataset by 84% to 17,084 titles.

Ground gelectra- gelectra- roberta-
Truth base- large- large-
with all german german squad2
Agents quad quad
Context Title (DE) Title (DE) Title (EN)
"Who is 62.94% 66.23% 63.07%the author?"
"Who wrote" 58.12% 60.83% 58.36%"the text?"

Table 5: QA results against ground truth containing all
names.

Table 5 shows that the result of the best per-
forming model, gelectra-large-germanquad,
is consistent with its published Exact Match (EM)
results of 68.6%. The differences between Middle
High German and Standard High German do not
seem to matter as much. The results also show that
asking direct questions yielded some improvement
(i.e. by providing specific roles).

To check whether the models understand the
difference between author and publisher, the list of
names in the ground truth is made more specific
according to the question, such that only values
described under dc:creator are included in the
reference list when asked about the author, and
respectively, when asked about the publisher.

gelectra- roberta-
Ground large- large-
Truth germanquad squad2

"Who is <dc: 32.19% 31.16%the author?" creator>
"Who is" <dc: 0.85% 0.78%"the publisher?" publisher>

Table 6: QA results against ground truth containing all
names.

The results in Table 6 are inconclusive, because
publishers are rarely mentioned in the title. How-
ever, looking closely at the title in Example 5, the
two names mentioned have two distinct roles:

• <dc:creator>: “Ignatz"19

19https://d-nb.info/gnd/118661868

• <dc:contributor>:“Johann Jacob Fer-
ber"20

Des Hrn. Ignatz, Edl. von Born, Ritters,
K.K. Berg-Raths, [...] Gesellschaft zu
Padua Mitglieds [et]c. Briefe über [...]
und Nieder-Hungarn, an den Herausgeber
derselben, Johann Jacob Ferber, Mitglied
der Königl. [...] zu Florenz, geschrieben

Example 5: The agent roles of Ignaz von Born and Jo-
hann Jacob Ferber.

Table 7 shows the responses of gelectra-
large-germanquad and roberta-large-
squad2, incorrect answers are highlighted.

Question

gelectra- roberta-
large- large-
german squad2

quad
...Author<->Autor? Johann Jacob Ferber Johann Jacob Ferber
...Editor<->Redakteur? Johann Jacob Ferber Johann Jacob Ferber
...Herausgeber? Johann Jacob Ferber -
...Verfasser? Johann Jacob Ferber -
...Publisher<->Verleger? Johann Jacob Ferber Mr. Ignatz, Edl. von Born

Table 7: QA models not being able to tell the different
agent roles.

Depending on the historical context of the object,
the translation of the German term Herausgeber
can either be editor or publisher. Redakteur is al-
most always the direct translation of editor, while
Verfasser means author, and Verleger means pub-
lisher. Despite providing the passage in the lan-
guage native to the respective QA models, these
models have difficulty distinguishing agent roles.
This limitation could be due to the fact that the titles
are fragmented texts and the roles being asked do
not explicitly appear with the names mentioned.

5.3. LLM
Using the instructions described in Section 4.3, Ta-
ble 8 shows that the LLM is less precise when asked
about the author, but performs better compared to
the QA model in all other experiments conducted.

Question:
Ground Truth

LLM QA
mistral-7b gelectra-

"Who is the ...? instruct- large-
v0.2 germanquad

Author
all agents 51.60% 66.23%
<dc: 37.60% 32.19%creator>

Publisher <dc: 2.70% 0.85%publisher>

Table 8: LLM vs QA results.

When inspecting the responses closely,
Mistral7BInstructv0.2 occasionally makes
up names (See Example 3), is not following
instructions with regard to formatting (Appendix B
#5) and still provides justifications (Appendix B #6),
despite being told not to do so.

20https://d-nb.info/gnd/118686690
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5.4. Discussions

Revising tens of millions of metadata records is a
daunting task. With the help of these NLP models,
it is possible to identify candidate objects for refine-
ment. Concretely, an object lacking in descriptive
information, but with a lengthy title from which an
NER model may be able to extract pertinent enti-
ties, can automatically signal further attention from
librarians. Even when the extracted entities are not
entirely accurate, the results can be used as sug-
gestions in a post-ingestion editing workflow. The
level of post-processing required for each of the
objects can also be automatically determined. For
instance, those objects whose titles do not yield
any results when fed into an NER model will require
more work than others.

Since there is currently no gold standard dataset,
both QA models and LLMs are meant to gauge their
efficacy in determining fine-grained agents. In this
setting, objects identified by these models as hav-
ing authors, but without matching values against
<dc:creator> indicate the need for manual inter-
vention. In this scenario, the models’ results can be
leveraged for possible refinements. For example,
an extracted agent may already be indicated as a
<dc:contributor>, in which case, the metadata
can be made more accurate by defining this agent
as a <dc:creator>. Another possibility would be
to fill out missing <dc:subject>.

The disparity of the adapted models in terms of
their published performance and the results shown
in this paper can be attributed to several factors.

Primarily, the titles used for the experiments con-
tain fragmented texts in older versions of the Ger-
man language where spelling and naming conven-
tions changed over time. In contrast, these off-the-
shelf models were pre-trained and fine-tuned on
contemporary, general purpose texts. This limita-
tion calls for future work in adapting models trained
on texts whose age and domain overlap with the
DDB dataset. In addition, the absence of a gold
standard evaluation dataset limits the validity of
the results. This limitation will be the first to be
addressed in the next iteration of our work.

Although the experiments conducted with
gelectra-base-germanquad and gelectra-
large-germanquad lacked adversarial ques-
tions, this limitation was partly mitigated by compar-
ing their results with roberta-large-squad2,
an English QA model trained on the Squad 2.0
dataset, which includes unanswerable questions.
Nonetheless, this calls for further experiments that
include titles without entity mentions.

The last limitation concerns the unpredictability of
the LLMs and the difficulty of formulating the most
optimal prompts. This affects the reproducibility of
the experiments conducted in section 5.3.

6. Conclusion

The challenge of incomplete and inaccurate bib-
liographical metadata collection, the linked data
source of DDB-KG, can be addressed using a com-
bination of NLP tasks. The results show that NER,
QA and LLMs can, to some extent, be used to ex-
tract some bibliographic properties from lengthy ti-
tles of historical objects. A domain-specific dataset
is currently being prepared for a fine-grained NER
model capable of determining literary work title,
agent roles, dates, and subject headings.

The experiments make use of an evaluation
dataset where the agent roles encoded in the meta-
data are not entirely accurate. While domain ex-
perts are necessary in the preparation of a more
precise dataset for future DDB-KG enhancement
initiatives leveraging AI models, domain experts
can also benefit from the rapid approximation capa-
bilities of AI models. In particular, the list of objects
with PERSON entities that are not matching any an-
swers provided by either QA models or LLMs may
be used as an initial list of objects to undergo expert
scrutiny for a possible revision.

Further experiments are planned to compare
NLP models that are relevant to the DDB dataset.
It is worthwhile to test the efficacy of models trained
on 19th-20th historical German text (Ehrmann et al.,
2023). Moreover, once the aforementioned gold
standard dataset is available, further experiments
will be conducted using state-of-the-art commercial
LLMs.

It is the ultimate goal to develop a collaborative
tool for metadata providers where inputs from both
domain experts and AI models can be combined
to provide better results in search, retrieval and
exploration of cultural heritage.
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A. Appendix A

Titles and their Details

A.1. Example 1: Martin Luther’s Last
Sermon.

• Title: Die Letzte Predigt, Doctoris Martini
Lutheri, heiliger Gedechtnis: So er gethan hat
zu Wittemberg ... den 17. Januarij, im 1546.
Jar :Darinnen wir für falschen Lehrern gewar-
net ... werden

• Google Translate: The last sermon,
Doctoris Martini Lutheri, holy
memory: What he did in Wittem-
berg... January 17th, 1546: In
which we are warned... for [sic]
false teachers

• WMT19: The Last Sermon, Doctoris
Martini Lutheri, Sacred Memory:
If he did at Wittemberg... Jan-
uary 17, 1546. Yar: In which we
are warned for false teachers...

• URL: https://ddb.de/item/
6563H62JUWEVSVTH3T7TJWCPK2NOMLK7

• Metadata: https://ddb.de/item/xml/
6563H62JUWEVSVTH3T7TJWCPK2NOMLK7

A.2. Example 2: The title containing
Lorenz Pscherrer’s name.

• Title: Ein frölicher Triumph Wagen/ Von der
Göttlichen Offenbarung/ so durch den Engel
Gottes/ der Gottfürchtige und gelerte Mann
Laurentius Pscherer zu Nürnberg gehabt/
und nu mehr dem 7. Septembris Anno 1631.
sich glücklichen angefangen

• Google Translate: A happy triumph
chariot/ From the Divine Reve-
lation/ so through the angel of
God/ the God-fearing and learned
man Laurentius Pscherer had at
Nuremberg/ and now the 7th of
September 1631. began to be
happy

• WMT19: A devout triumph chariot
/ From the Divine Revelation /
so had by the Angel of God / the
God-fearing and learned man Lau-
rentius Pscherer of Nuremberg /
and now more the 7th of September
in 1631.

• URL: https://ddb.de/item/
WECO4OXGK3FXONM57VUUDZDOHACE4VCK

• Metadata: https://
www.ddb.de/item/xml/
WECO4OXGK3FXONM57VUUDZDOHACE4VCK

A.3. Example 4: The Song of Songs, a
lengthy title without PERSON or
DATE entities.

• Title: Das Hohe Lied des Königes Salomons :
Wie es/ Zu der aus Gott wieder-geboren- und/
durch die Betrachtung himmlischer Dinge/ in
Gott verliebten Seelen Geist-feuriger Liebes-
üb- und Külung/ nach der Ordnung des Textes/
schrifftmässig erkläret gesungen; und/ mit an-
mutigen Kupffer- und Sinnen-Bildern ... aus-
gefärtiget hat

• Google Translate: The Song of Songs
of King Solomon: As it is sung/
To the souls who are reborn from
God and/ through the contempla-
tion of heavenly things/ in love
with God, spirit-fiery love and
cultivation/ according to the
order of the text/ sung in scrip-
tural terms; and/ with graceful
copper and sensual images...

• WMT19: The Song of Solomon: As
it / To the souls born again of
God and / through the contempla-
tion of heavenly things / fallen
in love with God, the spirit of
fiery exercise of love and cool-
ing / as explained in writing
according to the order of the
text; and / with graceful copper
and sensual images...

• URL: https://www.ddb.de/item/
6PQAFR3SSP6F5OZPKSIYCRTSFWXP5CAO

• Metadata: https://
www.ddb.de/item/xml/
6PQAFR3SSP6F5OZPKSIYCRTSFWXP5CAO

A.4. Example 5: The agent roles of Ignaz
von Born and Johann Jacob Ferber.

• Title: Des Hrn. Ignatz, Edl. von Born, Ritters,
K.K. Berg-Raths, der Königl. Akademie der
Wissenschaften zu Stockholm, der Großher-
zogl. zu Siena, u. der Georg. gelehrt.
Gesellschaft zu Padua Mitglieds [et]c. Briefe
über Mineralogische Gegenstände, auf seiner
Reise durch das Temeswarer Bannat, Sieben-
bürgen, Ober- und Nieder-Hungarn, an den
Herausgeber derselben, Johann Jacob Ferber,
Mitglied der Königl. Grßherzogl. Akademie der
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Wissenschaften zu Siena, und der Ackerbau-
Gesellschaft zu Vicenza und zu Florenz,
geschrieben

• Google Translate: Of Mr. Ignatz,
Edl. by Born, Ritters, K.K.
Berg-Raths, the king. Academy
of Sciences in Stockholm, the
Grand Duke. to Siena, and the
George. taught. Society of
Padua members [et]c. Letters
about mineralogical objects, on
his journey through the Timisoara
Bannat, Transylvania, Upper and
Lower Hungary, to the editor of
the same, Johann Jacob Ferber,
member of the Royal. Grand Duke
Academy of Sciences in Siena, and
the Agricultural Society in Vi-
cenza and Florence

• WMT19: Mr. Ignatz, Edl. von
Born, Ritter, K.K. Berg-Raths,
the Royal Academy of Sciences
of Stockholm, the Grand Duchy
of Siena, and Georg. erudite.
Society of Padua member [et]
c. Letters on mineralogical ob-
jects, on his journey through the
Timisoara Bannat, Transylvania,
Upper and Lower Hungary, to the
editor of the same, Johann Ja-
cob Ferber, member of the Royal
Grand Ducal Academy of Sciences
of Siena, and the Agricultural
Society of Vicenza and Florence,
written

• URL: https://www.ddb.de/item/
H72GA6ENNNPAPYL5EYR4O2WHCJIOCJQP

• Metadata: https://
www.ddb.de/item/xml/
H72GA6ENNNPAPYL5EYR4O2WHCJIOCJQP

B. Appendix B

Sample approximate name matches from sec-
tion 5.3

1. <ddb:2WQOAYCEL4TN4W5FB2ODYCUEX4KTSC
KC5> <dc:creator>: Franz Xaver Brean
LLM Response:
1. Augustine Baarfüssern
2. Franciscus Xaverius Brean

2. <ddb:X4DLZTZUIPLDGGJURXV5EAFHJIW7YX2K>
<dc:creator>: Hendrik van Deventer
LLM Response:
1. Henrici à Deventer

2. Henrici à Deventer, Med. Doct.

3. <ddb:UT7GE4Y6URQ64QGDW7WA4HIMTUXI2OC
PN> <dc:creator>: Georg Augustin Holle
LLM Response:
1. Huber, Petrum
2. Holler

4. <ddb:NJXCFR6YQKNOSYURGZ4TAZNFQ2KG7FC
4V> <dc:creator>: Edward Wortley Montagu
LLM Response:
1. E. W. Montagu

5. <ddb:ZJMLI4LH5R73SXZEH544TXLQ42FSP3CA>
<dc:creator>: Felix Loë
LLM Response:
I. Deputy Baron Felix von Loë
(Authors of the stenographic reports)
Prussian House of Representatives
reporters.)

6. <ddb:JOVL2DKWUICA6464DMGLMHHFI6VRZAL7>
<dc:creator>: Johann Hinrich Lehmann
LLM Response:
1. Johann Hinrich Lehmann
2. Nicol
(Note: The given text seems to be
written in old German, it might be a
part of an obituary or a will, men-
tioning Johann Hinrich Lehmann and
Nicol as authors)

C. Appendix C

Figure 4: Distribution of title lengths after pruning.
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Abstract
Large language models (LLMs) have revolutionized human-machine interaction with their ability to converse and
perform various language tasks. This study investigates the potential of LLMs for knowledge formalization using
well-defined vocabularies, specifically focusing on OntoLex-Lemon. As a preliminary exploration, we test four
languages (English, Italian, Albanian, Romanian) and analyze the formalization quality of nine words with varying
characteristics applying a multidimensional evaluation approach. While manual validation provided initial insights, it
highlights the need for developing scalable evaluation methods for future large-scale experiments. This research
aims to initiate a discussion on the potential and challenges of utilizing LLMs for knowledge formalization within the
Semantic Web framework.
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1. Introduction

The recent advancements in large language mod-
els (LLMs) like GPT-3 (Brown et al., 2020) and
GPT-4 (Achiam et al., 2023), PaLM (Chowdhery
et al., 2023), LLaMA (Touvron et al., 2023), etc.,
have highlighted the potential of deep learning tech-
niques to facilitate natural language conversations
between humans and artificial agents. Additionally,
such language models are advancing quickly and
they have been proven to be useful for different
language-related tasks, such as question answer-
ing (Kim et al., 2023), information extraction (Dunn
et al., 2022), code generation (Liu et al., 2024),
etc. Most importantly, their current performance
is reaching surprisingly beyond the state-of-the-art
results.

However, LLMs are not without limitations. Is-
sues like hallucination (Tonmoy et al., 2024), reli-
ability (Huang et al., 2023), sensitivity to prompts
(Qi et al., 2023), and limited context windows (Li
et al., 2023), especially in free-tier models, bottle-
neck truly satisfactory generative tasks. To identify
areas for improvement and explain these limita-
tions, robust evaluation of LLMs is crucial, as ev-
idenced by the growing body of research in this
area. Evaluating current generative results com-
prehensively challenges traditional testing methods
for such models.

This paper delves into whether and how effec-
tively LLMs perform in knowledge formalization of
language resources using well-defined vocabular-
ies. The adoption of best practices and principles
to describe language resources entails advantages
for conveying useful linguistic information about

them, allowing linking among resources, interop-
erability across datasets and systems, as well as
their federation (Chiarcos et al., 2020).

Despite this, Linguistic Linked Data (LLD) best
practices and principles seem to be far from being
widely adopted. Such a situation can be related
to some challenges in the creation, reusing, and
exposing of LLD (Mititelu et al., 2023). Leveraging
LLMs to generate formalized language resources
could support the adoption of LLD principles and
best practices. For this reason, we specifically fo-
cus on OntoLex-Lemon, a standard ontology for
representing lexical knowledge.

In this context, the research questions we want
to address are the following:

• How will this new paradigm of human-machine
interaction impact established knowledge rep-
resentation formalisms?

• Are LLMs ready to contribute to knowledge
formalization using well-defined ontologies?

• Do these models perform consistently across
different languages?

To address these questions, we conducted a pre-
liminary study aimed at providing initial insights
on the application of LLMs for generating LLD. We
tested four languages: English (EN), Albanian (AL),
Italian (IT), and Romanian (RO). To assess the qual-
ity of the Resource Description Framework (RDF)1

formalization generated by LLMs, we employ a mul-
tidimensional evaluation approach. We examined
nine words with diverse characteristics, including

1https://www.w3.org/RDF/
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single words, multiword expressions, affixes, lexical
entries with multiple forms, orthographic variants,
conjugations, ambiguous words (polysemy), and
lexicographic resources serving as both nouns and
adjectives. To gain initial insights, we manually vali-
dated the LLM outputs. This approach underscores
the need for developing more scalable evaluation
methods for future experiments, suitable to assess
both the presence of hallucinations in the general
LLM outputs and the quality of the generated RDF
(Section 4).

The paper is organized as follows: Section 2
delves into existing research on validating LLM
outputs, providing context for our approach. Sec-
tion 3 outlines the specific methodology employed
to answer our research questions. Section 4 de-
tails the quality dimensions established and the
corresponding metrics used to assess the quality
of the generated RDF formalizations. Following
this, Section 5.2 presents a thorough analysis of
the obtained results. Finally, Section 6 discusses
our conclusions based on the findings and outlines
potential directions for future research.

2. Related Work

The work most relevant to ours is reported by Ar-
maselu et al. (2023) who present preliminary results
from experiments with LLMs, linked data, and se-
mantic change in multilingual diachronic contexts.
Similarly to our work, for the experiments the au-
thors utilized the OpenAI platform for interacting
with the GPT conversational agent via a user ac-
counts. Qualitative evaluations of GPT’s responses
were performed, focusing on tracing semantic evo-
lution of words like ’revolution’ across different peri-
ods and languages, and providing citations when
prompted. Furthermore, the model’s ability to gen-
erate code based on specific word relations us-
ing OntoLex-Lemon was evaluated. Initial findings
showed GPT’s proficiency in generating OntoLex,
but its responses related to OntoLex-FrAC, while
sounding meaningful, were incorrect, likely due to
insufficient training data in that formalism.

It is important to note that there are relatively
few similar works in the current state-of-the-art lit-
erature. However, the rest of this section provides
various methodologies for evaluating the output
of LLMs. It is important to clarify that, while the
generated output in our study pertains to formaliz-
ing words in OntoLex-Lemon across different lan-
guages, we draw on relevant approaches to assess
the effectiveness and accuracy of the model’s out-
puts.

Vaithilingam et al. (2022) evaluates the usability
of GitHub Copilot a code generation tool empow-
ered by LLMs through a user study with 24 partici-
pants. Participants performed programming tasks

using Copilot and Intellisense, with Copilot gen-
erating code based on context and user prompts.
Despite the results showing that Copilot did not con-
sistently improve task completion time, participants
preferred it for providing a starting point for tasks.
Some of the results of this experiment shed light
and highlighted the importance of understanding
and debugging the code generated by Copilot.

Liu et al. (2024) introduces EvalPlus, a com-
prehensive framework designed to assess the
functional correctness of code produced by LLMs.
Recognizing the lack of existing frameworks for
evaluating generated code, the authors put forth
EvalPlus as a solution. By integrating both LLM-
and mutation-based approaches, EvalPlus gener-
ates a diverse set of test inputs essential for evaluat-
ing the accuracy of code synthesized by LLMs. The
evaluation involved analysing pass rates (assess-
ing the accuracy and reliability) of LLM-generated
code across various tasks and datasets.

Poesia et al. (2022) propose a framework for
improving automatic code generation, which out-
performs GPT-3 and Codex. The framework,
called SYNCHROMESH, retrieves few-shot exam-
ples from a training bank and identifies those that
are similar to the required task to be fed to the
pre-trained language model. The result (the au-
tomatically generated code from natural language
description) is constrained to follow the syntax of
the programming language and is better than the
results obtained without the use of this framework.

In the domain of automatic code generation,
Perez et al. (2021) explore the possibility of auto-
matically completing a function from initial lines of
code using documentation in natural language. The
used model is GPT-2, which is tuned on a corpus
of Python code freely available and the reported re-
sults show that the model learns quite quickly. The
authors conclude that GPT-2 treats programming
languages in a manner similar to domain-specific
languages.

Bareiß et al. (2022) show that few-shot learning
with LLM proves effective for completing a code
example or generating code snippets from scratch,
sometimes even outperforming traditionally built
tools. The model used is Codex, which is trained
on a GitHub projects. They show that the better the
prompts’ design, the better the results obtained and
that the descriptions of the task in natural language
is also useful.

3. Methodology

As we want to test the possibility of leveraging LLMs
in real-case scenarios, in this preliminary work we
take into account the use of an easily accessible
and well-known model, that is ChatGPT.
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Data Selection and Gold Standard Creation As
testing requires a gold standard to compare the
ChatGPT generated answers with, we harvest sev-
eral English examples from the W3C specifications
page2.

With respect to the linguistic phenomena to be
investigated, we select: single word entries, multi-
word expressions, affixes, lexical entries with two
forms (e.g., irregular plural forms), orthographic
variants, conjugation, ambiguous words (i.e., poly-
semous words and homonyms), and lexicographic
resources. For each of the aforementioned phe-
nomena, the OntoLex-Lemon specifications pro-
vide examples of RDF formalization. The examples
are extracted to have a list of linguistic realizations
for prompting the model and to create a gold stan-
dard (GS) to compare the results. In total, we select
eight English examples and a Latin one (the latter
used for conjugation): cat, African Swine Fever,
anti-, child/children, color/colour, amare (LA), bank,
troll, and animal.

In order to create a multilingual GS suitable for a
cross-language evaluation, the examples extracted
from the W3C specification for the OntoLex-Lemon
model are translated into Albanian, Italian, and Ro-
manian. In some cases, adjustments (or different
word choices) are required to respect the linguistic
characteristics present in the original example (e.g.,
ambiguous words distinct in part-of-speech, gen-
der, inflected forms or etymology). Table 1 shows
the entries selected to create the GS and to input
the zero-shot prompt for each of the languages.

Prompts For each of the entries we initially define
a set of different EN prompt types and then translate
these into each of the languages selected for the
experiment.

The prompt types are run using the Web UI of
ChatGPT, which means that the transformer is GPT-
3.5.

• Zero-shot prompt (ZSP1) The zero-shot
prompt is defined as a direct request of for-
malizing one of the entries from the GS word
list, using the OntoLex-Lemon model.
For AL and RO we formulate the prompt as
a polite request (i.e., Could you formalize
the entry [WORD] using the OntoLex-Lemon
model?), as it follows:
AL: A mund të formalizoni hyrjen [WORD] duke
përdorur modelin ontolex-lemon?
RO: Pot, i formaliza intrarea [WORD] folosind
modelul OntoLex-Lemon?.
For the EN and IT prompts we had to rephrase
the request due to the fact that the polite ques-
tion did not produce the required RDF output
(see Section 5.2). Thus, for EN and IT we use

2https://www.w3.org/2016/05/ontolex/

an imperative clause to give the command4,
e.g., "Formalize the entry [WORD] using the
OntoLex-Lemon model".

• Zero-shot prompt with specification (ZSP2)
This type of zero-shot prompt is still a direct
request of formalization without providing any
example, but specifying the type of linguistic
phenomenon we would like to formalize for
the specific entry. For instance, for the en-
try African Swine Fever, we prompt the sen-
tence "Formalize the entry American Swine
fever specifying its components" to account
for the subelements forming the multiword ex-
pression.

• Few-shot prompt (FSP) We also test the
model using a few-shot prompt. In such setting,
the model is provided with one example, i.e., a
formalized entry from the GS, and asked to for-
malize a new entry. The new entries in each
language, reported in Table 2, are selected
on the basis of the linguistic phenomenon rep-
resented in the ones from the GS. Thus, for
instance, in the few-shot setting we provide the
IT GS example uomo/uomini (man/men) and
ask to formalize the entry bue/buoi (ox/oxen),
which present an irregular plural form.

4. Quality Evaluation

In evaluating the results, we adopt a multidimen-
sional approach which takes into account the out-
puts from each of the prompts to assess both the
general output and the RDF output quality.

General Output Given that the interaction with
the LLM is done in a natural language, it executes
the request, but also provides some commentaries
(called here general output). We do not force the
model to return only the RDF output, thus there
is the chance that the answer contains such ad-
ditional text. Indeed, we notice that in most of its
answers, besides the RDF output, the model sup-
plies an explanation of its formalization choices,
which could help a user unknowledgeable of the
syntax and semantics of OntoLex-Lemon to under-
stand the use of classes and the syntax of data
representation.

For monolingual outputs, when additional text is
present, we evaluate some dimensions pertaining

4It is worth noticing that while the direct EN prompt
produces the desired RDF outcome independently of the
word order, the IT prompt requires a precise word order to
produce the RDF output, that is "Formalizza in OntoLex-
Lemon the entry [WORD]" (Formalize in OntoLex-Lemon
the entry [WORD]).
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ID EN AL IT RO
1 cat mace gatto pisică
2 African Swine fever murtaja afrikane e derrave peste suina africana pestă porcină africană
3 anti- anti- anti- anti-
4 child/children zot/zotërinj* uomo/uomini* om/oameni*
5 color/colour sanduiç/sandwich* skyphos/scifo* sendvis, /sandvici*
6 amare (LA) dashuroj amare –3

7 bank bankë potere sare
8 troll akrep* troll trol
9 animal kafshë animale animal

Table 1: Gold Standard entries used in the zero-shot prompting. Entries marked with * do not represent
the translation of EN entries, nevertheless they are representative of the same linguistic phenomenon.

ID EN AL IT RO
1 dog qen cane câine
2 prepaid credit card kartë krediti e paguar carta di credito prepagata card de credit preplătit
3 pre- para- pre- pre-
4 man/men lumë/lumenj bue/buoi* piuă/pive*
5 center/centre giovane/giovine* cearceaf/cears, af*
6 videre (LA) shoh vedere –
7 travel udhëtim calcare* vin*
8 pen verë botte* limbă*
8 square lis rosa* pătrat

Table 2: Entries for the few-shot prompting. Entries marked with * do not represent the translation of EN
entries, nevertheless they are representative of the same linguistic phenomenon.

to the information in the narrative part of each an-
swer, that are: (i) completeness; (ii) correctness;
(iii) consistency; (iv) interference.

• Completeness refers to the presence of a com-
plete explanation for each of the formalized
aspects and the relative classes/properties se-
lected to represent them.

• Correctness evaluates whether the provided
explanations are correct in describing the for-
malisation.

• Consistency concerns two aspects, namely
(i) the extent to which the provided output ad-
heres to what is required in the prompt and
(ii) the capability of the model to be consistent
across prompts and entries in the provided
explanations.

• Interference pertains to the possibility that the
output is written in more than one language.
To some extent, this can be the results of some
hallucinations or language bias, as well as of
the way in which the model is prompted.

RDF output As the output of the LLM for the for-
malisation is in Turtle format5, to evaluate the qual-
ity of the generated formalisation we adopted the
quality metrics from Zaveri et al. (2016). Herein we
list only the quality dimensions and the respective

5https://www.w3.org/TR/turtle/

metrics that we applied in this experimental setting.
The definition and the dimensions are borrowed
from Zaveri et al. (2016).

• Syntactic Validity: the extent to which an RDF
document adheres to the specifications out-
lined for its serialization format. The met-
ric used for this dimension is no malformed
datatype literals. Detecting ill-typed literals in-
volves identifying instances where values do
not adhere to the lexical syntax specified for
their respective data types. This can happen
if a value is either malformed or belongs to an
incompatible data type.

• Semantic Accuracy: the extent to which data
values accurately represent real-world facts.
The metrics used for this dimension are (i) no
inaccurate annotations, labellings or classifi-
cations, and (ii) no inaccurate values. For both
metrics we manually evaluate if the classifica-
tion or labelling of the entries and their values
were inaccurate.

• Interference: the extent to which the RDF pro-
duced by the LLM mixes elements from mul-
tiple languages. This mixing (or interference)
can potentially hinder the clarity and accuracy
of the generated knowledge formalization. It
specifically assesses the presence or absence
of different languages within the same output,
when the model is prompted with a question
in a single language.

69



• Understandability: the clarity and absence of
ambiguity in data, enabling easy comprehen-
sion and utilization by human information con-
sumers. For this dimension, we use three met-
rics: (i) human-readable labelling of classes,
properties and entities as well as the presence
of metadata, (ii) indication of one or more ex-
emplary URIs, and (iii) indication of the vocab-
ularies used in the dataset. The first metric
regards the detection of human-readable la-
beling of classes, properties, and entities, as
well as indicating metadata (such as name,
description, website) of a dataset. The sec-
ond metric considers the detection of whether
the pattern of the URIs is provided. Finally,
the indication of the vocabularies used in the
dataset can be measured by checking whether
a list of vocabularies used in the formalisation
is provided.

• Interoperability refers to the extent to which the
format and structure of information conform to
previously provided data as well as data from
external sources. Two metrics are used for this
dimension: (i) re-use of existing terms and (ii)
re-use of existing vocabularies. The first met-
ric refers to the detection of whether existing
terms from all pertinent vocabularies in that
specific domain have been utilized while the
second evaluates the utilization of pertinent vo-
cabularies specific to the domain in question.

• Interpretability concerns the technical aspects
of data, encompassing whether information
is represented using suitable notation and
whether the data can be processed effectively
by machines. For this metric we use only the
invalid usage of undefined classes and prop-
erties metric. This metric detects the improper
use of undefined classes and properties (i.e.,
those lacking formal definitions).

5. Result Analysis

In this section, we provide a result analysis for both
the general output and the RDF output. Although
they pertain to the data under study here and gen-
eralizations cannot be made based on these few
examples, not even for the languages under study,
they show what ChatGPT is able to do, as well as
some of its (current) shortcomings.

5.1. General Output
The general output and its quality differ across
languages. English and Italian do not present
errors, while in some cases Albanian and Ro-
manian sentences present some grammatical er-
rors, mainly in the value of rdfs:comment and

skos:definition. To ensure a comprehensive
analysis, we firstly evaluated the completeness of
the natural language explanations for the model’s
output in Albanian, Italian, and English for ZSP1
prompts. These explanations on the use of URIs,
lexical entries, senses, and other relevant aspects
are provided in natural language. However, for
Romanian, these explanations are provided incon-
sistently across different entries and prompts. The
natural language explanations accompanying the
formalizations contain some errors in terms of cor-
rectness, which is observable across languages.
For instance, in the IT output to the ZSP1 prompt
for the entry skyphos/scifo, which represents two
otrographical variants of the same concept, the
model states that two senses have been defined.
Considering the RDF output, this is correct, as two
lemon:sense6 have been formalized, neverthe-
less, the proposed senses refer to the same mean-
ing in different languages, that are Italian and En-
glish. The provided explanation could be mislead-
ing due to the fact that it can be interpreted as a
formalization of a polysemous word. For instance,
the EN output to the ZSP1 for the entry cat con-
tains a clarification on the use of a URI to represent
a lexicalEntry, the way in which the canoni-
cal form and its part-of-speech are represented,
and how the sense is formalized. In this case, the
model does not provide information about the role
of ontolex:writtenRep, so we consider the ex-
planation incomplete.

As far as consistency is concerned, we observe
that ZSP2 prompts are usually not satisfied in their
specific request of formalization, mainly for some
types of linguistic phenomena. This is the case
when we explicitly ask to formalize a word as a
lexicographic entry and the model output does not
contain any lexicographic reference.

As further described in the language-specific
paragraph, we also notice that language interfer-
ence happens with Romanian explanations, which
are mixed up with some Albanian words, even
though the prompts for each of the languages were
run at two different times, using the option ’new
chat’.

Our analysis revealed several interesting pat-
terns regarding the LLM performance on various
word types used for formalization. Single words
were generally formalized more accurately than
multiword expressions. However, for latter, the
model often struggles to identify their tag. Instead
of classifying them as such, it sometimes generates
irrelevant and non-existent classes.

6In evaluating this dimension in the general output,
we do not assess the validity of classes/properties us-
age, which is evaluated according to the interpretability
and semantic accuracy dimension in the RDF output
evaluation.
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Formalizing loan words also presents a chal-
lenge. Despite specifying the language for formal-
ization, the model frequently defaults to English.
However, the model performs well with lexical en-
tries having both singular and plural forms, espe-
cially when prompted with some specification, as
in the ZSP2 setting. This positive trend holds true
across all tested languages. Similarly, the formali-
sation of lexical entries with two forms in singular
and plural seems to be more accurate for the zero
shot prompt with some specifications. Also this is
observed across all tested languages.

Homonyms (i.e., words with the same spelling
but different meanings) presented the most signifi-
cant challenges, even though the model performs
better on English. In general, it fails to distinguish
between parts-of-speech, gender, inflected forms,
or etymology for these entries. With polysemous
words (having multiple meanings), the few-shot
prompts lead to ambiguous formalizations. The
model often misses some of the word meanings
in the specific language context. Interestingly, the
few-shot prompt appears to be more effective when
formalizing lexical entries like nouns or adjectives.

5.2. RDF Output
In this subsection, we evaluate the results for each
of the languages considered in our experiment. Ta-
ble 3 gives an overview of evaluating the formaliza-
tions for each prompt in each language, the evalua-
tion being made according to the criteria described
in Section 4.

Some phenomena are consistent across lan-
guages and entries: e.g., the use of Lemon classes
instead of OntoLex, as in lemon:LexicalSense
instead of ontolex:LexicalSense and the use
of some unspecified classes. Also some elements
are used incorrectly, e.g., lexinfo:Noun and
lexinfo:Prefix, that are defined as classes in
the LexInfo ontology; however, they are written with
syntax errors as if they were properties.

Furthermore, in all languages, when
rdfs:comment and skos:definition are
provided for an entry, they both report the same
value, usually the definition of the entry.

When the request for the formalization of a word
is made, it seems that there is a tendency to offer
it only for one sense of the respective word, irre-
spective of how many it has: e.g., the word pisică
has more meanings in Romanian (the domestic
animal, as well as any of the representatives of
the family Felidae). However, the formalization is
presented only for the most frequent of this word’s
meanings, i.e., the former. Only when the request
specifically mentions the polysemy of a word (see
ZSP2 in Section 3) does ChatGPT offer a formal-
ization including several senses of the respective
word.

For the anti- entry, the LLM interprets it as a prefix
for the ZSP1, while it provides a more specific type
for the FSP, classifying it as affix, even though the
example provided in the prompt is classified as a
prefix.

English The analysis of the English results re-
vealed that the LLM model struggles with assigning
labels and categories accurately in all the three set-
tings. For instance, in ZSP2, it could not distinguish
between US and UK English (enUS and enGB) for
words like "color/colour" and "centre/center". In
other cases, there is an interference with the Ital-
ian language, that probably happens because we
do not specify any information about the language
of the entry that can belong to more than one lan-
guage, i.e. amare7, but also with an EN entry as
African Swine fever. With reference to this type
of error, we note one case, i.e., travel, which is
affected by an interference with the German lan-
guage, even though we did not run any prompt in
German or use any German entry.

In ZSP1, the formalization of the verb amare,
whose writtenRep is tagged as @IT, presents
language interference as the provided definition
for the skos:definition predicate is in English
and not in Italian. In the ZSP2 results, the entry
is recognized as a Latin word, nevertheless, the
writtenRep predicate value is incorrect, i.e., am
and am- instead of amare. Furthermore, the output
contains also other incorrect information about the
verb tense, mood, person, and number, that are
represented respectively as present, infinitive, third
person, and singular. The model performs well
with the Latin verb "videre" (to see) in the FSP,
formalizing it correctly.

Another interesting aspect pertains to the entry
travel that presents the reference to the language
specification through the use of dct:language
and URIs for the ISO language codes. While the
provided URIs are correct for English, the refer-
ence to the German language presents unresolv-
able URIs8.

Albanian We observe that for the Albanian lan-
guage, for all entries in the ZSP1, the properties
used for formalisation are the same. This is not
observed with the entries for the other prompts.

Another interesting pattern is that the model
seems to work better with formalising singular and
plural. In fact, for the ZP1, it assumes Zot (Gen-
tleman) and Zoterinj (Gentlemen) as two distinct

7The first time we run the ZSP1, the model recognized
this as a Latin word.

8http://id.loc.gov/vocabulary/
iso639-2/de, http://lexvo.org/id/
iso639-1/de
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Quality Dimension Metrics Prompt EN AL IT RO

Syntactic Validity no malformed
datatype literals

ZSP1 1 1 1 1
ZSP2 1 1 1 1
FSP 1 1 1 0.85

Semantic Accuracy

no inaccurate
annotations, labellings
or classifications

ZSP1 0.77 1 0.55 0.62
ZSP2 0.75 0 0.62 0.66
FSP 0.88 0.85 1 0.62

no inaccurate values
ZSP1 1 0.55 1 0.62
ZSP2 0.87 0.85 1 0.5
FSP 1 0.85 1 0.85

Interference no languages interference
ZSP1 0.77 0.89 0.44 0.87
ZSP2 1 0.87 0.62 0.71
FSP 0.88 1 1 0.85

Understandability

indication of one or
more exemplary URIs

ZSP1 1 1 1 1
ZSP2 1 0 0 0
FSP 0.22 0.14 0.14 0.14

indication of the
vocabularies
used in the dataset

ZSP1 1 1 1 1
ZSP2 1 1 0 0
FSP 0 0.85 0 0

Interoperability

re-use of existing
terms

ZSP1 0 0 0 0
ZSP2 0 0 0 0
FSP 0 0 0 0

re-use of existing
vocabularies

ZSP1 1 1 1 1
ZSP2 1 1 1 1
FSP 1 1 1 1

Interpretability
invalid usage of
undefined classes
and properties

ZSP1 1 1 1 1
ZSP2 1 0 1 1
FSP 0 0.85 0 1

Table 3: Quality Evaluation of the RDF output for each language

lexical entries, while in the ZSP2, it actually taggs
these entries with their singular of plural form.

The model hallucinates more than with the
other languages, for classes and predicates,
e.g., lexinfo:WordMeaning, ontoloex:isA, lex-
info:FinancialInstitutionMeaning, ArthropodMean-
ing, etc. It also is hallucinating URIs for re-
sources in DBpedia9. Moreover, especially for
under-resourced languages, the model seems to
do more grammatical errors. It does not follow
masculine and feminine cases, singular and plural
forms of adjectives, e.g., "Një sëmundje virale e
përhapur shumë e cila prek derrat e rritur dhe të
egra...", "Një ushqim i përbërë nga një cope buke
me një materiale mbushës..".

The formalisation of the verbs also has some
attributes worth to be discussed. For the verb
"dashuroj" (love), ZSP1 formalises only the POS
tag as a verb and provides a value for the
rdfs:comment predicate. While the ZSP2 pro-
vides a part from the POS, and also the formali-
sation for its two inflections. However, these two
inflections are described with the same predicates
and classes, without making any distinctions with
respect to the person, mood and tense of the verb.
Similarly, for the entry lis (oak) used as a noun for

9http://dbpedia.org/resource/VerÃń_
(pÃńrdorim_i_ndryshÃńm)

the tree and as an adjective for somebody to ex-
press his/her height, for the FSP it does not follow
the example provided in the prompt, but it also for-
malises the entry as an adjective apart from noun.

Italian As stated previously, in Italian, to obtain
the RDF output we have to phrase the prompt as
an imperative clause, as the polite form of prompt-
ing produces a narrative result without any RDF
output10, in which the model describes the linguis-
tic characteristics that could be formalized in the
OntoLex-Lemon model for that specific entry11, e.g.
the syntactic category, morphological information,
etc.

With reference to the RDF output evaluation,
there are not malformed datatype literals and in-
accurate values, and the existing vocabularies are
always re-used.

As far as the semantic accuracy of annotations,
labellings or classifications is concerned, the FSP
is the only one that does not present any error. In
the ZSP1 and ZSP2 results, in most of the cases,
the LLM fails in assigning the right language tag, in

10The complete output is not shown due to the lack of
space.

11It is worth stressing that also this type of results
presents some errors: for instance, the model suggests
to formalize both the part-of-speech and the syntactic
category, which overlaps in their values.
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that it applies the EN one, or it does not assign a lan-
guage tag at all. This inaccuracy is probably related
to some language interference between English
and Italian that happens mainly in the case of loan
words (e.g., coming from Greek, such as anti and
skyphos). In other cases, the language interference
with English has been retrieved in rdfs:comment
and skos:definition in ZSP1, as well as in
writtenRep in ZSP2. For instance, in formaliz-
ing the entry troll the ZSP1 result presents both
the writtenRep and the comment/definition in
English, while, for the same entry, the ZSP2 pro-
duces an Italian writtenRep and an English com-
ment/definition.

We also notice that ChatGPT specifies the
namespaces to indicate the vocabularies used only
in the ZSP1 setting for the Italian language.

Other observations are related to the use of un-
defined or deprecated classes, such as in gatto
(cat) and peste suina africana (African Swine fever),
when semnet is used as reference for the entries.

In the formalization of verbs, i.e., amare (love)
and vedere (see), in the ZSP1 the output does
not contain any information about the conjuga-
tion or the morphological pattern, but in the FSP
setting the LLM provides the correct conjuga-
tion. Nevertheless, for the verb amare in ZSP1
the output contains a formalization of a morpho-
logical pattern using a regular expression, that
is lemon:pattern [ lemon:regexPattern
"am[a-z]*re" ], in which the root of the verb
(am) is correctly recognized, while the inflectional
morpheme is decomposed into one or more charac-
ters followed by re. This accounts for the presence
of a theme vowel at the end of the stem, and also for
a possible tense/mood/aspect morpheme followed
by an ending that represents the morphological
covariance.

Romanian The list of namespaces is presented
only for ZSP1, never with ZSP2 or FSP, for all Ro-
manian entries tested. When present, namespaces
are never explained to the user in the general out-
put.

Identity of form with an English word (e.g., the
Romanian form animal is spelt identically to the
English equivalent) leads to the formalization of the
English word, instead of the Romanian one, in spite
of formulating the request in Romanian.

With respect to the general output, interference
of languages (Romanian and Albanian) happens
only for FSPs, for most of them, though not for
all. Even if Albanian and Romanian are languages
from different language families, while Italian and
Romanian are both Romance ones, it is difficult
to explain why there is no interference between
Romanian and Italian, but only between Romanian
and Albanian. Here is an example: the boldfaced

text is in Romanian, while the italic is in Albanian12:
Sigur, po, pot, i formaliza intrarea pentru

"câine" folosind modelul ontolex-lemon. Iată o
formalizare posibilă:

Këtu, ‘:lex_câine‘ është hyrja leksikale për
"câine", ndërsa ‘:form_câine‘ është forma
kanonike e tij. Duke përdorur këtë formalizim, speci-
fikoni që "câine" është një fjalë dhe specifikoni for-
mën e shkruar të saj në gjuhën rumune.

6. Conclusions

This paper provides preliminary results of the ca-
pabilities of LLMs (more specifically, ChatGPT3.5)
to formalise linguistics resources using OntoLex-
Lemon for four different languages. We selected 9
words from each language and asked the model to
formalise it with three different prompts.

When prompted with the ZSP1, the model used
the same set of properties for all entries. This could
be due to overfitting on a limited training dataset or
a bias towards a specific formalization style.

Another interesting result is observed in the way
the model handles singular and plural forms. ZSP1
recognized them as distinct entries, while ZSP2, in-
terestingly, attempted to capture the singular/plural
information within the same entry. Additionally, the
model invented fake URIs for resources within DB-
pedia, and new and undefined classes and proper-
ties. This "hallucination" tendency poses a serious
challenge to the trustworthiness and reliability of the
generated knowledge formalizations. The perfor-
mance of the model in under-resourced languages
(e.g., Albanian) reveals grammatical accuracy limi-
tations, especially for noun/adjective case handling.

Despite the aforementioned limitations, the ap-
plication of LLMs for generating LLD seems quite
promising under the assumption of adopting spe-
cific strategies of prompting to ensure the result
robustness. In the future, we plan to implement a
post-generation filtering system that performs some
sanity checks and adaptive prompting to improve
the quality of the LLM output by identifying and
correcting errors, leading to more reliable results.
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Abstract
Large Language Models (LLMs) have a significant user base and are gaining increasing interest and impact across
various domains. Given their expanding influence, it is crucial to implement appropriate guardrails or controls
to ensure ethical and responsible use. In this paper, we propose to automate the evaluation of the knowledge
stored in LLMs. This is achieved by generating datasets tailored for this specific purpose, in any selected domain.
Our approach consists of four major steps: (i) extraction of relevant entities; (ii) gathering of domain properties;
(iii) dataset generation; and (iv) model evaluation. In order to materialize this vision, tools and resources were
experimented for entity linking, knowledge acquisition, classification and prompt generation, yielding valuable
insights and lessons. The generation of datasets for domain specific model evaluation has successfully proved that
the approach can be a future tool for evaluating and moving LLMs “black-boxes” to human-interpretable knowledge
bases.

Keywords: Natural Language Processing, Large Language Models, knowledge Base, Explainable Artificial
Intelligence

1. Introduction

Nowadays, even those with minimal computer pro-
ficiency and a basic understanding of current tech-
nologies are likely aware and taking advantage
of Large Language Models (LLMs). On the one
hand, there are many upsides to these technolo-
gies, such as, efficiency, automation, and versatil-
ity (Strasser, 2023). On the other hand, there are
many sectors of society that have reported down-
sides to their usage, including education (students,
professors, researchers), companies (administra-
tive work), and others (Fecher et al., 2023). Un-
derstanding the fact that humans will not go back-
wards, we need to address the current and future
problems of such technologies.

Due to the rapid advancements and widespread
acceptance of LLMs, numerous drawbacks of
these technologies emerged. The well-known
examples of some shortcomings are: factual
errors (Wang et al., 2024), hallucinations (Ye
et al., 2023), inconsistency (Elazar et al., 2021),
and not being human-interpretable, i.e., “black-
boxes” (Sun et al., 2022). These issues do not
align with the principles of Responsible Artificial In-
telligence. Also, LLMs are trained on large quanti-
ties of data that is not always easy to track, repre-
sented through opaque methods and not directly
accessible. Therefore, we may add that, to some
extent, LLMs do not adhere to the Findable, Ac-
cessible, Interoperable, Reusable (FAIR) princi-
ples (Wilkinson et al., 2016). Nevertheless, re-
searchers are working to understand how to adapt

FAIR guiding principles to FAIR AI models (Ravi
et al., 2022).

Our objective is to contribute to more transpar-
ent and human-interpretable LLMs. Towards that
vision, we propose an approach for automating
the evaluation of knowledge in LLMs, across di-
verse domains. This process is key in our world
because, as mentioned earlier, we are witnessing
the widespread application of LLMs across vari-
ous software, professions, and as auxiliary aid in
a broad range of tasks.

The main contributions of this work are summa-
rized as follows:

• The proposal of an end-to-end solution for au-
tomating domain-specific generation of evalu-
ation datasets, applicable to any LLM and do-
main;

• An instantiation of the proposed approach
with its application to two critical domains, fi-
nance and medicine.

• The evaluation of a broad range of masked
language models in the previous domains,
where we confirm the feasibility of the pro-
posed approach and reveal limitations of such
models when it comes to zero-shot domain
knowledge acquisition.

In the remainder of this paper, we present the
starting points and inspirations of our work, by de-
scribing the related work in Section 2. We proceed
by detailing our general approach in Section 3. In
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Section 4, we instantiate the approach for two do-
mains: financial and medical. Obtained results are
further analysed, as well as challenges and limi-
tations of the implementation. We conclude the
paper in Section 6, with important takeaways and
plans for future work.

2. Related Work

Since their early instantiations, researchers have
explored Transformer Language Modes (LMs) as
sources of knowledge (Petroni et al., 2019) and as-
sessed them in tasks like relation completion, in a
broad range of domains. Such an evaluation is typ-
ically supported by specifically-tailored datasets,
such as LAnguage Model Analysis (LAMA), cre-
ated semi-automatically from knowledge sources
like Wikidata (Vrandečić and Krötzsch, 2014) and
ConceptNet (Speer et al., 2017).

In the following years, various contributions
adopted a similar approach (Bouraoui et al., 2020;
Mickus et al., 2023; Gromann et al., 2024), i.e.,
probe LLMs and evaluate them on a set of knowl-
edge sources comprised of a set of facts. Besides
LAMA, other datasets were used. For instance,
despite originally created for assessing static word
embeddings in analogy solving, BATS (Gladkova
et al., 2016) has also been used for evaluating
Transformer LMs. BATS, created for English but
translated to other languages (Mickus et al., 2023;
Gromann et al., 2024), covers four groups of rela-
tions: inflexion morphology, derivational morphol-
ogy, lexicographic semantics, encyclopedic se-
mantics.

The goal of relation completion is to, given a sub-
ject and a predicate (relation), obtain suitable val-
ues for the object. It may resort to prompting a
Transformer LMs, including BERT-based masked
language models (Petroni et al., 2019; Mickus
et al., 2023; Gromann et al., 2024), where the ob-
ject is masked; or generative based models, in-
cluding GPT-3 (Gonçalo Oliveira and Rodrigues,
2023) or BLOOM (Gromann et al., 2024), where
the object is generated.

Knowledge acquisition from LMs has also raised
interest from the Semantic Web community, which
is confirmed by the challenge on Knowledge Base
Construction from Pre-trained Language Models
(LM-KBC) (Singhania et al., 2022; Kalo et al.,
2023). Evaluation was based on a datasets com-
prising diverse world-knowledge relations (e.g.,
BandHasMember, FootballerPlaysPosition, Per-
sonCauseOfDeath), each including a set of sub-
jects and a list of ground-truth objects per subject-
relation-pair.

Despite the existence of datasets like those
used in the previous works, essential for evaluat-
ing LLMs, they are inherently limited. Some were

created manually (Singhania et al., 2022), while
others, despite involving some automatic proce-
dure (Petroni et al., 2019), required specific plan-
ning (e.g., in the selection of relations and defini-
tion of inclusion criteria). They are created with a
specific goal and, once created, remain static.

The automation of data collection from specific
domains and the dynamic generation of datasets
represents a promising avenue. Therefore, we pro-
pose a methodology for the automation of the cre-
ation of datasets for multiple domains that can be
used for evaluating LLMs.

3. Proposed Approach

We see knowledge acquisition from LLM as a
way towards more transparent models. While it
is impossible to represent everything in a model
as a single Knowledge Graph (KG), in theory, a
smaller KG can be extracted on specific domains.
The models will perform differently for different do-
mains.

So, our vision involves the possibility of evaluat-
ing any model in any domain of interest. This re-
quires specific methods for turning user-provided
seeds (e.g., domain data) into relevant domain
knowledge (e.g., entities, relations), and for as-
sessing to what extent such knowledge can be ob-
tained from the model.

We propose an approach for this vision, de-
picted in Figure 1. It is based on the automatic
generation of datasets given a collection of textual
documents on the target domain. Datasets will
contain knowledge on the target domain, guided
by the input collection (seeds), but effectively ex-
tracted from a human-created KG. Briefly, the pro-
posed approach encompasses four main steps:

1. Extraction of relevant entities from do-
main data;

2. Gathering of domain-related entity properties
from a human-created knowledge graph;

3. Generation of an evaluation dataset on do-
main knowledge;

4. Automation of LLMs evaluation.

More formally, from a set of entities E extracted
from the input collection, a subset of domain-
relevant E'⊂ E is gathered. For each entity e ∈
E', a set of domain properties P is then obtained
from a knowledge graph G. With entities e and their
respective properties p ∈ P, a dataset of triples
t(e, p, o) is finally generated.

3.1. Extract Relevant Entities
The set of relevant entities E is first extracted from
the collection of textual documents. We rely on en-
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Figure 1: Approach for automating the evaluation of LLMs in given domains.

tity linking because we want to get ground knowl-
edge on these entities, e.g., from a given KG.

Moreover, not all extracted entities will be rele-
vant for the domain. So, having in mind the goal of
assessing knowledge on the target domain, these
should not be considered. Here, we assume that
the most frequent entities in the input collection will
also be the most relevant for the domain, and focus
on these, i.e., extracted entities are ranked by their
frequency, and only the top-n are used. These will
constitute the set E′.

3.2. Gather Domain Properties

With each entity linked to a KG, many properties
can be obtained. However, not all of them will
be specific of the target domain. To consider only
domain-related properties p ∈ P, we can use a text
classifier trained for labelling the domain of given
text. The input can be the name of the property
but, if available, a longer description of the prop-
erty can be used. If such classifier is not avail-
able and not enough annotated data is available
for training, one can always opt for zero-shot text
classification.

3.3. Dataset Generation
The last step is the construction of the dataset
to be used for evaluation. From the each e →
p pair, objects o are obtained from the KG, re-
sulting in triples (e, p, o). A possible triple is
(Portugal, hasCapital, Lisbon). The re-
sulting dataset is a collection of such triples.

3.4. Automation of the Evaluation
Having a domain-oriented dataset of triples is an
enabler of many evaluation possibilities where dif-
ferent approaches can be taken. One is follow
the examples of probing, where we produce a sen-
tence (prompt), provide it as input for a LLM, and
evaluate the output of the model.

Depending on the target LLM, the creation of the
prompt should be different, i.e., prompt engineer-
ing is strongly involved in this process.

4. Experimental setup

To materialise our vision, we experimented with
different resources for entity linking, knowledge
acquisition, classification and prompt generation,
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which resulted in an initial implementation, de-
scribed in this section.

The diagram in Figure 2, instantiates the one in
Figure 1, in what constitutes our first implementa-
tion. For creating a dataset, we first need to ac-
quire domain knowledge from the provided textual
data, i.e., domain-relevant entities e and properties
p. This is performed with the help of public sources
of knowledge, namely DBpedia1 (Lehmann et al.,
2015) and Wikidata2 (Vrandečić and Krötzsch,
2014), which can be queried from their respective
SPARQL endpoints.

The production of this initial instance could help
us identify challenges and problems, so we opted
to streamline this implementation. For that, we
opted to use existing applications and models in
order to build and test our approach. A description
of the implementation is detailed below.

4.1. Extract Relevant Entities
Entities were extracted from all the documents in
the input collection. Since all of them should be
on the target domain, we assume that the most
frequently occurring entities are also the most rel-
evant for the domain.

Entity extraction is made with the help of DBpe-
dia Spotlight (Daiber et al., 2013), a tool for entity
linking. Therefore, more than just identifying enti-
ties in text, Spotlight connects them to DBpedia re-
sources, and thus to the Linked Open Data cloud,
where knowledge about the target entities can be
obtained from.

Instead of the obvious choice of using DBpe-
dia directly, we opted for Wikidata as a Knowl-
edge Base (KB) for being based on statements
and having a community-curated ontology. This
makes it, expectedly, more reliable than DBpedia,
which is automatically generated from Wikipedia
documents. Therefore, we must map the DBpe-
dia entities to their Wikidata entries. For that,
we relied on owl:sameAs, an Web Ontology
Language (OWL) property that indicates that two
URI references refer to the same thing in the
world. Since there are owl:sameAs cross-links
between DBpedia and Wikidata, we can use them
to get the Wikidata URI corresponding to a DBPe-
dia entity, i.e., <Wikidata URI> owl:sameAs
?sameAsResource.

Spotlight will extract numerous entities, but not
all of them will be especially-relevant for the target
domain. To get the most relevant for the domain,
before mapping to Wikidata, extracted entities are
ranked by frequency of occurrence in the input doc-
uments, and we focus only on the top-ranked.

1https://www.dbpedia.org/
2https://www.wikidata.org/

4.2. Gather Domain Properties
The next step is to gather domain-relevant prop-
erties involving the domain entities. While it is
trivial to get from Wikidata every property involv-
ing the selected entities, i.e., <Wikidata URI>
?property ?value, as it happens to the input
text, not all properties will be relevant for the do-
main. However, in this case, selecting the most
frequent properties will lead to many false posi-
tives, because of generic properties held by most
entities. These include generic properties connect-
ing to the entity class (e.g., subclass of) or to its
source (e.g., described by source). We thus rely
on a supervised classifier for discriminating be-
tween domain-relevant properties and other.

Depending on the domain, we might need to
train our own classifier or resort to zero-shot learn-
ing. Yet, for many domains, state-of-the-art text
classifiers are available. An example is RoBERTa-
base, fine-tuned3 in a dataset4 based on the Hu-
man ChatGPT Comparison Corpus (HC3) (Guo
et al., 2023), which classifies text in a broad range
of domains.

Since the labels of some properties can be
limited, whenever possible, we classify a text
resulting from concatenating the property de-
scriptions to the name of the property, i.e.,
?property: ?schema:description. De-
scriptions are longer and more in line with the data
used for training available text classifiers. For
example, for the property retirement age (P3001),
the following text would be classified: “retirement
age: the age at which most people normally retire
from work”.

The result is a set of domain-relevant triples
t(e, p, o). These are used for creating the
dataset, where the goal would be to, given a sub-
ject (domain-relevant entity) and a property, obtain
a valid object, e.g., (Australia, retirement
age, 67).

4.3. Automating the Evaluation
A possible approach for assessing an LLMs with
the created dataset requires the definition of
prompts. Specifically, the triple should be trans-
formed to natural language sequences where the
object is missing, to be completed by the model.
Evaluation will rely on the proportion of triples for
which the model completion is a valid object.

There are two types of LLMs: Generative Lan-
guage Models (GLMs), where the model predicts

3https://huggingface.co/rajendrabasko
ta/hc3-wiki-domain-classification-rober
ta

4https://huggingface.co/datasets/raje
ndrabaskota/hc3-wiki-intro-dataset
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Figure 2: Representation of the instantiated implementation.

the next tokens in for a given sequence, while at-
tending only to tokens on the left, models such
as Generative Pretrained Transformer (GPT) (Rad-
ford et al., 2018) like; Masked Language Models
(MLMs), where the model predicts the value of a
masked token in a sequence, while attending to
both the tokens in the left and right contexts, mod-
els as Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2018) like. De-
pending on the type of language modelling, the
prompt that interacts with the model should be dif-
ferent.

The experimentation reported in this work is
limited to MLMs, where the boundaries of the
predictions are easier to define. Having this in
mind, we needed to define prompts with a masked
token. For example, after replacing the object
of the triple (Australia, retirement age,

67) by a mask, the result would be (Australia,
retirement age, [MASK]). For simplicity, we
decided to use the masked token always in place
of the object. To provide a natural input simi-
lar to the data used for model training, i.e., natu-
ral language text, the triple is finally transformed
to a prompt like “The retirement age in Australia is
[MASK]”.

Creating such prompts for every single prop-
erty would be tedious and a limitation of the pro-
posed approach. Therefore, prompts are gener-
ated automatically, with the help of a 7B open
generative LLM, Large Language Model Meta AI
(LLaMA) 2 (Touvron et al., 2023), used in its quan-
tized version through the ollama5 tool. LLaMA 2
was instructed to produce a sentence based on the
triple provided with the following prompt: “You are

5https://ollama.ai/
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a model that only converts triples into sentences
and nothing else. You get a triple as input, for
example [’Portugal’, ’currency’, ’[MASK]’], and you
need to transform the triple into a simple human-
readable sentence, for example: ’The currency of
Portugal is [MASK]’ or ’[MASK] is the currency of
Portugal’ or ’Portugal has [MASK] has its currency’.
Choose only the best sentence possible and return
it.” The option for a completely automatic genera-
tion of prompts brought pros and cons, to be dis-
cussed further ahead.

5. Evaluation of MLMs

We tested our implementation using two different
datasets, one focused on the financial domain and
the other on the medical domain. Both domains
hold significant significance in our society due to
their impact. This is advantageous for the analy-
sis of our initial implementation as it enables us
to comprehend (at a high level) the general knowl-
edge of both domains, i.e., related entities and
properties.

Having that into account, we can evaluate two
components that resulted from our implementa-
tion:

1. The generated dataset for each domain;

2. The output predictions of the models;

In terms of the generated datasets, we can verify
1) if the n top entities found and 2) if the relevant
entities properties extracted are relevant for each
domain.

For the evaluation of the models, we decided to
follow the norm and use the mean precision at k
(P@k). The value is 1 if the object is ranked among
the top k results, and 0 otherwise. We used k =
1, k = 5, and k = 10.

We considered a broad range pre-trained
MLMs, namely, BERT (Devlin et al., 2018)6, Ro-
bustly Optimized BERT Approach (RoBERTa) (Liu
et al., 2019)7, A distilled version of BERT (Distil-
BERT) (Sanh et al., 2019)8, Efficiently Learning an
Encoder that Classifies Token Replacements Ac-
curately (ELECTRA) (Clark et al., 2020)9, and A
Lite BERT (ALBERT) (Lan et al., 2019)10.

6https://huggingface.co/google-bert/be
rt-base-uncased

7https://huggingface.co/FacebookAI/ro
berta-base

8https://huggingface.co/distilbert/di
stilbert-base-uncased

9https://huggingface.co/google/electr
a-base-generator

10https://huggingface.co/albert/albert
-base-v2

5.1. Generated Datasets
In this initial implementation we aimed to use
datasets as a source of “seeds”, i.e., given a
dataset from a specific domain it is more likely to
obtain entities related to that domain.

The datasets used for both domains are pub-
licly available in HuggingFace. For the financial
domain we used a dataset11 that contains news
sentences from Yahoo-Finance and for the medi-
cal domain we used a dataset12 that contains ab-
stracts of Pubmed articles.

Financial dataset was relatively small, contain-
ing 25k small sentences where a total of 7567 dis-
tinct entities were found. We used the top 200 enti-
ties to build our dataset. In Table 1 are present the
10 more relevant entities present in the financial
dataset, which in our opinion seems right. There
are entities that are directly related to the financial
domain, e.g., “Inflation”, “European Central Bank”,
“Yen”, which is logical, and in the other hand there
are entities that, although not directly related to the
domain, is very understandable there presence,
e.g., “Reuters”, “Chief Executive Officer”, “Apple”.

Entity Detail QID
Inflation Rise in price level Q35865

over time
China (Mexico) Municipality Location Q942154
Reuters International Q130879

News Agency
Board of Governors Governing Body
of the Federal of the US Federal Q5440396
Reserve System Reserve System
Chief Executive highest-ranking Q484876
Officer corporate officer
Artificial field of Q11660
Intelligence computer science
European central bank of Q8901
Central Bank the European Union
Yen official currency Q8146

of Japan
Japan island country Q17

in East Asia
Apple Technology Company Q312

Table 1: Top 10 entities extracted from the finance
dataset.

In terms of financial related properties of the enti-
ties, our implementation extracted some of the fol-
lowing properties present in Table 2). The table is
a small subset of five of the 120 obtained proper-
ties classified as relevant for the financial domain
by the domain classification model. Under analy-
sis, not all the 120 properties obtained are relevant
for the domain, but a considerable part is.

Our resulting dataset, containing the enti-
ties and their respective properties, is com-

11https://huggingface.co/datasets/ugur
sa/Yahoo-Finance-News-Sentences

12https://huggingface.co/datasets/ccdv
/pubmed-summarization
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Relation PID
has subsidiary P749
owner of P1830
retirement age P3001
Indeed company ID P10285
owned by P127

Table 2: Relevant properties gathered for the fi-
nance domain.

posed of 1115 different triplets (entity,
property, object). An actual example of
an extracted triple: (Microsoft, owned by,
[Bill Gates, BlackRock, The Vanguard
Group]), and from that triple the generated
prompt to interact with the MLMs was “The owner
of Microsoft is [MASK].”.

Medical dataset is considerable bigger, with
130k abstracts from Pubmed Papers. As the ab-
stracts are longer than the financial news sen-
tences, we decided not to use the entire dataset.
From a total of 130k abstracts we used 9k. We
obtained a total of 16791 distinct entities which
indicates how much more complex is this medi-
cal dataset (compared with the financial dataset
used). The following Table 3 contains the 10 more
relevant entities in the 9k abstracts used.

Entity Detail QID
Riboflavin Chemical Q130365
Cancer Disease Q12078
Protein Biomolecule Q8054
Mortality Rate Measure Deaths Q58702
Pain Unpleasant Feeling Q81938
Metastasis Spread of a Disease Q181876
Gene Unit of Heredity Q7187
Obesity Excess Body Fat Q12174
Brain Organ Q1073
Insulin Pancreas Hormone Q50265665

Table 3: Top 10 entities extracted from the medi-
cal dataset.

In terms of relevant medical properties, the do-
main classification model only obtained 11 distinct
properties, which is considerably less compared
with the financial domain, however, all the 11 ex-
tracted are related to the medical domain.

Relation PID
health specialty P1995
PatientsLikeMe condition ID P4233
PatientsLikeMe treatment ID P4235
possible treatment P924
symptoms and signs P780

Table 4: Relevant medical properties gathered.

The resulting dataset, containing the entities
and their respective properties, is composed of

172 different triplets. An actual example of an ex-
tracted triple: (stroke, health specialty,
[neurology, neurosurgery]), and from that
triple the generated prompt was “The health spe-
cialty of stroke is [MASK].”.

5.2. Models Evaluation

For the prompts generated we ran the mentioned
masked LLMs, obtaining as a result a set of out-
puts that we could compare with the ground truth of
the dataset created. Follows the results that each
model obtained in each domain, financial (Table 5)
and medical (Tabel 6).

Model Acc@1 Acc@5 Acc@10
ALBERT 0.009 0.022 0.023
BERT 0.012 0.021 0.025
DistilBERT 0.009 0.022 0.025
ELECTRA 0.008 0.016 0.019
RoBERTa 0.008 0.030 0.036

Table 5: Accuracy results in the finance domain

Model Acc@1 Acc@5 Acc@10
ALBERT 0.038 0.077 0.108
BERT 0.045 0.089 0.108
DistilBERT 0.051 0.102 0.115
ELECTRA 0.006 0.045 0.096
RoBERTa 0.045 0.096 0.108

Table 6: Accuracy results in the medical domain

The results obtained in both domains are sub-
par. That occurs for a multitude of reasons, i.e.,
challenges and limitations that exist in our imple-
mentation.

The analysis of the outcomes, focusing on their
overall precision, is impractical, as there are nu-
merous enhancements that need to be made,
mainly in two areas: the selection of domain-
relevant properties, and the generation of the
prompt from the extracted triples.

However, if we analyse the results by property,
there are some properties that the models ob-
tained good performance. Table 7 shows two prop-
erties from each domain that all five models got
reasonable results for. There are other properties
that each model performed better, but these are
the two properties in the “top 10” properties of each
model.

5.3. Limitations Analysis

The quality of the overall results in both datasets
generated and the evaluation of the LLMs was de-
creased by some decisions we took to acceler-
ate the process of implementation. Several times,
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Financial Medical
Model name retirement symptoms PatientsLikeMe

age and signs condition ID
Acc@10 Acc@10 Acc@10 Acc@10

ALBERT 0.143 0.125 0.077 0.231
BERT 0.286 0.500 0.385 0.192
DistilBERT 0.286 0.625 0.308 0.192
ELECTRA 0.286 0.750 0.308 0.154
RoBERTa 0.286 0.875 0.231 0.269

Table 7: Two of the best best performing properties
in the financial and medical domains

those decisions were to apply already existing ap-
plications and available models, which was not op-
timal.

To acquire domain knowledge, we relied on DB-
pedia Spotlight for entity linking, but used Wikidata
as the KB. At this stage, we encountered some
challenges that we need to overcome. The initial
obstacle is that employing owl:sameAs is not a
flawless solution, as multiple entities can be identi-
fied within the same owl:sameAs query. We have
decided to employ a second query to quantify the
inlinks of each entity identified and select the en-
tity with the highest number of inlinks. The solution
is not perfect because the entity with most inlinks
could not be the entity originally mentioned in the
domain data.

To obtain the properties of the extracted entities,
we employed a query for retrieving 400 proper-
ties. Since there is no built-in method for obtaining
a ranking of the most relevant properties, we de-
cided to introduce a limit to make our experiments
possible. Without a limit, the query along with the
domain classification task would take too long to
run. Additionally, even though DBpedia Spotlight
is a great resource, there are newer and better so-
lutions for entity linking, solutions that should be
considered in future work.

As mentioned previously, we relied on an exist-
ing model for the domain classification task. On
the one hand, the proposed solution is robust in
terms of implementation, however, not all proper-
ties were classified correctly. A future possibility
would be to train a classifier for our needs, or, go-
ing in line with recent advances, use a powerful
LLM with zero-shot or n-shot for the domain clas-
sification task.

The LLaMA 2 model was utilized for the gener-
ation of prompts from the triples obtained. This
decision was judicious. However, some prompts
generated did not adhere to the predetermined re-
strictions, thus we decided not to utilize them in
the evaluation of the models. This is a significant
challenge to address as we aim to automate the
knowledge evaluation of LLMs.

6. Conclusion

LLMs have a significant impact on many sectors,
jobs and tasks. They are now part of our lives
and their usage will continue to grow. Given this
trend, we advocate for the adoption of LLMs in a
controlled manner.

We took inspiration from previous works and pro-
pose an approach for automating the evaluation
of the knowledge in LLMs, based on the dynamic
generation of datasets for given domains. In the
paper, we describe our vision that encompasses
four major steps: extraction of relevant entities,
gathering domain properties, dataset generation,
and automation of the evaluation.

To materialise our vision, we experimented with
different resources for entity linking, knowledge
acquisition, classification, and prompt generation.
The result can be seen as its first implementation
and constitutes important steps towards the au-
tomation of the evaluation of LLMs.

Datasets were generated for assessing the pres-
ence of knowledge in two domains, finance and
medicine, and a range of MLMs were evaluated.
Poor performance suggests that domain knowl-
edge is limited in the models tested, which were
trained on generic data. But we also note that the
adopted zero-shot prompting approach was very
straightforward, and did not go through specific
prompt engineering. Moreover, the performed ex-
perimentation was useful for highlighting some lim-
itations of the current implementation, which will
be the focus of future work.

In the future, we intend to address several is-
sues, such as the mapping of entities in DBPedia
to Wikidata, which should allow for the gathering
of additional domain-related properties, as well as
for the generation of better prompts. For instance,
we will consider entity linking tools that link directly
to Wikidata, as well as the extraction of additional
domain terms. We will also analyse datasets gen-
erated after different rankings on entities and prop-
erties, hopefully focusing more on the target do-
mains, and devise balancing strategies.

The proposed approach will open the door to an
easier evaluation of the knowledge in LLMs, thus
contributing to faster conclusions on the suitability
of different models or prompting strategies.

Therefore, we plan to take advantage of it for
further evaluating different state-of-the-art models,
e.g., GPT 4 (Achiam et al., 2023), Gemma (Banks
and Warkentin, 2024), or to compare the per-
formance of generic models versus models pre-
trained or fine-tuned in domain data. We further
plan to test the impact of different prompting strate-
gies, including few-shot prompts, and different ap-
proaches for the automatic generation of prompts.

On top of this, KGs can be created from LLMs
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and contribute to alternative human-interpretable
representations of these “black-boxes” models.
The pros and cons of each representation, or of
their combination, should be further analysed, not
only in terms of performance in different tasks, but
also on aspects like transparency, consistency,
and computational cost.
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Abstract
This article addresses the question of evaluating generative AI prompts designed for specific tasks such as
linguistic linked open data modelling and refining of word embedding results. The prompts were created to
assist the pre-modelling phase in the construction of LLODIA, a linguistic linked open data model for diachronic
analysis. We present a self-evaluation framework based on the method known in literature as LLM-Eval. The
discussion includes prompts related to the RDF-XML conception of the model, and neighbour list refinement, dic-
tionary alignment and contextualisation for the term revolution in French, Hebrew and Lithuanian, as a proof of concept.

Keywords: prompt engineering, generative AI, linguistic linked open data, diachronic word embeddings

1. Introduction

Recent developments in large language models
(LLMs), mostly originated in the transformer archi-
tecture (Vaswani et al., 2017), and generative AI
(GenAI) agents that use these models to gener-
ate content based on textual prompts (HAI, 2023),
have determined the emergence of prompt engi-
neering. This new field of research refers to the
design and optimisation of input prompts that guide
the responses of the GenAI agents (Chen et al.,
2023). In this article we address the question of
how to evaluate generative AI prompts designed
for specific tasks such as linguistic linked open
data (LLOD) modelling and refining of word embed-
ding results. We created a set of prompts for con-
versational agents GPT-3.5, GPT-4, and Microsoft
Copilot (Brown et al., 2020; OpenAI, 2023; Ortiz,
2023) to assist us with the pre-modelling phase of
a linguistic linked open data model for diachronic
analysis (LLODIA) (Armaselu et al., 2024).1 The
prompts were intended for RDF-XML-based con-
ception of the model, neighbour list refinement, dic-
tionary alignment and contextualisation for the term
revolution, as a proof of concept.

Given the GenAI agents’ abilities to perform a va-
riety of tasks and the impact of prompt attributes on
the quality of the generated response, various meth-
ods and benchmarks for evaluating these prompts
have been designed (Chen et al., 2023; Bach et al.,
2022; Ajith et al., 2023). It is assumed that this form
of assessment and AI-prompt reporting will become
common practice with the increase in use of these
types of agents in multiple areas of research, in-
cluding LLOD. For the evaluation of our prompts we

1https://github.com/nexuslinguarum/
llodia/.

have chosen LLM-Eval (Lin and Chen, 2023) for its
relative simplicity and applicability to our use case.
The method consists of asking, in a single-prompt
scenario, a GenAI agent to evaluate an LLM-based
conversation, taking into account multiple assess-
ment criteria, such as content, grammar, relevance
and appropriateness of the dialogue response, on
a 0-5 continuous evaluation scale. The main hy-
pothesis is that the quality of the dialogue response
reflects the quality of the prompts themselves. The
question was how the method, applied to a selec-
tion of prompts, compared with our own assess-
ment of the GenAI interaction results. Section 2
presents our approach, sections 3 and 4 discuss
the findings and concluding remarks.

2. Methodology

The construction of the LLODIA model and proof of
concept implied the use of static word embedding
on five diachronic corpora in French, Hebrew, Latin,
Lithuanian and Romanian and three main phases.
(1) In the pre-modelling phase a series of prompts
have been designed for GenAI conversations to
model in RDF-XML a set of examples based on the
French word embedding results and dictionary con-
sultation. (2) We analysed the conversation results
and compared them with existing LLOD vocabu-
laries, knowledge repositories and models, such
as Dublin Core, DBPedia and OntoLex-Lemon and
FrAc (McCrae et al., 2017; Chiarcos et al., 2022).
The observations were generalised, taking into
account the broader LLOD context, to build and
validate the classes and properties of the LLODIA
model. (3) The following step involved enrichment
with a proof of concept consisting of examples in
all the five languages included in the project, and
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refinement of the model.
In this study, we focus on the pre-modelling

phase that included several categories of
prompts used in conversations with ChatGPT-3.5,
ChatGPT-4 and Microsoft Copilot. The first cate-
gory contained general questions about RDF-XML
syntax, class and property generation (Copilot), or
instructions asking the agent to extract examples
from an OntoLex-FrAC article (Chiarcos et al.,
2022) and express them in RDF-XML (ChatGPT-4).
These dialogues were conceived as a preliminary
task to assist the humanistic team, who had
experience with XML-based formats but was
less familiar with the semantic Web vocabularies
and RDF-XML syntax. This was needed mainly
because RDF-XML expert assistance was not
available. The second category, which will be
discussed in this paper, included more specific in-
structions for (a) RDF-XML encoding of resources
such as corpora and dictionaries and embedding
results, and (b) sense discrimination, dictionary
alignment and contextualisation derived from the
French use case on the term révolution. The goal
was to create templates that could be used for the
modelling examples in the other languages of the
project. Listing 1 presents an example of prompt
from task (a), when the user asks the agent to
encode in RDF-XML specific resources that are
represented in the model by different classes..

Listing 1: Task a/RDF-XML encoding (ChatGPT-4).
User : Please add the RDF−XML

repre senta t i on o f the f o l l ow ing
re source s from the c a t e g o r i e s
d i c t i onary and corpus . For the
repre senta t i on o f languages , p l ease
use three l e t t e r s according to the
ISO 639−2 Code . ... The second
d ic t i onary has the l a b e l =
d_wict_mul , t i t l e = Wiktionary ,
language = mult i l ingua l , pub l i sher =
Wikimedia Foundation ...

Chatbot : ... The re source s inc lude two
d i c t i o n a r i e s and one corpus . Each
resource w i l l be represented as an
RDF ent i ty with the re l evant
p rope r t i e s . ...

<!−− Dict ionary 2 : Wiktionary −−>
<rdf : Descr ipt ion rd f : about=”https ://www.

wiktionary . org/”> ...
<dcterms : t i t l e >Wiktionary</dcterms :

t i t l e >
<dcterms : publ i sher>Wikimedia

Foundation</dcterms : publ i sher>
<dcterms : language rd f : r e source=”http

:// lexvo . org/ id / iso639 −3/mul”/>
...

<dcterms : i d e n t i f i e r >d_wict_mul</
dcterms : i d e n t i f i e r >

</rd f : Descr ipt ion>

In the final version of the LLODIA model, we
replaced definitions such as rdf:Description
shown above with the dedicated classes
llodia:Dictionary and llodia: Corpus.
The distinction between these types of resources
was considered important since we assumed that
combining corpus- and dictionary-based evidence
in an explicit manner enabled richer depiction and
contextualisation of semantic change phenomena.

Prompts from task (b) were intended for neigh-
bour list refinement and dictionary sense alignment.
We applied gensim word2vec (Rehurek and Sojka,
2010; Mikolov et al., 2013), 100-dimension vectors,
5-word context window, to a selection of French
monographs from the National Library of Luxem-
bourg Open Data collection,2 with a time span from
1690 to 1918, cut into six time slices for analy-
sis. The references used for dictionary attestations
and cross-lingual relations were the CNRTL’s lex-
ical portal3 and Wiktionary.4 Listing 2 shows the
alignment of neighbours (most similar words with
the term révolution, computed through cosine sim-
ilarity) and a corpus citation with a sense in the
reference dictionary pertaining to mechanics and
clock functionality.

Listing 2: Task b/dictionary alignment (ChatGPT-4).
User : Please a s s o c i a t e the sub−l i s t and

the c i t a t i o n below to one o f the
senses o f ... ” r évo lut i on ” ... Sub−l i s t :
moyene , t ige , r e l i e r , engrennat , ...

Ci tat ion : ”La roue de longue t i g e ou
grande moyene f a i t une révo lut i on

par heure ...” Please output your
response in a tab le with 3 columns ,
Sub−l i s t , Sense , Confidence , ... and
your conf idence l e v e l f o r t h i s
a s s o c i a t i o n .

Chatbot : Based on the ... a n a l y s i s o f the
senses o f ” r évo lut i on ” ... the sub−
l i s t ... and the c i t a t i o n r e l a t e to
the mechanical or t e chn i ca l sense ...
This sense a l i g n s with the
de s c r i p t i on ... within a device ,
l i k e l y a c lock ... Therefore , the
as soc i a t ed sense ... i s r e l a t ed to the
mechanical or movement aspects o f

”révolution.” ...

The GenAI prompts were designed to refine the
resulting neighbour lists, by selecting for the proof
of concept the neighbours that could more likely
be associated to a certain dictionary sense or by
splitting the lists to discriminate between different
dictionary senses.5 We used ChatGPT-4, uploaded

2Bibliothèque nationale du Luxembourg (BnL) Open
Data MONOGRAPH TEXT-PACK: https://data.
bnl.lu/data/historical-newspapers/.

3https://www.cnrtl.fr/portail/.
4https://www.wiktionary.org/.
5We tried to address the ”meaning conflation” issue of
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a CNRTL dictionary file for the term révolution and
asked the agent to align the neighbour lists and sub-
lists, and associated corpus citations, to the senses
provided in the file. Therefore, we could identify and
link neighbours and citations from the corpus seg-
ments and time intervals to various senses of révo-
lution and domains of knowledge. For the French
corpus, these senses corresponded to (1) mechan-
ics, circular motion of a body around its axis, for the
time slice 1690-1794 (AI agent’s confidence 95%);
(2) geometry, motion of a geometric form around an
axis, for 1831-1866 (95%); (3) geophysics, natural
phenomena changing the physical characteristics
of the Earth, and (4) politics, sudden overthrow of
the political regime of a nation, for 1867-1889 (95%,
90%), and (5) the French Revolution, for the seg-
ment 1890-1918 (95%). Similar prompts for sense
discrimination and refinement of neighbour lists, or
contextual enrichment (task b) were devised for the
proof of concept examples and experiments in the
other languages, as discussed below for Hebrew
and Lithuanian. Additional prompt examples are
presented in table 2.

We utilised the gensim word2vec model (100-
dimension vectors, 5-word context window) to
extract neighboring words from the Responsa6

dataset (Liebeskind and Liebeskind, 2020) for our
generative AI studies in Hebrew. The term הכפהמ

(revolution) is present in three eras of the corpus
(first, third and fourth). For each period, we sup-
plied ChatGPT-3.5 with a list of neighboring words
and requested it to determine the meaning of the
given list. Next, we requested ChatGPT-3.5 to align
its assignments with one of the three senses from
Wictionary or a fourth sense given by Milog7, and
to indicate the level of confidence in its assignment.

For the experiments with generative AI in Lithua-
nian we asked ChatGPT 3.5 to determine the neigh-
bor words related to the senses of the target word
“revoliucija” in Lithuanian. We also asked to provide
a short description for each assigned sense of the
target word “revolution” in Lithuanian and attach a
degree of confidence to it expressed by percent.
Then we asked to provide a time slice of usage for
each assigned sense of the target word “revolution”
in Lithuanian and attach a degree of confidence to
it. Finally, we wanted to find out the first mention of
the target word ”revoliucija” in Lithuanian.

For evaluation, we applied the LLM-Eval method
to a selection of dialogues with GenAI agents from
the pre-modelling phase, tasks (a) and (b). The
GenAI agents used in evaluation were ChatGPT-4
and Gemini (Team et al., 2023) and the evaluated

static word embedding (Camacho-Collados and Pilehvar,
2018, pp. 5-6), i.e., the word vectors and neighbours may
refer to different meanings of the target word.

6https://www.responsa.co.il/.
7https://milog.co.il/.

agents were ChatGPT-3.5 and ChatGPT-4. The
dialogues were attached as PDF files to the conver-
sations with ChatGPT-4, and directly inserted into
the prompts for Gemini. We followed the LLM-Eval
model for the evaluation of the chatbots’ response
according to four criteria (appropriateness, content,
grammar and relevance) on a scale from 0.0 to 5.0,
to which we added the evaluators’ confidence in
their assessment (percentage), as shown in listing
3. In line with LLM-Eval, it was assumed that higher
scores reflect higher prompt quality.

Listing 3: LLM-Eval prompt (ChatGPT-4).
User : Please score the chatbot response

from the attached f i l e ... on a
continuous s c a l e from 0.0 to 5 . 0 .
The c r i t e r i a to be evaluated are :
appropr iateness , content , grammar
and re levance . The output w i l l be a
tab le with columns f o r the four
c r i t e r i a and an add i t i ona l column
f o r your conf idence l e v e l on the
assessment ( in percentage ) .

3. Results and Discussion

Table 1 shows the results of the evaluation for 10
dialogues, 4 from the category RDF-XML encoding
(task a) and 6 (2 for each of the 3 languages) from
the categories neighbour list refinement, dictionary
sense alignment and contextualisation (task b).

In general, the agents assigned higher scores
and confidence to the dialogues from the category
RDF-XML encoding (task a), although in some
cases, especially related to OntoLex-FrAC, the
namespace or some properties were not always ac-
curate. The criterion with highest score was gram-
mar, which is not surprising given the training char-
acteristics of LLMs. Slightly lower scores or confi-
dence were observed for Dialogue 6 (ChatGPT-4),
7 (Gemini) and 8 (both agents) (task b). ChatGPT-4
explained the slight deductions for appropriateness
and content in Dialogue 6 (French), designed for
neighbour list splitting and alignment with dictio-
nary senses, as due to the ”challenges in categoriz-
ing words without additional context and verifying
the precision of these categorizations against the
document.” For dialogue 7 (Hebrew), Gemini as-
signed a surprising score of 0.0 with confidence
10% for relevance, which is justified by the fact
that the ”core functionality of the chatbot (under-
standing Hebrew text) is not applicable to the user’s
request.” For dialogue 8 (Hebrew), both ChatGPT-4
and Gemini assigned a lower score to content, the
former explaining the deduction for the ”assump-
tion that the categories are exhaustive or perfectly
accurate”, while the latter referred to the fact that
”Sense 3 (”chaos or disorder”) could be further re-
fined.” For dialogue 9 (Lithuanian), a lower score
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ChatGPT-4 Gemini
Dial. App.(C%) Cnt.(C%) Grm.(C%) Rel.(C%) App.(C%) Cnt.(C%) Grm.(C%) Rel.(C%)
Dial1 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (95) 5.0 (90) 5.0 (100) 5.0 (95)
Dial2 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (95) 5.0 (90) 5.0 (100) 5.0 (95)
Dial3 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (95) 5.0 (90) 5.0 (100) 5.0 (95)
Dial4 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (95) 5.0 (90) 5.0 (100) 5.0 (95)
Dial5 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (95) 5.0 (90) 5.0 (100) 5.0 (95)
Dial6 4.5 (90) 4.0 (80) 5.0 (100) 4.5 (90) 5.0 (95) 5.0 (90) 5.0 (100) 5.0 (95)
Dial7 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 4.5 (80) 5.0 (90) 5.0 (95) 0.0 (10)
Dial8 4.5 (90) 4.0 (85) 5.0 (100) 4.5 (90) 5.0 (95) 4.5 (85) 5.0 (99) 4.0 (80)
Dial9 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (90) 4.5 (80) 5.0 (95) 4.0 (85)
Dial10 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (100) 5.0 (95) 5.0 (95) 5.0 (95) 5.0 (95)

Table 1: Dialogue response evaluation scores (0.0 to 5.0) for appropriateness, content, grammar,
relevance, and confidence (%) mentioned in brackets after each score; task a: dialogues 1-4 (ChatGPT-4),
task b: dialogues 5, 6 (French, ChatGPT-4), 7, 8 (Hebrew, ChatGPT-3.5), 9, 10 (Lithuanian, ChatGPT-3.5)

was assigned by Gemini to relevance with the obser-
vation that the concept of ”neighbor words” should
be considered together with the assumption that
”words might appear as neighbors depending on
the specific context.” Table 3 presents additional
excerpts of verbal assessment by the two agents
for some of the dialogues discussed in this section.
Generally, Gemini’s explanations on scores and
confidence levels seemed a bit more nuanced than
ChatGPT-4’s, this also possibly due to the slightly
lower values assigned by it, which required more
detailed explanations.

While the LLM-Eval experiments produced rela-
tively high scores in the evaluation of the dialogue
responses, which may be interpreted as an indica-
tor of good prompting quality, it should be noted
that they included only simple extracts from the di-
alogues (one dialogue turn, User prompt - Chatbot
response). Our interactions with the GenAI agents
involved longer conversations, step by step infor-
mation addition and clarifications. The experiments
for French with ChatGPT-4 showed that defining
precise pieces of information to be encoded for
the RDF-XML generation (task a), and providing
neighbour lists, citations and the source with the
dictionary senses for task (b), can produce good
results. However, the generated RDF-XML code
had to be checked and refined and in the case of
sense discrimination based on the uploaded file
with dictionary information, the agent needed to
be recalled from time to time to use that file and
not the senses that it could derive from its own pre-
training. For the other two languages, a different
GPT version was used in the experiments (task b).

ChatGPT-3.5 successfully determined the mean-
ing of the term הכפהמ across multiple periods by
analyzing the neighboring words. The first period
(11th century until the end of the 15th century) was
designated with a confidence level of 80% as repre-
senting ”Social or Moral Upheaval.” The third period
(the 17th through the 19th centuries) was designated

as representing ”Societal Disintegration or Degra-
dation” with a confidence level of 85%, while the
fourth period (the 20th century until the present
day) was identified as representing ”Technological
or Medical Revolution” with a confidence level of
75%. Nevertheless, when we requested ChatGPT-
3.5 to synchronize its assignments with a specific
sense from the dictionary, it inadvertently combined
the several senses together. The first period was
aligned with the sense of ”A historical event that sig-
nificantly altered the trajectory of a specific nation
or the course of human civilization as a whole” with
80% confidence. The third period was aligned with
the sense of ”Chaos, commotion, a state of evident
disarray” with 70% confidence. The fourth period
was aligned with the sense of ”Full restoration, alter-
ing the current arrangement and routine” with 60%
confidence. When we requested ChatGPT-3.5 to
carefully examine an alternative interpretation of
the word that we deemed more appropriate, it dis-
played an unwillingness to alter its perspective.

We analyzed two citations for each period. One
example from the first period was erroneously at-
tributed (with a confidence level of 90%) to the

הכפהמ Biblical meaning of destruction. The ancient
style of the citation was the reason for this, as it
had no connection to destruction. The third period
corresponds to the historical periods of the French
corpus, since it represents the violent attacks and
persecutions that Jews endured throughout this
time. Both citations pertain to the French Revolu-
tion. The first citation was attributed to the meaning
of ”A historical event that significantly altered the
trajectory of a specific nation or the course of hu-
man civilization as a whole” with a confidence level
of 85%. On the other hand, the second citation
was assigned to the meaning of ”chaos, commo-
tion, a state of evident disarray” with a confidence
level of 90%, despite the explicit mention of the
French revolution in the text. 8 The citations from

8
תפירששאמלצומדואכהכפהמהתעבילרשאלכםעיתחרב"
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the fourth period relate to two distinct revolutions:
the Humanist revolution and a spiritual revolution.
The first citation was assigned the meaning of ”Full
restoration, altering the current arrangement and
routines” with a confidence level of 80%. On the
other hand, the second citation was assigned the
meaning of a historical event with a confidence
level of 85%, which is somewhat confusing. When
we asked ChatGPT-3.5 to separate the list of each
period into sub-lists and assign to each sub-list the
most likely sense of the word הכפהמ , for the first
and third periods we got a mixture of senses. How-
ever, all the words in the list for the fourth period
were assigned the sense of ”Full restoration, al-
tering the current arrangement and routines” with
varying levels of confidence.9

The Generative AI agent (ChatGPT-3.5) identi-
fied the neighboring words which provide a sense of
the various contexts in which the word ”revoliucija”
can be used in Lithuanian. The contexts included
political, social, cultural, technological, scientific, in-
dustrial, and economic senses identified with high
confidence of 90%. However, the agent could not
provide dictionary attestations and identify when
the target word ”revoliucija” was first mentioned in
Lithuanian sources as it does not have access to
the specific dictionaries and relies only on the data
used to train it and its ability to generate language-
based responses.

4. Conclusion and future work

In this article we discussed various forms of prompt-
ing and interaction with GenAI agents, to automate
or assist in LLOD generation, in tasks that required
RDF-XML modelling and refinement of word em-
bedding results for diachronic analysis. Our qual-
itative evaluation and preliminary testing with the
LLM-Eval method showed that the integration of
generative AI agents into LLOD workflows can be
informed by techniques from the emerging field of
prompt engineering and its new ways of reflect-
ing on how we communicate with technology. Ac-
cording to this type of evaluation, prompting for
RDF-XML generation (task a) seems to produce
more stable results, while sense alignment and
contextualisation (task b) may be more influenced

"...םיתפרצה (I fled with all my possessions during the rev-
olution, closely pursued by the flames ignited by the
French).

9We inquired ChatGPT-3.5 about the reason for not
assigning the list of the third era to sense1, given that
the words in the list pertain to the medical or industrial
revolution. It answered: ”You’re absolutely correct, and I
appreciate your point. Upon reevaluation, List 3 could in-
deed describe developments related to medical or indus-
trial revolutions”. Consequently, the sense assignment
of the words in the list were properly modified.

by nuances in defining relevant concepts, such as
neighbour and context. Further work is intended to
explore in more depth how prompting in the eval-
uation method itself can elicit subtler assessment
statements and fine tuning in assessing the linguis-
tic modelling and production of LLOD encoding
elements within GenAI-assisted processes.
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8. Appendix

Task/Dial Prompt Agent
a/Dial2 Please add to the RDF-XML representa-

tion ..., using OntoLex and OntoLex-FrAC,
a lexical entry for the French word “révo-
lution” with the label = ..., canonical form
and writtenRep = révolution, and part of
speech = noun.

Chat
GPT-4

b/Dial6 Please extract the senses of the French
word ”révolution” from the attached file ...
You have to separate the list of neighbours
(most similar words) below into sub-lists
that can most likely correspond to these
senses ...

Chat
GPT-4

b/Dial8 Please try to separate list1 into sub-lists and
assign to each sub-list the most likely sense
of the word "הכפהמ" . List 1: 1. תועטהמ (ma-
hata’ut) - Mistake/Error 2. ןורסיחה (hakhis-
aron) - Deficiency ...

Chat
GPT-3.5

b/Dial9 Please determine to which senses of the
target word “revoliucija” in Lithuanian could
be [related] the neighbor words.

Chat
GPT-3.5

Table 2: Prompts by task, dialogue and agent

Task/Dial Verbal assessment Agent
a/Dial2 This evaluation reflects the chatbot’s ability to ...

respond to a specific RDF-XML modification
request, demonstrating a high level of appro-
priateness, content accuracy, grammatical cor-
rectness, and relevance to the user’s needs.

Chat
GPT-4

a/Dial2 This is another exceptional response that
demonstrates a strong understanding of the
user’s query and ... a well-explained solution.
The response includes the requested RDF-
XML snippet showcasing the new lexical entry.

Gemini

b/Dial6 Confidence Level: The chatbot’s assignment
of confidence levels to each categorization re-
flects a thoughtful analysis, although the actual
accuracy of these assignments depends on
the detailed content of the document [which
comprised the dictionary senses used in re-
sponding to the prompts, not available in the
evaluation].

Chat
GPT-4

b/Dial6 My confidence level in scoring this response
remains high ... The response is factually
correct ... While a human expert on histori-
cal French documents might be able to refine
some of the categorizations ..., the response
overall is comprehensive and accurate.

Gemini

b/Dial8 Relevance (4.5): The chatbot’s response di-
rectly addresses the user’s request, providing
a structured and meaningful classification of
the terms ... The slight deduction accounts
for the inherent limitations of the chatbot in
comprehensively capturing and interpreting all
possible nuances without more extensive con-
text or clarification from the user.

Chat
GPT-4

b/Dial8 Relevance (4.0): The response is highly rel-
evant to the user’s query. However, a slight
deduction is made because Sense 3 could ben-
efit from a more nuanced explanation specific
to the religious context.

Gemini

b/Dial9 Content: The chatbot identifies a broad spec-
trum of revolution senses, including political,
social, technological, cultural, scientific, indus-
trial, and economic revolutions. For each cat-
egory, it provides specific Lithuanian terms ...
This comprehensive categorization reflects a
deep and nuanced understanding of the word’s
potential meanings and applications.

Chat
GPT-4

b/Dial9 Content (4.5, 80% confidence): The response
offers a comprehensive overview of various
revolution types (political, social, technolog-
ical, etc.) It includes ... relevant neighbor
words ... While all the revolution types might
not be neighbors in every context, it provides
a good starting point.

Gemini

Table 3: Assessment by task, dialogue and agent
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