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Abstract
In this paper, we introduce a novel meaning representation, which is based on AMR but extends it towards a visual
ontological representation. We visualize concepts by representative images, and roles by emojis. All concepts are
identified either by PropBank rolesets, Wikipedia page titles, WordNet synsets, or Wikidata lexeme senses. We have
developed a Web-based annotation environment enabled by augmented browsing and interactive diagramming. As
first application, we have implemented a multilingual annotation solution by using English as anchor language and
comparing it with French and Japanese language versions. Therefore, we have extended our representation by a
translation deviation annotation to document the differences between the language versions. The intended user
groups are, besides professional translators and interpreters, students of translation, language, and literary studies.
We describe a first use case in which we use novels by French authors and compare them with their English and
Japanese translations. The main motivation for choosing Japanese is the soaring popularity of Japanese courses at
our university and the particular challenges involved with trying to master this language.

Keywords: meaning representation, AMR, visual annotation, Web-based annotation environment, multilingual
annotation, translation annotation, Japanese

1. Introduction

In recent years, there have been many significant
developments in the field of designing meaning
representations. The most influential approach
has been Abstract Meaning Representation (AMR),
which again has inspired a wealth of research work
to develop parsers and other tools for AMR.

Building on these great efforts, we have ex-
tended AMR towards a multilingual representation
by adding a translation deviation annotation. Orig-
inally, its main intended use has been within the
scope of a more far-reaching international research
initiative with the aim to assist interpreters and trans-
lators with the task of familiarizing themselves with
new domain-specific topics (Wloka et al., 2022).

Beyond that we also target educational applica-
tions for students of translation, literary, and lan-
guage studies. In this context we intend to en-
able classroom scenarios with individual annota-
tion tasks, where the personal knowledge bases
can be compared and aggregated for instructional
use.

We have implemented a use case of a Web-
based annotation environment, which makes it pos-
sible to study novels by French authors and com-
pare them with their English and Japanese trans-
lations. Japanese was chosen mainly because of
the global manga craze, which led to an unprece-
dented increase in demand for Japanese language
courses and, consequently, technological support.

As an important prerequisite for such a scenario
we use English as anchor language and map all
concepts to disambiguated unique sense identifiers.

Each concept is visually represented by an image.
For Wikipedia pages, we allocate and download
the image through the corresponding Wikidata en-
try. Other concepts are associated with images
from a collection, which we created in our previous
research (Winiwarter and Wloka, 2022). This im-
age database contains currently over 3,500 images
from Wikimedia Commons of which more than 60%
represent abstract concepts. All images are manu-
ally selected and annotated with semantic tags and
links to WordNet synsets. We also visually repre-
sent all roles by using emojis. For that purpose, we
map core roles to suitable thematic roles.

For the rendering at the Web client, we use an
interactive diagramming library so that the user
can freely edit any aspect of the annotation to of-
fer optimal customizability. For example, the user
can update the mapping rules from AMR concepts
to uniquely identifiable sense definitions, the links
between concepts and links, as well as the links
between roles and emojis.

After the successful evaluation of our use case
implementation in university courses and with pro-
fessional translators and interpreters, we will make
our Web-based annotation environment freely avail-
able at GitLab.

This paper is organized as follows. In Sect. 2
we provide related work on topics relevant for this
research including some background on Japanese
as far as it is helpful for a better understanding; in
Sect. 3 we first discuss the design of the meaning
representation and user interface; in Sect. 4 we
then describe implementation details; and in Sect. 5
we finish with an outlook towards future work.
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2. Related Work

2.1. Meaning Representations
The annotation of sentences with meaning repre-
sentations has established itself in the last decade
as a thriving research field in computational lin-
guistics (see Abend and Rappoport, 2017). The
most influential and most actively promoted ap-
proach has been the Abstract Meaning Represen-
tation1 (AMR) (Banarescu et al., 2013). There are
many parsers available, the best2 parser being
at the moment Lee et al. (2022). The SPRING
parser (Bevilacqua et al., 2021) can be tried via
a Web interface3, which also offers a nice visual-
ization. One point of criticism concerning AMR’s
reliance on numbered, not directly interpretable
core arguments, is addressed by the WISeR mean-
ing representation (Feng et al., 2023), which maps
them to thematic roles. There also exist several
AMR annotation tools, one recent Web-based solu-
tion is CAMRA (Cai et al., 2023).

AMR has been recently extended to the Uni-
form Meaning Representation4 (UMR) (Gysel et al.,
2021). It enhances AMR by adding support for
other languages (in particular low-resource lan-
guages), and a document-level representation
capturing intersentential coreference and tempo-
ral/modal dependencies. There is an upcoming
workshop to kick-start the development of UMR
parsers5.

According to the UMR guidelines6, UMR fully
embraces radical construction grammar as a theo-
retical foundation (Croft, 2001, 2022), which was
designed with typological (Croft, 2002) applicabil-
ity as main motivation, i.e. to study and classify
languages according to their structural features to
allow their comparison. Radical construction gram-
mar considers word classes and other syntactic
structures as language-specific and construction-
specific (Croft, 2023).

2.2. Multimodality
Multimodal enhancements of lexical resources
have a long history but only recently gained new mo-
mentum due to the strong interest in research on vi-
sual question answering (VQA) (Lerner et al., 2024)
or multimodal large language models (MLLMs) (Be-
wersdorff et al., 2024). One example of an attempt

1https://amr.isi.edu/
2https://paperswithcode.com/task/

amr-parsing/latest
3http://nlp.uniroma1.it/spring/
4https://umr4nlp.github.io/web/
5https://umr4nlp.github.io/web/

UMRParsingWorkshop.html
6https://github.com/umr4nlp/

umr-guidelines/

towards a multimodal semantic representation is
VoxML (Pustejovsky et al., 2016).

Regarding the mapping of images to Word-
Net synsets, there exists the ImageNet collection,
which maps ca. 1,000 images to each synset (Deng
et al., 2009). Another effort to assign cliparts to
synsets was discontinued after illustrating only 581
synsets (Bond et al., 2009). A much more influential
resource is Wikipedia, which has been increasingly
enhanced with visual representations. However,
the number of images varies widely across lan-
guage versions. The most comprehensive recent
effort is certainly BabelNet7 (Navigli et al., 2021)
with the annotation tool Babelfy8 (Moro et al., 2014)
and the latest BabelPic9 (Calabrese et al., 2020)
dataset targeting non-concrete concepts.

There also exists a subfield of cognitive linguis-
tics dealing with identifying and analyzing language-
image relations in multimodal texts, e.g. research
on intersemiotic convergence (Hart and Queralto,
2021). One central term in this context is grounding,
which is interpreted in quite different ways by natu-
ral language processing and cognitive science re-
searchers (see Chandu et al., 2021). Whereas nat-
ural language processing emphasizes the linking of
text to other modalities, cognitive science focuses
on how speakers build the common ground to share
mutual information. During this cognitive process,
a set of abstract symbols acquire meaning through
perceptions and situated actions (Chen et al., 2023)
in analogy to the concept of construal in cognitive
linguistics (Langacker, 2008), which accounts for
choosing alternative linguistic expressions for ex-
pressing the same situation (Divjak et al., 2020).

The use of pictorial illustrations has a long his-
tory in language teaching didactics and there ex-
ist numerous empirical studies that show their ef-
fectiveness at all levels of proficiency, e.g. Tahiri
(2020). Nonetheless, to the best of our knowledge,
we are not aware of any related work with the aim
of creating visual representations of meaning rep-
resentations of sentences.

2.3. Translation Deviations
While there is an ample supply of tools for transla-
tors (Rothwell et al., 2023), there have been com-
paratively few research efforts on annotating trans-
lation deviations. One example is Deng and Xue
(2017), who analyzed deviations between Chinese
and English texts produced by machine transla-
tion. There exists a related research work on creat-
ing corpora of machine translated documents with
annotated translation errors (Fishel et al., 2012),

7https://babelnet.org/
8http://babelfy.org/
9https://sapienzanlp.github.io/

babelpic/

https://amr.isi.edu/
https://paperswithcode.com/task/amr-parsing/latest
https://paperswithcode.com/task/amr-parsing/latest
http://nlp.uniroma1.it/spring/
https://umr4nlp.github.io/web/
https://umr4nlp.github.io/web/UMRParsingWorkshop.html
https://umr4nlp.github.io/web/UMRParsingWorkshop.html
https://github.com/umr4nlp/umr-guidelines/
https://github.com/umr4nlp/umr-guidelines/
https://babelnet.org/
http://babelfy.org/
https://sapienzanlp.github.io/babelpic/
https://sapienzanlp.github.io/babelpic/
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and a more recent work on creating an English-
French-Chinese corpus annotated with translation
relations (Zhai et al., 2018).

2.4. Japanese Language
Japanese is an agglutinative SOV language with
topic-comment sentence structure. Phrases are ex-
clusively head-final, and compound sentences are
strictly left-branching. The most noticeable char-
acteristics for language students are the missing
articles, no distinction between singular and plural,
no gender, no conjugation for person, a complex
system of honorifics, and a high level of ambiguity,
e.g. by omitting the subject or using zero anaphora.
There exist many excellent reference grammars,
e.g. Kamermans (2010); Kaiser et al. (2013), and a
lot of research activity on Japanese linguistics (see
Hasegawa, 2015, 2018).

One of the main obstacles for getting proficient in
Japanese is the complex writing system (see Mat-
sumoto, 2007; Mori, 2014; Paxton, 2019). It uses
a combination of logographic kanji and two syl-
labaries hiragana and katakana. Kanji are adopted
Chinese characters, since 2010 Japanese students
are required to learn 2,136 so-called jōyō kanji in
primary and secondary school. Most kanji have
more than one reading depending on the context.

The most important lexical resource for
Japanese is the Japanese Multilingual dictionary
(JMdict) (Breen, 2004), which can be searched
online in combination with many other lexical
resources via the Online Japanese Dictionary
Service (WWWJDIC)10.

Another very useful online service is Honyaku
Star11. It references numerous dictionaries and cor-
pora and shows translations in context. Honyaku
Star includes currently over 2 million translations.
Japanese is also part of the Open Multilingual Word-
net (OMW) (Bond and Paik, 2012)12, which makes
it possible to assign Japanese words to English
synsets. OMW is easily accessible via the NLTK
toolkit13.

The most prolific linguistic tool for Japanese is
certainly the CaboCha dependency parser (Kudo
and Matsumoto, 2002), which includes the MeCab
part-of-speech and morphological analyzer (Kudo
et al., 2004). More recently, trained pipelines have
been added to the popular natural language toolkit
SpaCy14, another similar solution is UniDic2UD15.

10http://wwwjdic.se/
11http://honyakustar.com/
12https://omwn.org/
13https://www.nltk.org/
14https://spacy.io/models/ja
15https://github.com/KoichiYasuoka/

UniDic2UD

3. User Interface

In this section, we introduce our meaning represen-
tation by providing examples of the visual rendering
in the user interface. The technical details are ad-
dressed later in Sect. 4.

The choices leading to the current user inter-
face design are mainly based on practical experi-
ence and user feedback from previous research
on meaning representation (Wloka and Winiwarter,
2021a), kanji acquisition (Wloka and Winiwarter,
2021b), and multimodal analogies (Winiwarter and
Wloka, 2023) as part of a Web-based Japanese
language learning environment. In all three cited
publications we exclusively used images from Wiki-
media Commons which are embedded in Wikipedia
pages. The decision to restrict ourselves to this
image source was mainly motivated by licensing
issues but also by the valuable contextual seman-
tic information accessible through the links to the
original Wikipedia page(s).

The idea of using emojis to represent roles orig-
inated from our previous research work on using
kanji within educational strategic games to foster
incidental learning (Winiwarter, 2017). In recent
implementations we increasingly relied on emojis
to communicate additional gameplay information.
This way we successfully assisted the user in focus-
ing on kanji by eliminating other textual elements
from the display. For a recent survey of research
on emojis we refer to Bai et al. (2019).

As running example text for showcasing our user
interface design, we use “From the Earth to the
Moon”16, an 1865 novel by Jules Verne, together
with its English17 and Japanese18 translations. Fig-
ure 1 shows the AMR of the first sentence of the
English version displayed in the AMR Editor19. The
corresponding VOLARE representation is shown
in Fig. 2. Each concept is visualized by a repre-
sentative image. Whenever the user hovers over
a concept, a tooltip with the concept identifier is
displayed. For the ease of the reader, we have
added the tooltip texts to Fig. 2 and the following
user interface figures. A click on a concept shows
an enlarged version of the image as well as the con-
cept identifier and gloss in the bottom right corner
of the screen.

In addition to PropBank rolesets, color-coded in
teal, we can also observe Wikipedia page titles as
concept identifiers shown in magenta:

• club → Club_(organization),

16https://fr.wikisource.org/wiki/De_la_
Terre_à_la_Lune

17https://en.wikisource.org/wiki/From_
the_Earth_to_the_Moon

18https://ja.wikisource.org/wiki/地球から月へ
19https://amr.isi.edu/editor.html

http://wwwjdic.se/
http://honyakustar.com/
https://omwn.org/
https://www.nltk.org/
https://spacy.io/models/ja
https://github.com/KoichiYasuoka/UniDic2UD
https://github.com/KoichiYasuoka/UniDic2UD
https://fr.wikisource.org/wiki/De_la_Terre_à_la_Lune
https://fr.wikisource.org/wiki/De_la_Terre_à_la_Lune
https://en.wikisource.org/wiki/From_the_Earth_to_the_Moon
https://en.wikisource.org/wiki/From_the_Earth_to_the_Moon
https://ja.wikisource.org/wiki/地球から月へ
https://ja.wikisource.org/wiki/地球から月へ
https://amr.isi.edu/editor.html
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Figure 1: Example AMR.

Figure 2: Example of user interface.

• Baltimore → Baltimore,

• Maryland → Maryland,

• War of the Rebellion → American_Civil_War.

As can be seen, this leads to a more concise and
uncluttered representation of named entities.

AMR roles are visualized using emojis, the orig-
inal roles are available as tooltips. For core argu-
ments, we choose the emoji according to the role
indicated in the PropBank frame file and show the
gloss as tooltip. Inverse roles are indicated by in-
verted arrows and the line color violet. On the right
side in Fig. 2 we display the sentence in English,
French, and Japanese. By clicking on a word in
either the French or Japanese version, lexical infor-
mation with English glosses can be displayed, e.g.

for the French word “pendant” in this case.
One important extension of AMR are the two

translation deviation annotations (TDAs) in Fig. 2.
The left one represents the word “très” in the French
original, which is missing in the English translation.
It is mapped to the WordNet synset very.r.01
and therefore color-coded in yellow.

To keep the representation manageable, we only
show an emoji, however, the detailed information
can still be displayed in the bottom right corner.
The relation for the role :degree ( ) is drawn
as dashed line in the color cyan to indicate the
language French.

In the same way, we map the two additional
expressions “en plein” and “真ん中” to the synset
center.n.01 and link it to Maryland by the role
:part ( ). This line is drawn in purple to indicate



58

Figure 3: Example of user interface with co-reference.

Figure 4: Example AMR with co-reference.

both French and Japanese (just Japanese would
be orange).

In VOLARE, we only use variables for co-
reference. Figure 3 and Fig. 4 give an example. We
use animal emojis as variables (e.g. , ). To
avoid overloading the display, we draw the variable
at the top right corner of the concept and duplicate
it as target of co-referential links.

As can be seen, we visualize negation of con-
cepts with a ⊖ symbol in the top left corner. Ad-
ditional concept types used in this example are
Wikidata lexeme senses (violet) and special AMR
frames (orange).

Finally, the wastebaskets ( ) in the bottom right
corners are translation deviation annotations that
indicate concepts that are missing in the respective
languages. The lexical information shown in Fig. 3
is for the Japanese word “範囲”. It provides the
pronunciation【ハンイ】in katakana, which corre-
sponds to “han'i”, and the English glosses “extent,
scope, sphere, range”.

One common case of translation deviation is the
substitution of one or several concepts in the source
language by alternative concepts in the target lan-
guage. An example of a simple concept substitu-
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tion is shown in Fig. 5. The concept displayed in
the image for the English text is Pocket_pistol,
which is an exact translation of the French original
“pistolets de poche”. However, in Japanese it is
translated as 拳銃, which can be mapped to the
concept Pistol. This deviation is indicated by the
symbol ⇄ in the bottom right corner. By clicking
on the symbol, the user can inspect the detailed
information about this concept.

Figure 5: Example of simple substitution.

A more complex situation is depicted in Fig. 6.
The corresponding AMR snippet is:

(b / become-01
:ARG1 (t / taste

:topic (m / matter
:topic (m2 / military)))

...

In this case, the original French expression for
“the taste for military matters” is “ l’instinct militaire”.
This is indicated by a substitute concept Instinct
with the relation :ARG1 (entity changing) from
become-01 and a relation :mod to Military.
Since the Japanese text offers a precise transla-
tion of the French original, the deviation from the
English version concerns both languages.

4. Implementation

In this section we will describe some details about
the implementation of our Web-based annotation
environment. We first provide a top-level overview
of the system architecture, before we zoom in on
the three subtasks Preprocess, Annotate, and
Customize in separate subsections.

Figure 7 highlights the main components of our
architecture. The users can access the server
through a Web browser by using augmented brows-
ing enabled through Chrome extension APIs20, and
the jQuery21 and jQuery UI22 libraries.

If a student loads a new Wikisource document
in one of the three languages English, French, or
Japanese, it is automatically analyzed and seg-
mented into individual sentences. Each sentence is

20https://developer.chrome.com/docs/
extensions/reference/api

21https://jquery.com/
22https://jqueryui.com/

Figure 6: Example of complex substitution.

Figure 7: System architecture.

augmented with an event handler so that whenever
a student then clicks on a sentence, it is transferred
to the server.

If the Web document is a new text, we use the
interlanguage links to retrieve the other two lan-
guage versions and Preprocess the resulting doc-
ument triplet. For existing texts, we use the sen-
tence index to identify the selected sentence and
Annotate it to produce the VOLARE annotation,
which is sent back to the user. The rendering at
the Web client is realized using the JavaScript in-
teractive diagramming library JointJS23 based on
SVG. Among the many available diagramming solu-
tions, we chose JointJS mainly because it is open

23https://www.jointjs.com/

https://developer.chrome.com/docs/extensions/reference/api
https://developer.chrome.com/docs/extensions/reference/api
https://jquery.com/
https://jqueryui.com/
https://www.jointjs.com/
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Figure 8: Subtask Preprocess.

source software24, feature-rich, compatible with our
augmented browsing scenario, and offers excellent
documentation with many tutorials and demos.

The interactive diagramming library makes it pos-
sible to freely edit any aspect of the presented an-
notation. Each user input is sent to the server and
leads to an update of the personal knowledge base
used to Customize the annotation.

The annotation server is implemented in SWI-
Prolog25 (Wielemaker et al., 2012), which is not
only an obvious choice for natural language pro-
cessing tasks but also provides a scalable Web
server solution (Wielemaker et al., 2008) and li-
braries for efÏciently handling RDF and XML files.

4.1. Subtask Preprocess
Figure 8 gives an overview of the individual steps to
preprocess a new document. In general, we have
mainly written Python scripts for that purpose. In
addition, we make use of the popular NLP toolkits
NLTK and SpaCy. The latter provides trained mod-
els and pipelines for several languages including
English, French, and Japanese.

24https://sourceforge.net/projects/
jointjs/

25https://www.swi-prolog.org

The first step for a new English, French,
or Japanese document is to Retrieve the
document triplet by downloading the other
two language versions from Wikisource. The three
documents are then parsed by using the Python
library Beautiful Soup26 to Extract the individual
sentences. Based on the resulting sentence col-
lection, we can start to Create the AMR and the
lexical information. These two steps can
therefore be performed in parallel. We use the
Python library amrlib27 to produce the AMR, which
is available as SpaCy extension28.

To create the lexical information, in particular
English glosses for French and Japanese words
and expressions, we use the Python library py-
stardict29 to access the French-English and the
Japanese-English StarDict dictionaries30. The lat-
ter is based on the popular JMdict dictionary. In
addition, we look up the personal user dictionaries
(see Sect. 4.3) to include customized entries.

26https://www.crummy.com/software/
BeautifulSoup/

27https://github.com/bjascob/amrlib
28https://spacy.io/universe/project/

amrlib
29https://github.com/lig/pystardict
30https://stardict-4.sourceforge.net/

https://sourceforge.net/projects/jointjs/
https://sourceforge.net/projects/jointjs/
https://www.swi-prolog.org
https://www.crummy.com/software/BeautifulSoup/
https://www.crummy.com/software/BeautifulSoup/
https://github.com/bjascob/amrlib
https://spacy.io/universe/project/amrlib
https://spacy.io/universe/project/amrlib
https://github.com/lig/pystardict
https://stardict-4.sourceforge.net/
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Figure 9: Subtask Annotate.

Finally, we use the Python library Pykakasi31

based on the transliteration tool kakasi32 to add
the correct pronunciation to Japanese words with
kanji characters. The last preprocessing step is
to Create the bilingual alignments between
the language pairs English-French and English-
Japanese. Based on the lexical information we
calculate a similarity value to align sentences de-
pending on the comparison with threshold values.
Although 1 : 1 and 1 : 2 are the most common
cases, we are able to handle all theoretically possi-
ble 0 . . . n : 0 . . .m patterns.

For performance reasons, we first execute the
necessary preprossing steps for the sentence that
the user wants to inspect so that the annotation
subtask can start without any significant delay for
the user. This means that the remainder of the
document is analyzed as background process while
the user can already interact with the annotation
at the client. We also keep all the required SpaCy

31https://pypi.org/project/pykakasi/
32http://kakasi.namazu.org/

models and pipelines preloaded to save valuable
initialization time.

4.2. Subtask Annotate
The details of this subtask are depicted in Fig. 9.
Based on the resources created in the previous
subsection, we generate JSON objects for the in-
dividual components of the annotation. We apply
various types of customization data provided by the
user (see Sect. 4.3) in several processing steps.

To produce the list of concepts for rendering in
VOLARE, we first Retrieve the AMR and correct
it according to the AMR revisions. The next step is
to Map the concepts in the AMR to uniquely iden-
tifiable sense definitions. For PropBank rolesets,
we only have to add glosses from our PropBank
KB, which we extracted from the PropBank Frame
Files, which are in XML format. All other concepts,
we first try to match with Wikipedia pages and the
corresponding Wikidata items. The necessary in-
formation is stored in our Wikimedia KB, which we
generated with the use of DBpedia (Lehmann et al.,

https://pypi.org/project/pykakasi/
http://kakasi.namazu.org/
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2015) datasets. Next, we attempt to find compati-
ble WordNet (Princeton University, 2012) synsets
via WNprolog. Since existing word sense disam-
biguation solutions such as pywsd33 produced un-
satisfactory results, we have developed our own
model, which we continuously improve based on
user input stored as mapping rules. Any remaining
concepts are mapped to Wikidata Lexemes. Fi-
nally, the user can add domain ontologies to this
collection of ontological resources.

The last missing task for creating the concept
description is to Retrieve the representative
images. We store for all Wikipedia pages in our
Wikimedia KB the Wikimedia Commons download
info so that we can download any images for con-
cepts that are accessed for the first time. WordNet
synsets are mapped to images in our image collec-
tion according to the available synset associations.
The users can add their own concept-image links
to personalize their visualization.

For the relation description, one important task
is to Create the role for display by mapping core
roles to thematic roles according to the defined core
role mappings, and to translate the role names to
emojis by following the role-emoji links. Both can
be freely adjusted to suit the preferences of the
user. The role glosses for the tooltips are retrieved
from the PropBank KB. Finally, if there exists any
translation deviation annotation for this sentence,
we Retrieve the TDA and add it to the JSON array
to complete the VOLARE annotation.

4.3. Subtask Customize
All the processing steps in Fig. 8 and Fig. 9 are
carried out fully automatically. However, in many
cases there is still room for improvement or the de-
sire for adjustments to better adapt the annotation
results to individual needs and preferences.

Since we have already covered many aspects of
customization in the previous subsections, we can
keep the presentation here brief and just summa-
rize the numerous possibilities offered to the user.
Enabled by the interactive diagramming functional-
ity of JointJS, the users can freely edit any VOLARE
annotation to fine-tune it to better suit their personal
preferences. Any user input is sent to the server
where it is processed and leads to an update of the
affected resources.

Any changes to the original AMR are stored in the
AMR revisions and used to correct the AMR if the
sentence annotation is displayed again in future. In
the same way, any translation deviation annotation
is saved and can be reviewed at a later time. The
users can also change concepts in the annotation
leading to an update of the mapping rules; they can
add domain ontologies; and add new images to the

33https://github.com/alvations/pywsd

image collection or use existing images to repre-
sent a concept, which changes the concept-image
link. Similarly, they can choose different roles for
core arguments, which updates the core role map-
pings, as well as other emojis, which results in an
actualized role-emoji link. Finally, the users can
also improve the display of the lexical information
by adding new entries to their user dictionaries.

An important aspect is that in classroom or com-
pany environments, the individual customization
data can be collected, analyzed, and consolidated
to create integrated resources at the organizational
unit level.

5. Conclusion

In this paper, we have presented a Web-based
annotation environment, which extends AMR with
visual and ontological elements. The addition of
TDAs enables the comparative analysis of the dif-
ferent language versions of a document.

We will evaluate our use case implementation
with several volunteer professional translators and
interpreters. Based on the achieved results includ-
ing user feedback concerning functionality and us-
ability aspects, we will further improve our system
and draw up annotation guidelines for the users.

Interesting aspects for the evaluation will be the
impact of adding representative images on the qual-
ity of the translation process, a detailed analysis
of the customizations performed by the users, and
experiments from a cognitive linguistic perspective,
e.g. regarding the question whether a multilingual
speaker has a single cross-lingual visual represen-
tation of a concept or different visual representa-
tions depending on the language currently used.

We have also already planned classroom sce-
narios in university courses to investigate the edu-
cational benefits of our environment and the chal-
lenges/opportunities that arise from aggregating
and harmonizing the individual customization data.

The extension to other languages is straightfor-
ward as long as StarDict dictionaries and SpaCy
models and pipelines exist. We can also easily ac-
commodate more than three languages, however,
this will require some filtering regarding the TDAs,
otherwise the display will become too cluttered.

The main challenge for future work is to switch
the foundation of VOLARE to UMR, which is also
much better suited for multilingual annotations. The
incorporation of the UMR document-level represen-
tation will make it possible to model intersentential
dependencies, which will at the same time lead to
new requirements for our environment and TDAs.
We have already started with some first considera-
tions and preparatory work. Thus, we eagerly await
the availability of UMR parsers to begin with real
experiments and implementation work.

https://github.com/alvations/pywsd
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