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Abstract

Social media has transformed into a powerful
tool for sharing information while upholding
the principle of free expression. However, this
open platform has given rise to significant is-
sues like hate speech, cyberbullying, aggres-
sion, and offensive language, negatively im-
pacting societal well-being. These problems
can even lead to severe consequences such as
suicidal thoughts, affecting the mental health
of the victims. Our primary goal is to de-
velop an automated system for the rapid de-
tection of offensive content on social media,
facilitating timely interventions and modera-
tion. This research employs various machine
learning classifiers, utilizing character N-gram
TF-IDF features. Additionally, we introduce
SVM, RL, and Convolutional Neural Network
(CNN) models specifically designed for hate
speech detection. SVM utilizes character N-
gram TF-IDF features, while CNN employs
word embedding features. Through extensive
experiments, we achieved optimal results, with
a weighted F1-score of 0.77 in identifying hate
speech and offensive language.

1 Introduction

In the digital age, social media plays an important
role in online communication, allowing users to
create and share material while also giving acces-
sible means to express their views and thoughts
on anything at any time (Edosomwan et al., 2011).
However, with the advent of social media, plat-
forms such as YouTube, Facebook, and Twitter not
only aided in information sharing and networking,
but they also became a place where people were
targeted, defamed, and marginalized based solely
on their physical appearance, religion, or sexual ori-
entation(Keipi et al., 2016) Social media platforms
have become more integrated with this digital era
and have impacted various people’s perceptions of
networking and socializing(Tonja et al., 2022b).

Not only human beings, the hate content can cor-
rupt the chatbots as well. Microscoft’s chatbot ’Tay’
which was developed to engage people through ca-
sual and playful conversation started using filthy
language, which it learned from the conversation
with people. The chatbot was unable to understand
and avoid the hate content. So the detection of
hate speech in tweets and social media sites has
important applications in Chatbot building, content
recommendation, sentiment analysis, etc.

India being a diverse country in terms of its
culture and language has a huge population us-
ing code-mixed language in social media. Around
44% of the Indian population speak Hindi. So the
usage of Hindi-English code-mixed language is
very high on Twitter and Facebook. It is mainly
seen among bilingual and multilingual communi-
ties. Code-mixing is the usage of certain words,
phrases, or morphemes of one language in other
languages.

This influence allowed different users to com-
municate via various social media platforms us-
ing a mix of texts. NLP technology has advanced
rapidly in many applications, including machine
translation(Tonja et al., 2022a),(Tash et al., 2022)
Although considerable progress has been achieved
in identifying offensive English language and hate
speech, most research has mostly concentrated on
identifying the abusive and offensive language in
monolingual settings. This subject still appears
to be at a very early stage of research for un-
der resourced languages such as Tamil, Malay-
alam, and Kannada, which lack tools and datasets
(Chakravarthi et al., 2020), (Yigezu et al., 2023d).

The task at hand involves identifying hate or of-
fensive content in Telugu code-mixed text, with an-
notations made at the comment or post level. Given
the complexity of language mixing in the Telugu
context, where expressions may span multiple sen-
tences, a tailored approach is crucial. In response,
we deploy a Convolutional Neural Network (CNN)
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(Yigezu et al., 2023c,a)to enhance the effectiveness
of detection methods. This research not only con-
tributes to hate speech detection but also addresses
the specific challenges posed by code-mixed ex-
pressions in Telugu. The subsequent sections delve
into the deployment of CNN in our methodology,
present experimental results, and discuss the impli-
cations of our approach.

2 Related Work

Currently, solving NLP problems in code-mixed
data is getting attention from many researchers.

Social platforms are inundated with hate speech
and offensive content, necessitating swift filtration
(Yigezu et al., 2023e,b). However, manual filtering
is nearly impossible due to the immense volume of
incoming posts. This issue has garnered significant
attention from the research community. Numer-
ous studies have focused on predicting offensive
and hate speech posts on social platforms, encom-
passing various languages. However, a majority of
these studies have predominantly utilized English
languages. languages

Detecting offensive content in social media com-
ments is not a novel concept for the English lan-
guage(Mandl et al., 2021). Several systems have
also been developed for languages other than En-
glish, such as Hindi, Germany (Rajalakshmi et al.,
2022),(Rajalakshmi and Reddy, 2019). However,
there is limited research focused on identifying
offensive content in low-resource Dravidian lan-
guages such as Tamil, Malayalam, and Kannada
(Garain et al., 2021). The study proposes a method
for identifying offensive language in code-mixed
Kannada-English, Malayalam-English, and Tamil-
English language pairs sourced from social me-
dia.(Ojo et al., 2023) The authors advocate for a
multi-label classification approach, leveraging an
ensemble of IndicBERT and generic BERT models,
to recognize and mitigate offensive content on so-
cial media platforms.(Yigezu et al., 2022),(Yigezu
et al., 2021) Addressing a multi-label classifica-
tion challenge with various sub-categories, the sys-
tem employs tokenization of the data before model
training.

The calculation of class-wise confidence scores,
subsequently combined into an output vector,
facilitates effective classification. Across the
Malayalam–English, Tamil-English, and Kannada-
English datasets, the achieved F1 scores are 0.54,
0.72, and 0.66, respectively. This research task

is outlined in the study conducted by(Kedia and
Nandy, 2021). Introduced is a potent multiclass
abusive detection model, showcasing an impressive
accuracy and F1-score of 0.99 on a well-balanced
dataset. The model detected abusive comments
within Tamil and Telugu English code-mixed text,
and employed the TF-IDF technique in conjunction
with SVM, as demonstrated by (Balakrishnan et al.,
2023).

3 Datasets

The dataset employed in this research is
sourced from the Hate and Offensive Lan-
guage Detection in Telugu Code-mixed Text
(HOLD-Telugu) dataset provided by Dravidian-
LangTech@EACL(Balakrishnan et al., 2023) The
data look below in 1 The data set contains Telugu-
English code-mixed language comments, along
with the labels and text IDs. The labels indicate
whether the comment is offensive language or hate
speech Since there were only 2 category comments
in the training set and no such labeled comments
found in the test set, we have discarded those
hate or offensive labeled samples from our cor-
pus. Hence, we have viewed this as a binary clas-
sification In this dataset, we have a total of 6930
Telugu tweet comments, of which tried 5355. The
remaining 1575 samples were part of the testing
set we have tried to find a suitable representation
for Telugu language text data and also studied the
effect of stemming and stop word removal by apply-
ing various methods. The details of the proposed
methodology are presented in the following sec-
tions.

Figure 1: Categorical distributions

4 Methodology

The described methodology is extensively detailed
in this section. Figure 2 illustrates the comprehen-
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sive flowchart outlining the process of identifying
hate speech and offensive tweets. The section com-
mences with an overview of the dataset,1 followed
by an in-depth exploration of the proposed models.
We used the DravidianLangTech dataset to carry
out our experimentations. Each comment in the
dataset is labeled as offensive (Hate) or not offen-
sive (NOT hate). We experimented with different
conventional classifiers such as (i) Support Vector
Machine (SVM), (ii) Naïve Bayes (NB), (iii) Ran-
dom Forest (RF), and (iv) Convolutional Neural
Network (CNN.

We employed character N-gram TF-IDF features
in conventional machine learning classifiers and
the DNN model. In the case of CNN, we used a
100-dimensional word embedding vector to repre-
sent each word of the tweet. In our case, we fixed
the maximum word length for comments to 10000
words. As in our dataset, we found most of the
comments were less than 100 words, due to this
we chose the maximum length of 1000 words for
the experiments. It means we curtailed the words
of the comments that have more than 42 words
and padded for the comments that have less than
100 words. It means a comments matrix with a
(42 × 100) dimension is passed through the CNN
network to extract features from the comments to
classify them into hate and NOT hate classes. A
convolutional neural network is a multi-layered
neural network with a unique design that is used to
recognize complex data features.

We implemented one layered convolutional neu-
ral network with 128 filters of 3-gram to extract
features from the text and then this feature is passed
through the Max Pooling operation and the activa-
tion function to get the feature map and this feature
map is then used by the dense layer to classify
tweets into hate and not-hate classes.

Figure 2: Proposed model architecture

4.1 Conclusion

Our Task focused on evaluating the effectiveness
of diverse machine learning models in the identifi-
cation of hate speech and offensive/non-offensive

Model Hate Not-hate
CNN 0.76 0.78
SVM 0.74 0.75
NB 0.68 0.76
RF 0.7 0.73

Table 1: F1 Score in each model

content in comments. We conducted a comparative
analysis, assessing Support Vector Machine (SVM),
Naive Bayes, Random Forest, and Convolutional
Neural Network (CNN) models. The performance
evaluation relied on the weighted F1 score, a piv-
otal metric that considers both precision and recall.
show in figure 3 The results underscored the ex-
ceptional success of the CNN model, achieving a
weighted F1 score of 0.7711.

Figure 3: F1- Score Weighted

This emphasizes CNN’s ability to effectively
balance accurate identification of offensive or non-
offensive content while minimizing false positives
and negatives. Although SVM, Naive Bayes, and
Random Forest demonstrated commendable per-
formances, the superior performance of the CNN
model highlights the significance of deploying deep
learning techniques for intricate tasks such as iden-
tifying hate and offensive speech. The visual repre-
sentation through the bar graph further emphasized
the comparative performance, with the CNN model
standing out due to its higher weighted F1 score.
Looking ahead, the integration of machine learning
and deep learning models, alongside ongoing pa-
rameter tuning for the CNN-based model, presents
promising avenues for enhancing the efficiency of
hate speech identification in comments.
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