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Abstract
Hate speech is communication, often oral or
written, that incites, stigmatizes, or incites vio-
lence or prejudice against individuals or groups
based on characteristics such as race, religion,
ethnicity, gender, sexual orientation, or other
protected characteristics. This usually involves
expressions of hostility, contempt, or preju-
dice and can have harmful social consequences.
Among the broader social landscape, an impor-
tant problem and challenge facing the medical
community is related to the impact of people’s
verbal expression. These words have a signifi-
cant and immediate effect on human behavior
and psyche. Repeating such phrases can even
lead to depression and social isolation. In an
attempt to identify and classify these Telugu
text samples in the social media domain, our
research LSTM and the findings of this exper-
iment are summarized in this paper, in which
out of 27 participants, we obtained 8th place
with an F1 score of 0.68.

1 Introduction

While hate speech (HS) legislation varies among
different countries, it is generally conceptualized
as encompassing expressions of hostility or deroga-
tion directed at an individual or a group based on
attributes such as race, color, national origin, sex,
disability, religion, or sexual orientation (Nockleby,
2000; Jahan and Oussalah, 2023).

On platforms such as Twitter, Facebook, and
various other social media outlets, hateful com-
ments manifest as expressions containing abusive
language directed towards individuals (including
cyber-bullying, politicians, celebrities, or prod-
ucts) or specific groups (such as countries, the
LGBT community, religions, genders, organiza-
tions, etc) (Badjatiya et al., 2017)

Numerous intricate challenges are currently evi-
dent in applications related to speech, vision, and
text, all aimed at enhancing accuracy. The pioneer-
ing work of (Badjatiya et al., 2017). In 2017 marks

the initial exploration of neural architectures for de-
tecting hate speech. The advancement of natural
language processing (NLP) (Bade, 2021) technol-
ogy has spurred considerable investigation into the
automated detection of textual hate speech in re-
cent years. Notable competitions such as SemEval-
2019 (Zampieri et al., 2019) and 2020 (Zampieri
et al., 2020), as well as GermEval-2018 (Wiegand
et al., 2018), have organized diverse events aimed
at seeking improved solutions for automated hate
speech detection. In response, researchers have
compiled extensive datasets from various sources,
fostering significant progress in the field. Numer-
ous studies have addressed hate speech in multiple
non-English languages and online communities,
prompting exploration and comparison of different
processing pipelines. This includes the examina-
tion of feature sets and Machine Learning (ML)
methods (Tash et al., 2022; Kanta and Sidorov,
2023), encompassing supervised, unsupervised,
and semi-supervised approaches, as well as var-
ious classification algorithms such as Naive Bayes,
Logistic Regression (LR), Convolutional Neural
Network (CNN) (Tash et al., 2023; Shahiki-Tash
et al., 2023b), Long Short-Term Memory (LSTM),
BERT deep learning(Yigezu et al., 2022) archi-
tectures, among others. The pervasive issue of
abusive language is both common and troubling.
Offensive language takes many forms, depending
on the target group and the specific target, such as
hate speech, cyberbullying, adult content, trolling,
abuse, racism, or profanity.

In recent advancements, transformer-based mod-
els (Tonja et al., 2022), such as BERT, have signifi-
cantly impacted the detection and understanding of
hate speech. Hate speech, a particularly alarming
category of abusive language, involves the inten-
tional intimidation of a target group or individual
with the intent of causing harm, violence, or social
disruption (Husain and Uzuner, 2021; Khan et al.,
2022a)
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So there are subtle distinctions between differ-
ent types of offensive language. The targeting of
LGBT+ people with hate speech is a deep-rooted
issue with far-reaching consequences, including the
potential for substance abuse disorders (Shahiki-
Tash et al., 2023a) and racism (Badjatiya et al.,
2017). The rest of the paper is organized as follows:
the related work and methodology are discussed in
Section 2 and 3 respectively followed by results in
Section 4.

2 Related work

Balouchzahi et al. address the ongoing challenge of
hate speech (HS) by emphasizing the limitations of
conventional identification and blocking methods.
Thay advocate the development of systems that are
capable of not only identifying but also profiling
HS content contaminants. Using a vote classifier
(VC) contributes to the hate speech broadcaster de-
tection task organized by PAN 2021 (Bevendorff
et al., 2021), which focuses on the profiles of HS
broadcasters in English and Spanish on Twitter.
The proposed model uses a combination of tradi-
tional character and word n-gram along with syn-
tactic n-grams as features for classification. Using a
support vector machine (SVM), logistic regression
(LR) and random forest (RF) vote classifier, the
models achieve commendable accuracies of 73%
and 83% for English and Spanish, respectively.

In the BiCHAT (Khan et al., 2022a) research,
an innovative deep learning(Ahani et al., 2024)
model, combining BiLSTM with deep CNN and
hierarchical attention, is employed to acquire tweet
representations for the detection of hate speech.
The proposed model undergoes a process of min-
ing, training, and evaluation using three benchmark
datasets from Twitter. These datasets include HD1,
introduced by (Founta et al., 2018; Bade and Afaro,
2018), HD2, derived from the Kaggle 1 compe-
tition dataset, and HD3 with statistics presented
in Table 1, provided by (Davidson et al., 2017;
Bade and Seid, 2018). The F1-score outcomes
(HD1=0.88, HD2=0.91, and HD3=0.75) demon-
strate superior performance compared to the State-
of-the-Art (SOTA) methods (Khan et al., 2022b;
Roy et al., 2020; Ding et al., 2019).

In the publication (Badjatiya et al., 2017), an
examination was conducted on 16,000 tweets em-
ploying three neural network models (CNN and
BOWL, LSTM) and various methodologies, includ-

1www.kaggle.com

ing GBDT, TF_IDF, and Random Embedding. The
dataset originates from the (Waseem and Hovy,
2016). The study demonstrated that combining
embeddings acquired from deep neural network
models with gradient-boosted decision trees yields
the highest accuracy values. Specifically, the com-
bination of LSTM+Random Embedding+GBDT
achieved an F1-score of 0.930.

In this study(Waseem and Hovy, 2016), the
method is based on a dataset of 16,000 tweets
collected by (Waseem and Hovy, 2016) and col-
leagues. This dataset, which includes a total of
136,052 tweets, was annotated by the researchers,
and 16,914 tweets were specifically flagged. Of
these, 3,383 tweets containing sexual content were
identified, originating from 613 users. Addition-
ally, 1,972 tweets were flagged for racist content
and contributed by 9 users, while the remaining
11,559 tweets were deemed non-sexist or racist.
The analysis of hate speech comments included a
thorough review of the features used, with the aim
of determining those that yielded the most effective
detection performance. Notably, examination of
the features influencing hate speech recognition in
the dataset revealed that, despite potential varia-
tions in geographic distribution and word length,
these factors did not consistently improve perfor-
mance and rarely outperformed personality-level
features. An exception to this trend can be seen
with gender-related characteristics, as detailed in
Table 2.

3 Methodology

in this section, we summarize the data set used in
this task and the proposed methodology in detail.
LSTM networks prove advantageous in binary text
classification tasks, such as hate speech detection,
due to their inherent ability to capture contextual
dependencies and long-range dependencies in se-
quential data. Imbalanced datasets, on the other
hand, might lead the model to be skewed towards
the majority class, potentially hindering its per-
formance in identifying instances of the minority
class, such as hate speech, and affecting overall
classification accuracy.

3.1 Dataset

The dataset, generously provided by Hold Telugu
for the Telugu language, consists of two separate
datasets for educational purposes. The first dataset
contains 4000 tweets for training, while the second
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Table 1: Statistics of the datasets

Datasets Hate tweet Normal tweet Total
HD1 (Relatively balanced) 2615 5385 8000

HD2 (Unbalanced) 1421 10579 12000
HD3 (Unbalanced) 1430 4162 5592

Table 2: F1 achieved by using different features sets

char n-grams +gender +gender +loc word n-grams
F1 73.89 73.93 73.62 64.58

dataset contains 500 tweets for testing (B et al.;
Priyadharshini et al., 2023)

Table 3: Data set samples

Tweets Label
Adhi Show na lanjala kompana Hate
Papam erry flower ayipoindu Hate
Valla dhagara bochu vunttundi Hate
West Godavari lo adii jarigindhi Non-hate
Venakala unnonni adugu cheptadu Non-hate
turning thisukuna vadihi Non-hate

3.2 Embedding Layer
The model begins with an embedding layer, a fun-
damental component in natural language process-
ing tasks. The ‘Embedding‘ layer is responsible
for converting the input text data into a dense vec-
tor representation. In this case, each word in the
vocabulary is represented as a vector of 32 dimen-
sions ("embedding_vector_length"). This vector
representation allows the model to capture seman-
tic relationships between words and enables better
understanding of the textual data.

3.3 LSTM Layer
Following the embedding layer, the model incor-
porates an LSTM layer. LSTMs are a type of re-
current neural network (RNN) designed to address
the vanishing gradient problem, making them ef-
fective for sequence modeling tasks. The LSTM
layer with 100 units captures long-range dependen-
cies and temporal patterns in the input sequences.
The ‘dropout‘ and ‘recurrent_dropout‘ parameters
are introduced to mitigate overfitting by randomly
dropping connections during training.

3.4 Dense Layer and Sigmoid Activation
The LSTM layer is followed by a dense layer with
a single output unit. This dense layer acts as a clas-

sifier for binary sentiment classification, with a sig-
moid activation function applied to produce prob-
abilities. The sigmoid activation function is well-
suited for binary classification tasks as it squashes
the output values between 0 and 1, representing
the likelihood of the input belonging to the posi-
tive class (hate speech) or negative class (non-hate
speech).

3.5 Model Loading and Compilation

The model is then loaded with pre-trained weights
saved during training, specifically the weights that
achieved the best performance on the validation
set. This practice ensures that the model used for
evaluation is the one that demonstrated the highest
generalization ability during training.

The model is compiled using binary cross-
entropy loss, which is suitable for binary classifica-
tion problems, and the Adam optimizer, a popular
choice for training neural networks. The evalua-
tion metrics include loss and accuracy, providing
insights into the model’s performance on the test
data.

3.6 Evaluation on Test Data

Finally, the model is evaluated on a sepa-
rate test dataset ("X_test" and "y_test"). The
"model.evaluate" method computes the loss and
accuracy of the model on the test data, providing
a quantitative measure of its generalization perfor-
mance. The obtained accuracy is then printed as a
percentage, offering a clear indication of how well
the model is able to classify hate speech in unseen
textual data.

In summary, this methodology section describes
the architecture and training process of an LSTM-
based hate speech detection model, emphasizing
the role of embedding, LSTM, and dense layers
in capturing intricate patterns in text data. The
model’s evaluation on a distinct test set ensures a
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robust assessment of its real-world performance.

4 Result

During the sharing task competition that focused
on detecting hate and offensive language in Telugu
mixed code text, our main goal was to determine
the F1-score for the given data set. Using the previ-
ously trained LSTM model, we fed the entire test
data into the model and obtained a prediction that
yielded significant results. In a single performance
evaluation, we scored an admirable 0.68%, placing
8th out of 27 participating teams. For an overview
of the results achieved by all participating teams,
please refer to Table 4, which provides a detailed
insight into the performance metrics and points
earned by each participant in the competition.

Table 4: Results of the participants in Telugu Hate
speech

Team Run F1-score (macro) Rank
Sandalphon 1 0.7711 1
Selam 2 0.7711 1
Kubapok 1 0.7431 3
DLRG1 1 0.7101 4
DLRG 1 0.7041 5
CUET_Binary 2 0.7013 6
CUET_OpenNLP 1 0.6878 7
Zavira 1 0.6819 8
IIITDWD-zk_lstm 2 0.6739 9
lemlem 1 0.6708 10
Mizan 1 0.6616 11
byteSizedLLM 1 0.6609 12
pinealai 1 0.6575 13
IIITDWD_SVC 2 0.6565 14
MUCS 3 0.6501 15
Lemlem-eyob 2 0.6498 16
Tewodros 2 0.6498 16
Fida 2 0.6369 18
Lidoma 1 0.6151 19
MasonTigers 1 0.5621 20
Habesha 1 0.5284 21
MasonTigers 1 0.4959 22
CUET_DASH 3 0.4956 23
Fango 1 0.4921 24
Tayyab 1 0.4653 25

5 limitations

1. The research grapples with a limitation aris-
ing from the exclusion of hyperparameter tuning
in the experimental setup. Optimizing hyperpa-
rameter configurations is pivotal for refining the
performance of machine learning models, and the
absence of such optimization in our experiments
may impact the overall efficacy of our approach.

2. Another constraint in our methodology arises
from the absence of experiments specifically tai-

lored to address the issue of imbalanced datasets.
Tasks related to hate speech detection commonly
face challenges with imbalances between the in-
stances of different classes. Exploring strategies
like oversampling, undersampling, or employing
specialized algorithms for imbalanced datasets
could be considered to enhance the model’s ca-
pability in handling such distribution challenges.

6 Conclusion

Hate speech that incites violence or prejudice
against individuals or groups based on different
characteristics is an important challenge in con-
temporary society. The damaging effects of such
expressions, including hostility and prejudice, go
beyond immediate social consequences and can
contribute to deep psychological effects such as
depression and social isolation.

This research deals with the important issue of
hate speech in the context of Telugu mixed code
text on social media platforms. Using Natural Lan-
guage Processing (NLP), specifically using short-
term memory (LSTM) neural networks, we aimed
to identify and classify hate speech in Telugu text
samples. In a competitive environment of 27 par-
ticipants, our LSTM-based model achieved eighth
place with an F1 (large) score of 0.68

The significance of our research lies in the ef-
fective application of NLP techniques to combat
hate speech in multilingual contexts, contributing
valuable insights and solutions to a pervasive so-
cial problem. The balanced dataset, consisting of
4000 training tweets and 500 test tweets, provides
a strong foundation for training and evaluating the
model’s performance.

Our findings underscore the potential of ad-
vanced technologies, such as deep learning models,
in addressing complex social issues. The results of
the competition presented in Table 4 show the rela-
tive performance of different teams and show the
effectiveness of different approaches in detecting
hate speech.
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