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Abstract
Sentiment analysis (SA) on social media re-
views has become a challenging research
agenda in recent years due to the exponen-
tial growth of textual content. Although sev-
eral effective solutions are available for SA in
high-resourced languages, it is considered a
critical problem for low-resourced languages.
This work introduces an automatic system for
analyzing sentiment in Tamil and Tulu code-
mixed languages. Several ML (DT, RF, MNB),
DL (CNN, BiLSTM, CNN+BiLSTM), and
transformer-based models (Indic-BERT, XLM-
RoBERTa, m-BERT) are investigated for SA
tasks using Tamil and Tulu code-mixed tex-
tual data. Experimental outcomes reveal that
the transformer-based models XLM-R and m-
BERT surpassed others in performance for
Tamil and Tulu, respectively. The proposed
XLM-R and m-BERT models attained macro
F1-scores of 0.258 (Tamil) and 0.468 (Tulu) on
test datasets, securing the 2nd and 5th positions,
respectively, in the shared task.

1 Introduction

Social media has changed how people network
and socialize, especially the younger generation,
and multilingual user interfaces allow people to
express their emotions in their native languages
(Ahmad and Singla, 2021; Patra et al., 2018; Tar-
ihoran and Sumirat, 2022). Sentiment analysis
(SA) may help firms assess their brand’s image
and sentiment and make informed customer rela-
tionship management and marketing choices. It
analyzes social media postings to detect user at-
titudes (Chakravarthi et al., 2020c). Code-mixed
texts greatly concern sentiment analysis. Many
multilingual societies use code-mixed texts, com-
bining words, morphemes, and phrases from two
or more languages (Chakravarthi et al., 2023). This
behavior is problematic for SA systems, mainly
when they utilize non-native scripts like Roman let-
ters to represent languages written in other scripts

(Hegde and Shashirekha, 2022). Coded language
texts need specialized sentiment analysis due to
language mixing and context-dependent emotions.
Scholars are improving security awareness meth-
ods to govern virtual communication’s growth
(Chakravarthi et al., 2021; Hegde et al., 2023).
The goal is to create a system that can classify
code-mixed sentiment polarity in Tamil-English
and Tulu-English code-mixed texts into four pre-
determined categories: positive, negative, mixed
feeling, and neutral/unknown state. The main con-
tributions of this study are:

• Developed numerous ML and DL methods
and fine-tuned transformers to classify textual
sentiment into four categories () for Tamil and
Tulu code-mixed datasets.

• Investigated the effectiveness of the developed
models for Tamil and Tulu subtasks, where
XLM-RoBERTa exceeded other models for
Tamil and m-BERT exceeded other models
for the Tulu language.

2 Related Work

Researchers studying several SA techniques tend to
focus on high-resource languages such as English
and Spanish. However, SA is also being studied
in code-mixed, low-resource languages. Shetty
(2023) trained various ML models for SA of Tamil
and Tulu code-mixed texts. The proposed method
yielded F1 scores of 0.14 and 0.204 in Tamil and
Tulu, respectively. To detect abusive comments
in code-mixed Tamil text, Bharathi and Varsha
(2022) employed BERT, m-BERT, and XLNet mod-
els. They obtained a weighted F1 score of 0.96 for
Tamil-English code-mixed text and a weighted F1
score of 0.59 for Tamil text. Babu and Eswari
(2021) improved sentiment analysis using Para-
phrase XLM-R on Dravidian code-mixed YouTube
comments. They trained the model using Tamil,
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Malayalam, and Kannada code-mixed language
datasets and achieved F1 scores of 71.1, 75.3, and
62.5, respectively. Chakravarthi et al. (2020a) cre-
ated a gold standard Tamil-English code-switched,
sentiment-annotated corpus containing 15,744 com-
ment posts from YouTube.

An m-BERT-based model utilized by Zhu and
Dong (2020) for SA where self-attention was em-
ployed to assign a weight to the output of the BiL-
STM. The proposed model achieved weighted av-
erage F1 scores of 0.73 and 0.64 in Malayalam
and Tamil, respectively. Rakshitha et al. (2021)
proposed a model that used Twitter APIs to collect
consumer reviews. TextBlob rated these reviews
and classified them as favorable, negative, or neu-
tral using a text classification algorithm. Ehsan
et al. (2023) developed BiLSTM network-based
models for sentiment analysis of code-mixed Tamil
and Tulu. ELMo embedding was trained on larger
unannotated code-mixed text corpora. The pro-
posed model achieved macro F1-scores of 0.2877
and 0.5133 on Tamil and Tulu code-mixed datasets,
respectively.

3 Task and Dataset Descriptions

The goal of this task is sentiment analysis in Tamil
and Tulu, explicitly focusing on determining senti-
ment polarity in social media comments. This task
aimed to develop two systems that can individu-
ally identify sentiment polarity from a given set of
texts in Tamil or Tulu. To achieve this, we utilized
the corpora provided by the shared task organiz-
ers1 for sentiment analysis in Tamil (Chakravarthi
et al., 2020b) and Tulu (Hegde et al., 2022). The
task required classifying texts into four predefined
classes, positive, negative, mixed feeling, and neu-
tral/unknown state, for Tamil and Tulu code-mixed
texts.

Table 1 summarizes the Tamil dataset. The com-
bined training and development sets for Tamil ex-
hibited the highest number of samples for the pos-
itive class (22,327 texts). Subsequently, the un-
known state category comprised 6,239 texts, while
negative had 4,751 texts, and mixed feelings had
4,559 texts, each containing fewer instances than
the positive class. The Tulu dataset was divided
into three subsets: training, development, and test-
ing, containing 6,945, 500, and 501 samples, re-
spectively (Table 2). The dataset demonstrated an

1https://sites.google.com/view/dravidianlangtech-
2024/home

uneven distribution among classes, with the posi-
tive class having the most samples with 3,831 texts,
neutral with 2,118 texts, negative with 796 texts,
and mixed feelings with 1,201 texts having fewer
samples. Text lengths in the dataset varied from
one word to 261 words, with an average length of
7 words.

Classes Train+Dev Test Total words
Positive 22327 73 208365

Positive (after augmentation) 22327 73 187294
Unknown state 6239 137 69311

Unknown state (after augmentation) 17135 137 177181
Negative 4751 338 51459

Negative (after augmentation) 14040 338 188356
Mixed feelings 4458 101 64844

Mixed feelings (after augmentation) 13461 101 133810

Table 1: Tamil dataset statistics before and after aug-
mentation

Classes Train Dev Test Total words
Positive 3352 231 248 22298
Negative 698 55 43 4658
Neutral 1854 124 140 12738

Mixed feelings 1041 90 70 7033
Total 6945 500 501 46727

Table 2: Tulu Dataset Statistics

4 Methodology

This section summarized the methods and tech-
niques applied for sentiment analysis in Tamil and
Tulu. Figure 1 outlines the employed techniques
for SA in Tamil and Tulu.

Figure 1: Abstract outlines of textual SA in Tamil and
Tulu
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4.1 Data Augmentation

The Tamil dataset 1 before augmentation exhibited
an imbalance, specifically in the unknown state,
negative, and mixed feelings classes, with fewer
samples compared to the positive class. We merged
the training and development sets to rectify this to
minimize the class distribution gap. Additionally,
we applied back translation using Google Transla-
tor for data augmentation. Google Translator was
selected for its widespread availability and proven
effectiveness in generating diverse language varia-
tions. The back translation process involved itera-
tively translating sentences from Tamil to another
language and then back to Tamil, introducing nu-
anced variations. After augmentation, there were
notable shifts in class distribution: the unknown
state class increased to 17,135 texts, the negative
class reached 14,040 texts, and the mixed feelings
class grew to 13,461 texts. This combined strat-
egy of merging datasets and the back translation
method aimed to broaden the dataset’s scope and
ensure a more representative distribution of senti-
ment classes, specifically addressing data scarcity
in the unknown-state, harmful, and mixed feelings
categories. This precise approach enhanced the
dataset’s robustness and reliability for subsequent
analysis and model development.

4.2 Preprocessing

The dataset obtained from YouTube comments un-
derwent preprocessing to ensure that it was clear of
irrelevant information. This process involved the
elimination of emojis, punctuation, spaces, URLs,
and numerical texts. English letters are transformed
to lowercase. To enhance linguistic relevance, com-
mon stopwords were manually eliminated based
on a curated list obtained from a Tamil stopwords
repository on GitHub2. Similarly, for the Tulu lan-
guage, English stop words were excluded. We also
identified and removed Tamil and Tulu’s ten most
frequently occurring words.

4.3 Training

The initial step involved extracting features using
various feature extraction techniques and apply-
ing different ML, DL, and transformer-based ap-
proaches.

ML Baselines: TF-IDF (Nayel, 2020) values
were used as features for training ML models based
on unigram features. Additionally, bag-of-words

2https://gist.github.com/arulrajnet

(BoW) representations are also utilized for feature
extraction. Traditional ML-based methods, includ-
ing RF, DT, and MNB, were employed for senti-
ment analysis. In the DT model, the regularization
parameter was set to 2. RF was implemented with
100 estimators (n_estimator 100) to enhance its
predictive performance.

DL Baselines: Three DL models, CNN, BiL-
STM, and CNN+BiLSTM, along with FastText
(Joulin et al., 2016) and Keras embeddings, were
employed for sentiment analysis. In the CNN
model, the process began with an embedding layer,
followed by three convolutional layers featuring 64,
32, and 16 filters. MaxPooling layers were added
after convolution layers for feature reduction. In
the BiLSTM model, the embedding layer was fol-
lowed by two BiLSTM layers with 32 and 16 units,
respectively, capturing information bi-directionally.
The resulting sequences were flattened, and a dense
layer with softmax activation was added for classi-
fication. In the CNN+BiLSTM model, the embed-
ding layer was followed by a convolutional layer
with 128 filters and a kernel size of 5. A BiLSTM
with 32 units and a dropout rate (0.2) is added after
the convolution layer.

Transformers: Three transformer-based mod-
els, XLM-RoBERTA (Conneau et al., 2019), Indic-
BERT (Kakwani et al., 2020), and m-BERT (De-
vlin et al., 2018), were utilized for SA in Tamil and
Tulu. This work used the same hyperparameters
for Tamil and Tulu subtasks training. Specifically,
during the training of all transformers, we used
the Adafactor optimizer with a consistent learn-
ing rate of 2e-5 over 10 epochs, incorporating a
warm-up ratio of 0.1 for a smoother initialization.
To improve stability, gradient accumulation steps
were doubled to 2. A weight decay of 0.01 was ap-
plied to regularize the training process. Fine-tuned
hyperparameter values allowed us to do extensive
training and optimization of the model parameters.
The choice of a batch size of 16 facilitated effi-
cient processing and updating of the model weights
during each iteration.

5 Results and Analysis

Table 3 displays the results of various employed
approaches for the SA task on the Tamil test set,
with the XLM-RoBERTA model leading among
transformers with a macro F1 score (0.258). The
RF model with BoW surpassed other ML models,
achieving the highest macro F1 score (0.248). No-
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tably, the CNN+BiLSTM model exhibited superior
performance compared to other DL models.

Classifier P R F
DT (TF-IDF) 0.247 0.251 0.237
RF (TF-IDF) 0.270 0.26 0.24
MNB (TF-IDF) 0.324 0.27 0.213
DT (BoW) 0.280 0.297 0.248
RF (BoW) 0.228 0.252 0.056
MNB (BoW) 0.282 0.248 0.185
CNN (Keras) 0.235 0.232 0.214
BiLSTM (Keras) 0.262 0.258 0.253
C+B (Keras) 0.250 0.257 0.241
CNN (FastText) 0.220 0.230 0.137
BiLSTM (FastText) 0.239 0.240 0.147
C+B (FastText) 0.234 0.236 0.148
m-BERT 0.275 0.269 0.255
XLM-RoBERTa 0.288 0.27 0.258
Indic-BERT 0.276 0.265 0.252

Table 3: Performance of various models on the Tamil
test set where P, R, and F denote precision, recall, and
macro F1-score, respectively, and C+B represents the
CNN+BiLSTM model

For the Tulu test set, as shown in Table 4, the
m-BERT model excelled among transformer mod-
els, attaining the highest macro F1 score of 0.468.
Among ML models, the RF model with BoW stood
out with the highest macro F1 score of 0.449, while
within DL models, BiLSTM with Fasttext emerged
as the top performer with macro F1 of 0.394.

5.1 Error Analysis
The best-performed models (XLM-RoBERTa for
Tamil texts, and m-BERT for Tulu texts) are further
investigated to understand better insights regarding
the performance using quantitative and qualitative
analysis.

Quantitative Analysis: The confusion matrix
is used for error analysis for both Tamil (Figure 2)
and Tulu (Figure 3) datasets.

In Tamil, we found that the model did well with
TPR of 33.13% and 28.46% negative and unknown
state, respectively. However, the positive class had
a lower TPR of 20.54%, meaning the model strug-
gled to identify positive sentiments. The confusion
matrix for Tulu revealed a True Positive Rate (TPR)
of 90.70% for the positive class. Conversely, the
mixed feeling class exhibited the lowest TPR of
10%. Notably, the model misidentified 35 mixed-
feeling class text samples as neutral, indicating
difficulty distinguishing between texts conveying

Classifier P R F
DT (TF-IDF) 0.442 0.449 0.443
RF (TF-IDF) 0.465 0.434 0.424
MNB (TF-IDF) 0.565 0.360 0.334
DT (BoW) 0.420 0.431 0.436
RF (BoW) 0.518 0.459 0.449
MNB (BoW) 0.514 0.428 0.427
CNN (Keras) 0.370 0.405 0.383
BiLSTM (Keras) 0.380 0.373 0.357
C+B (Keras) 0.379 0.374 0.367
CNN (Fasttext) 0.379 0.374 0.367
BiLSTM (Fasttext) 0.444 0.394 0.394
C+B (Fasttext) 0.379 0.374 0.367
m-BERT 0.512 0.468 0.468
XLM-RoBERTa 0.454 0.405 0.387
indic-BERT 0.307 0.399 0.344

Table 4: Performance of various models on the Tulu
test set where P, R, and F denote precision, recall, and
macro F1-score, respectively, and C+B represents the
CNN+BiLSTM model

Figure 2: Confusion matrix of XLM-RoBERTA for
Tamil test set

mixed feelings and those with neutral sentiments.
This challenge arose due to the nuanced similarity
in meaning between texts with mixed feelings and
those that are neutral, leading to frequent misclas-
sifications, primarily for the neutral class.

5.2 Qualitative Analysis:

Figure 4 illustrates some predicted outcomes by the
best-performed model (XLM-RoBERTa) for Tamil
SA task. It is revealed that the proposed model
demonstrated accurate predictions for sample 2
while other samples were misclassified. It exhibited
challenges in correctly categorizing text samples
1,3,4. Especially for texts of mixed-feelings and
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Figure 3: Confusion matrix of m-BERT for Tulu test set

unknown state categories. Because texts of these
two categories were semantically analogous.

Figure 4: A few examples of predicted output by the
proposed (XLM-RoBERTa) model for Tamil SA task.
The corresponding english texts were translated using
‘Google Translator’)

Figure 5 presents a few predicted samples by
the best-performed model (m-BERT) for Tulu SA
task. It is shown that the proposed model depicted
correct predictions for text samples 1 and 3. How-
ever, it failed to classify neutral and mixed-feelings
properly as their texts were semantically similar.
Therefore, the proposed model classified neutral
texts as mixed feelings and mixed feelings as neu-
tral.

Limitations

Despite these developments, several obstacles, such
as the need for pre-trained transformer models,
limit our capacity to use current language represen-
tations effectively. Although a single pre-trained
model has been identified and made available for
Tamil, there needs to be a similar resource for Tulu

Figure 5: Some examples of predicted output by the
m-BERT model for Tulu SA task

presents a more significant obstacle, restricting
the extent and effectiveness of language process-
ing endeavors. Lower accuracy is also a result of
the model’s inability to learn patterns for minority
classes due to the small sample size and notable
class imbalance in the datasets. The lack of re-
sources for data augmentation as back translation,
particularly in Tulu’s case, makes addressing this
imbalance even more difficult.

6 Conclusion

This paper investigated different ML, DL, and
transformer-based models for categorizing textual
sentiment in Tamil and Tulu. The experimental
results revealed that the XLM-RoBERTa model
obtained the highest macro F1 score (0.258) for
the Tamil textual comments, whereas the m-BERT
model scored the best (0.468) for the Tulu texts.
For future research, collaborative efforts are neces-
sary to create resources, especially for low-resource
languages like Tamil and Tulu, and add more di-
verse data to the existing corpora. Additionally,
improving the performance of sentiment analysis
models for these languages will depend heavily on
developments in pre-training methods and the avail-
ability of more thorough language representations.
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