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Introduction

We are excited to welcome you to DravidianLangTech 2024, the 18th Conference of the European Chap-
ter of the Association for Computational Linguistics (EACL). This year the workshop is being held
hybrid (online and at Malta), on March 21, 2024 with EACL 2024 that will take place also hybrid March
17-22, 2024.
The development of technology increases our internet use, and most of the global languages have adapted
themselves to the digital era. However, many regional, under-resourced languages face challenges as
they still lack developments in language technology. One such language family is the Dravidian family
of languages. Tamil languages are primarily spoken in south India, Sri Lanka, and Singapore. Pockets
of speakers are found in Nepal, Pakistan, Malaysia, other parts of India, and elsewhere globally. The
Tamil languages, which are 4,500 years old and spoken by millions of speakers, are under-resourced in
speech and natural language processing. The Dravidian languages were first documented in Tamili script
on pottery and cave walls in the Keezhadi (Keeladi), Madurai and Tirunelveli regions of Tamil Nadu, In-
dia, from the 6th century BCE. The Tamil languages are divided into four groups: South, South-Central,
Central, and North groups. Tamil morphology is agglutinating and exclusively suffixal. Syntactically,
Tamil languages are head- final and left-branching. They are free-constituent order languages. To im-
prove access to and production of information for monolingual speakers of Dravidian (Tamil) languages,
it is necessary to have speech and languages technologies. These workshops aim to save the Dravidian
languages from extinction in technology.
This is the Fourth workshop on speech and language technologies for Dravidian languages.
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Abstract

Accented speech classification plays a vital
role in the advancement of high-quality auto-
matic speech recognition (ASR) technology.
For certain applications, like multi-accented
speech classification, it is not always viable
to obtain data with accent variation, especially
for resource-poor languages. This is one of
the major reasons that contributes to the under-
performance of the speech classification sys-
tems. Therefore, in order to handle speech vari-
ability in Indian language speaker accents, we
propose a few-shot learning paradigm in this
study. It learns generic feature embeddings
using an encoder from a pre-trained whisper
model and a classification head for classifica-
tion. The model is refined using LLM’s fine-
tuning techniques, such as LoRA and QLoRA,
for the six Indian English accents in the In-
dic Accent Dataset. The experimental findings
show that the accuracy of the model is greatly
increased by the few-shot learning paradigm’s
effectiveness combined with LLM’s fine-tuning
techniques. In optimal settings, the model’s
accuracy can reach 94% when the trainable pa-
rameters are set to 5%.

Keywords : Accent-classification, few-shot,
LoRA, QLoRA, LLM, Whisper, Dravidian Lan-
guage

1 Introduction

In this digital era, speech data has become a valu-
able resource, alongside text data. In the field of
speech processing, recent developments in deep
learning have made it possible to create end-to-
end systems for tasks like speech classification
and recognition. Much of the ongoing research
in speech processing focuses on constructing end-
to-end devices for automatic speech recognition
(ASR) capable of handling diverse input data and
providing accurate transcriptions. While ASR sys-
tems have shown remarkable performance in many

cases, they face challenges when it comes to gener-
alizing and adapting to resource-poor or resource-
limited languages. Even though there are multilin-
gual ASR and classification systems that have been
trained on different Indian languages like Tamil,
Kannada, Malayalam, Telugu, and others, their ef-
fectiveness is still lacking. This is due to the fact
that speech is highly influenced by a variety of
factors, such as the speaker’s accent, gender, age,
and more, and the lack of data covering all these
variations (Bachate and Sharma, 2019; Malik et al.,
2021).

Apart from gender, the speaker’s accent (Huang
et al., 2001) is recognized as the second most influ-
ential speech variation that affects the performance
of speech recognition systems. An accent typically
refers to a unique way of speaking or pronouncing
a non-native language by a native speaker, influ-
enced by the speaker’s demographic background
or geographical location. Accent classification, at
its core, involves the categorization of regional or
demographic accents within spoken language. The
speaker’s accent classification is considered a pre-
liminary task for enhancing the capabilities of mul-
tilingual ASR systems.

The primary objective of this research is to tackle
the aforementioned accent variations by introduc-
ing a data-driven approach to address the challenge
of multi-accented speech classification. This pa-
per proposes a few-shot learning method for multi-
accented speech classification tasks as a means
to handle the diverse array of accents effectively.
The few-shot learning paradigm was chosen for
this work due to its ability to learn from small
amounts of data, which emphasizes how important
it is for successfully tackling accent classification
problems. The whisper ASR model serves as the
foundational framework for the task of classifying
accented speech. In this work, we primarily use the
encoder component of the model, to which we at-
tached a classification head, excluding the decoder
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component.
Furthermore, we used two of the most popu-

lar large language model (LLM) adapters, such as
Quantized Low-Rank Adaptation (QLoRA) and
Low-Rank Adaptation (LoRA), to make the train-
ing and fine-tuning processes efficient and memory-
friendly. In this work, we utilized the data de-
rived from six Indian languages, sourced from
the IndicAccentDB (Darshana et al., 2022) and
NISP (Kalluri et al., 2021) datasets. Both of these
datasets are significant for their inclusion of multi-
accented speech, featuring conversations in English
among native speakers.

Our main contributions are as follows:

• The pre-trained ASR model was employed in
conjunction with LLM fine-tuning adapters
such as Low-Rank Adaptations (LoRA) and
Quantized Low-Rank Adaptation (QLoRA) in
order to categorize individuals’ accents.

• Extensive experiments on the combined In-
dicAccentDB, NISP, and Gujarati Digits
datasets have been conducted to show the effi-
cacy of LLM’s fine-tuning techniques. These
experiments involve reducing the trainable pa-
rameters by setting different low-rank values
ranging from 2 to 32.

• The significance of the few-shot learning
paradigm was demonstrated by obtaining an
average accuracy of 90% under LoRA and
93.3% under QLoRA.

• A multi-class accent classification task using
few-shot learning paradigm has been demon-
strated using only 2 hours and 30 minutes of
training data and observed to have 94% accu-
racy in the optimal setting where the training
parameters were reduced to 5% using LLM’s
adapters.

The paper contribution is detailed in the sections
that follow, which are arranged as follows: Sec-
tion 2 describes the related works, while Section 3
completely describes the methodology used in this
work. Section 4 holds the results and discussion,
and we conclude the work in Section 5.

2 Related Works

Previous research has extensively investigated how
various components of speech change with accents.
Notably, spectral features like formant frequencies

and temporal features such as intonation and du-
ration’s exhibit variation with accent (Arslan and
Hansen, 1997; Ferragne and Pellegrino, 2010). To
automate accent classification, these features have
been combined into different statistical models and
machine learning techniques.

Historically, Hidden Markov Models (HMMs)
and Gaussian Mixture Models (GMMs) have been
commonly used in accent classification (Deshpande
et al., 2005; Ghesquiere and Van Compernolle,
2002; Zheng et al., 2005). Some studies looked at
how the number of GMM components affected the
performance of classification (Chen et al., 2001),
while others compared HMMs to Support Vector
Machines (SVM) (Tang and Ghorbani, 2003). Fur-
ther studies explored the impact of GMM compo-
nent numbers on classification performance (Chen
et al., 2001). In (Pedersen and Diederich, 2007),
SVM has been used to classify Arabic and In-
dian accents using the most popular Mel-Frequency
Cepstral Coefficients (MFCCs) as the speech fea-
ture. Linear models, such as linear discriminant
analysis (LDA), have also found applications, as
seen in the identification of accents in Australian
English (Kumpf and King, 1997).

Conventional statistical models and machine
learning models have played a crucial role in ac-
cented speech classification. However, deep learn-
ing frameworks like deep neural networks (DNNs)
and recurrent neural networks (RNNs) have been
widely used in the latest speech recognition and
synthesis systems (Hinton et al., 2012; Zen and
Sak, 2015; Xu et al., 2014; Jiao et al., 2016; Lalitha
et al., 2019). Notably, for the accent classification
task, Telugu dialect datasets were created and clas-
sified using variants of RNN models like LSTM,
GRU, and BiLSTM with attention layers (Podila
et al., 2022).

However, there have been fewer studies evaluat-
ing neural networks for accent identification (Chan
et al., 1994) and (Rabiee and Setayeshi, 2010). Nev-
ertheless, in related areas like language identifica-
tion (LID), neural networks have been thoroughly
investigated (Montavon, 2009; Cole et al., 1989;
Lopez-Moreno et al., 2014). As a breakthrough,
convolutional neural networks (CNNs) and gated
recurrent units (GRUs) (Tzudir et al., 2021) have
been combined to classify accents with approxi-
mately 6 hours of speech data for resource-poor
languages. Moreover, transformers have been a
crucial breakthrough in both the natural language
processing (NLP) and speech processing domains.
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Most of the transformer-based studies (Shi et al.,
2021; Gao et al., 2021) have been mostly con-
ducted on accented speech recognition and not on
the accent classification task. Recently, the few-
shot paradigm has gained more popularity among
researchers because of its ability to learn from a
limited amount of data, which resolves the issues
with neural net networks, which require a lot of
data to train the model (Shrestha and Mahmood,
2019). To the best of our knowledge, the efficacy of
few-shot approaches in accent classification is still
unknown, despite the fact that these approaches
have been used in audio processing (Keshav et al.,
2023; Chou et al., 2018; Arik et al., 2018; Anand
et al., 2019).

Based on the existing literature, it is evident that
while extensive research has been conducted in
the field of speech processing techniques, there re-
mains a significant gap in the development of a
system that effectively addresses accent variation
and performs classification. In our research, we
aim to bridge this gap by introducing a novel ap-
proach that utilizes a few-shot learning paradigm
for accent classification. To the best of our knowl-
edge, this is the first work that poses multi-accented
speech classification as a few-shot learning prob-
lem to address the diversity in speech variations
caused by speakers’ accents. This approach is de-
signed to identify the accents of native speakers
from spoken non-native English speech datasets.

3 Materials and Methodology

3.1 Datasets

The IndicAccentDB was first presented in the work
MARS (Darshana et al., 2022), where a hybrid
CNN was used in multi-accented English speech
recognition. IndicAccentDB is comprised of audio
recordings containing six English accents spoken
by non-native speakers, each originating from six
different Indian languages such as Tamil, Telugu,
Malayalam, Hindi, Gujarati, and Hindi. Within
the dataset, 19 speakers were asked to recite sen-
tences from the Harvard sentences dataset, which is
renowned for its phonetically balanced and gender-
balanced content (Huang et al., 2001). There are 72
sets in the Harvard Sentences dataset, and each set
has 10 moderately long sentences. Together, these
19 speakers contribute 8,180 speech utterances to
the IndicAccentDB. The average length of the au-
dio files is about 5 seconds each. The detailed data
statistics for the IndicAccentDB are presented in

IndicAccentDB
Accents No. of Recordings
Tamil 1,640
Malayalam 1,563
Telugu 1,614
Gujarati 298
Hindi 827
Kannada 1,486

Table 1: Data Statistics for IndicAccentDB corpus

Table 1.
Apart from the IndicAccentDB, we also incor-

porated publicly available datasets such as NISP
(Kalluri et al., 2021) and Gujarati Digits (Dalsaniya
et al., 2020). The NISP corpus encompasses speech
recordings in five native Indian languages: Tamil,
Kannada, Malayalam, Hindi, Telugu, and Indian-
accented English. This corpus comprises record-
ings from 345 speakers, including 126 females and
219 males. It contains a total of 28,268 speech
utterances, with 14,691 in English and 13,577 in
native languages. In this work, we focused on a
subset of the Indian-accented English utterances
within this dataset.

Furthermore, the Gujarati digits (Dalsaniya et al.,
2020) corpus is specifically designed to support
speech recognition systems and features distinct
recordings of Gujarati digits. These recordings
were collected from various regions of Gujarat, in-
cluding the Saurashtra, North Zone, South Zone,
Central Zone, and Kutch Region, encompassing
diverse environmental conditions and background
noises. This dataset contains a total of 1,940 speech
utterances from 20 different speakers. Table 2 pro-
vides a more detailed overview of the data statistics
for both the NISP and Gujarati Digits datasets used
in this work.

Corpus Accents No. of Recordings
Tamil 280
Malayalam 187

NISP Telugu 167
Kannada 233
Hindi 276

Gujarati Digits Gujarati 250

Table 2: Data Statistics for NISP and Gujarati Digits
corpus

In this study, we utilized a subset of the Gu-
jarati Digits dataset in conjunction with the Indi-
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cAccentDB and a subset of the NISP datasets. For
multi-class classification, a total of six labels were
employed for the six Indian languages. As part of
the dataset’s pre-processing, the audio files were re-
sampled to 16 kilohertz. Then, a 400-point Fourier
transform was used to make an 80-channel log Mel
spectrogram for a 25-millisecond period with a 10-
millisecond step. The resulting spectrogram was
then used as input for the model’s training.

3.2 Proposed Methodology

3.2.1 Model Architecture
Whisper (Radford et al., 2023), an advanced au-
tomatic speech recognition (ASR) model, cur-
rently stands as the state-of-the-art (SOTA) in
speech recognition. Trained on an extensive dataset
comprising 680,000 hours of multilingual and
multitask-labeled data sourced from the web, it
adopts a transformer architecture. The model in-
volves both encoder and decoder components to
process audio files and generate corresponding tex-
tual outputs.

In this study, we leveraged the pre-trained
whisper-large-v2 ASR model for a classification
task. This variant of the whisper is a multi-lingual
model with 1550 million parameters. The encoder
within the whisper model undergoes a specific ar-
chitectural sequence: initial processing through a
short stem consisting of two convolution layers,
utilizing a filter width of 3, and activation by the
GELU activation function. The second convolution
layer introduces a stride of two. Following this,
sinusoidal position embeddings are incorporated
into the stem’s output.

Subsequently, the encoder applies transformer
blocks. Notably, the transformer employs pre-
activation residual blocks. A concluding layer nor-
malization step is then applied to the output of the
encoder. The decoder component was omitted, as
the absence of a transcription task negated its ne-
cessity. Instead, we utilized a classification head
on top of the encoder to facilitate classification
tasks. Then this model is optimized using the LLM
fine-tuning adapters and trained as seen in Figure
1.

3.2.2 LLM’s Fine-Tuning Techniques
Recently, large language models (LLMs) have
gained increased attention within the research com-
munity, particularly in the field of natural language
processing (NLP) applications. This surge in pop-
ularity has led to a gradual expansion of their util-

Figure 1: The proposed model includes data processing,
feature extraction, encoder block of Whisper, and a
classification head added on top of it, which is followed
by LLM’s fine-tuning techniques.

ity into other domains, including computer vision
and speech. This paradigm involves large-scale
pre-training on diverse web data, followed by fine-
tuning for specific downstream tasks. However,
fine-tuning LLMs for such tasks often necessitates
substantial computing resources, rendering them
inaccessible to many.

Parameter Efficient Fine-Tuning (PEFT) (Liu
et al., 2022) addresses this issue by loading and
fine-tuning the model in a memory-efficient man-
ner while ensuring the model’s performance. De-
spite the fact that these methods were initially ap-
plied to language models, they could be modified to
improve the usability and accessibility of sophisti-
cated models like Whisper in a variety of domains,
including speech processing.

The PEFT methodology proves invaluable in
fine-tuning LLMs. It achieves this by selectively
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fine-tuning only a small subset of parameters in
a pre-trained model, significantly mitigating com-
putational and storage expenses. In our work, we
leverage two popular PEFT methods: LoRA (Low-
Rank Adaptation) (Hu et al., 2021) and its evolu-
tion, QLoRA (Quantized Low-Rank Adaptation)
(Dettmers et al., 2021), for the fine-tuning of the
Whisper language model.

In the context of training the neural networks, the
most fundamental procedure involves the iterative
updating of weight matrices through the use of
gradient descent. Nevertheless, when it comes to
LLMs, the process of updating the weight matrix
(Wo) in the pre-trained model presents challenges
in terms of both compute and memory resource
use.

LoRA (Hu et al., 2021) effectively addresses this
by introducing two low-rank matrices (B and A) as
an update matrix that approximates the large weight
matrix. During training, Wo remains fixed without
receiving gradient updates, while the smaller ma-
trices B and A house the trainable parameters for
LLMs fine-tuning. Consequently, when inputs are
processed, they undergo multiplication by both Wo
and the newly introduced update matrices (B and
A), with the loss computed by aggregating the out-
put vectors of Wo, B, and A.

QLoRA (Dettmers et al., 2021) is a further en-
hanced version of LoRA with improved memory
efficiency. In QLoRA, the pre-trained model is
loaded onto GPU memory using quantized 4-bit
weights, a notable advancement from the 8-bit
weights employed in LoRA. Importantly, QLoRA
maintains comparable effectiveness to its predeces-
sor, LoRA.

4 Results and Discussion

4.1 Experiments

The experiments were carried out in a hardware
environment equipped with a T4-XLarge, 4 cores,
16 GB of RAM, 1 GPU, and 40 GB of disk space.
We conducted experiments utilizing the ’whisper-
large-v2’ model with two Large Language Model
(LLM) settings: one employing the LoRA adapter
and the other employing the QLoRA adapter.

Following preprocessing, the audio files under-
went segmentation into training, testing, and vali-
dation sets. The specific details of this segmenta-
tion are outlined in Table 3. The whisper-large-v2
model was loaded with 8-bit precision into memory
using the INT8 and bitsandbytes Python libraries

during training with LoRA. On the other hand
double-quantization was used to load the model
with 4-bit precision in QLoRA, and a datatype of
NF4 (normalfloat4) was used to reduce perplexity.

Language Total Recordings Train Test Validation

Tamil 1,920 403 1,355 162
Malayalam 1,750 201 1,415 156
Telugu 1,781 437 1,188 134
Kannada 1,719 229 1,309 181
Gujarati 548 205 233 110
Hindi 1,103 289 674 140

Total 8,821 1,764 6,174 883

Table 3: Train, Test, and Validation split statistics

The whisper model was trained under both
LoRA and QLoRA configurations, employing vary-
ing rank projections from 2, 4, 8, 16, 24, and 32
with a training epoch of 10. The training process
utilized a batch size of 8 and a learning rate of 10-3.
During training, around 2 hours and 30 minutes
of data were used, while testing was conducted on
approximately 8 hours of data.

4.2 Discussion
The effectiveness of the whisper model along with
the LLM’s fine-tuning techniques in multi-accented
speech classification has been evaluated in this sec-
tion through qualitative analysis of corpora (Dar-
shana et al., 2022; Kalluri et al., 2021; Dalsaniya
et al., 2020). Precision, Recall, F1-Score, and Ac-
curacy are the primary metrics we use in our eval-
uation. Precision measures how often the model
correctly predicts positive samples among all posi-
tive predictions. Recall measures the accuracy of
the model’s positive predictions among the actual
positive samples. Accuracy measures the total num-
ber of correct predictions made by the model for
the entire corpus, whereas Precision and Recall are
combined to score the model’s accuracy for each
class in the F1-Score.

Rank LoRA (Accuracy) QLoRA (Accuracy)

32 93% 96%
24 91% 95%
16 90% 95%
8 85% 94%
4 89% 86%
2 92% 94%

Table 5: Accuracy comparison between LoRA and
QLoRA
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Rank and Trainable Parameters Languages
LoRA QLoRA

Precision Recall F1-Score Precision Recall F1-Score

Rank - 32,
Trainable
Parameters-80%

Tamil 0.93 0.96 0.95 0.97 0.95 0.96
Malayalam 0.95 0.93 0.94 0.96 0.96 0.96
Telugu 0.93 0.92 0.92 0.96 0.96 0.96
Kannada 0.95 0.98 0.97 0.96 0.98 0.97
Gujarati 0.89 0.77 0.82 0.95 0.93 0.94
Hindi 0.90 0.88 0.89 0.91 0.92 0.92

Rank - 24,
Trainable
Parameters-61%

Tamil 0.93 0.94 0.93 0.96 0.96 0.96
Malayalam 0.90 0.95 0.93 0.95 0.97 0.96
Telugu 0.90 0.89 0.90 0.96 0.93 0.95
Kannada 0.93 0.96 0.95 0.96 0.97 0.97
Gujarati 0.88 0.70 0.78 0.99 0.86 0.92
Hindi 0.85 0.76 0.80 0.88 0.92 0.90

Rank-16,
Trainable
Parameters-40%

Tamil 0.91 0.91 0.91 0.95 0.95 0.95
Malayalam 0.91 0.93 0.92 0.95 0.95 0.95
Telugu 0.86 0.86 0.86 0.93 0.92 0.93
Kannada 0.95 0.96 0.96 0.97 0.97 0.97
Gujarati 0.84 0.58 0.69 0.95 0.93 0.94
Hindi 0.81 0.83 0.82 0.91 0.94 0..92

Rank-8,
Trainable
Parameters-20%

Tamil 0.82 0.90 0.86 0.94 0.98 0.96
Malayalam 0.88 0.96 0.92 0.96 0.94 0.95
Telugu 0.82 0.75 0.79 0.93 0.93 0.93
Kannada 0.90 0.94 0.92 0.96 0.97 0.96
Gujarati 0.76 0.41 0.53 0.96 0.83 0.89
Hindi 0.79 0.67 0.73 0.91 0.88 0.90

Rank-4,
Trainable
Parameters-10%

Tamil 0.86 0.91 0.89 0.90 0.91 0.91
Malayalam 0.87 0.95 0.91 0.88 0.87 0.87
Telugu 0.93 0.84 0.88 0.84 0.85 0.85
Kannada 0.93 0.96 0.94 0.92 0.92 0.92
Gujarati 0.93 0.73 0.82 0.66 0.62 0.64
Hindi 0.86 0.77 0.81 0.69 0.70 0.70

Rank-2,
Trainable
Parameters-5%

Tamil 0.93 0.94 0.93 0.96 0.95 0.95
Malayalam 0.91 0.95 0.93 0.95 0.96 0.95
Telugu 0.94 0.86 0.90 0.93 0.92 0.93
Kannada 0.95 0.96 0.96 0.96 0.96 0.96
Gujarati 0.91 0.75 0.82 0.93 0.84 0.88
Hindi 0.78 0.86 0.82 0.85 0.90 0.87

Table 4: Multiclass Classification Report for LoRA and QLoRA.
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Table 4 shows the outcomes of multi-class clas-
sification using LoRA and QLoRA adapters at dif-
ferent rank values. Notably, the whisper model
performs well in both LoRA and QLoRA settings
across most rank values. Particularly, it excels
when double quantized and operating in 4-bit pre-
cision under QLoRA settings.

The rank values in these adapters represent the
low-rank matrix dimension learned during fine-
tuning, impacting the model’s trainable parame-
ters. The rank values parameter in both LoRA and
QLoRA is used to reduce the number of trainable
parameters. Reducing the trainable parameters min-
imizes the computational cost and memory usage
of the model. Optimal performance occurs at a rank
value of 2 for both LoRA and QLoRA, utilizing
only 5% of trainable parameters compared to the
pre-trained model’s total parameters.

Table 5 highlights significantly improved perfor-
mance for both LoRA and QLoRA at this optimal
rank value of 2, achieving an overall accuracy of
92% and 94%, respectively. Throughout the ex-
periments, the model consistently performs better
when trained on roughly two and a half hours of
speech data, emphasizing the significance of the
few-shot learning paradigm.

5 Conclusion and Future Works

In this work, we aimed to mitigate the impact of ac-
cent variation on speech classification systems. Our
approach leveraged a data-driven method employ-
ing few-shot learning to perform multi-accented
speech classification across six Indian language
speakers’ English accents. This was achieved
by utilizing the IndicAccentDB alongside subsets
from the NISP and Gujarati Digits Corpora, utiliz-
ing the pre-trained whisper ASR model.

Furthermore, we demonstrated the efficacy of
LLM fine-tuning techniques such as LoRA and
QLoRA, which make it possible to fine-tune large
language models in a manner that is both memory-
efficient and computationally efficient. As can be
shown in Table 5, our studies produced remark-
able overall accuracies of 92% and 94% when the
settings were optimized.

Future endeavors will focus on encompassing
other speech variations, such as age group and gen-
der, using the few-shot learning paradigm. This
approach will be particularly valuable in scenarios
where data availability for these diverse attributes
is limited, continuing to enhance the robustness of

speech classification systems.
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Abstract

This study explores four methods of gener-
ating paraphrases in Malayalam, utilizing re-
sources available for English paraphrasing and
pre-trained Neural Machine Translation (NMT)
models. We evaluate the resulting paraphrases
using both automated metrics, such as BLEU,
METEOR, and cosine similarity, as well as hu-
man annotation. Our findings suggest that au-
tomated evaluation measures may not be fully
appropriate for Malayalam, as they do not con-
sistently align with human judgment. This dis-
crepancy underscores the need for more nu-
anced paraphrase evaluation approaches espe-
cially for highly agglutinative languages.

1 Introduction

Paraphrase generation is the task of rephrasing
a given text while retaining its original meaning.
Paraphrase generation has attracted considerable
attention in natural language processing (NLP) and
computational linguistics. Alternatively, paraphras-
ing can be defined as rewriting a sentence in a
different form without losing its semantic informa-
tion. Thus automated paraphrasing is an essential
component of any successful NLP system. For ex-
ample, paraphrasing is essential for an NLP system
to pass the Turing test.

There are several notable ideas to generate para-
phrases that are relevant in the context of this paper.
First, the idea to use machine translation-inspired
solutions for paraphrasing dates back to Quirk et al.
(2004) who developed monolingual machine trans-
lation for paraphrase generation. Second, the idea
of context-aware statistical paraphrase, that, to
our knowledge, was first introduced in Zhao et al.
(2009).

Recently, Li et al. (2017) presented an approach
that integrated deep reinforcement learning to ob-

tain automated paraphrases. Gupta et al. (2018)
showed how deep generative networks could be
used for paraphrase generation. Whereas Egon-
mwan and Chali (2019) used transformers for para-
phrase generation. Zhou and Bhat (2021) provide
a more detailed view of paraphrase generation.

In the context of linguistic diversity, the focus
on paraphrasing extends beyond widely spoken lan-
guages to also include regional languages with rich
linguistic nuances. Salloum and Habash (2011)
addressed the challenge of dialectal to standard
Arabic paraphrasing to enhance Arabic-English sta-
tistical machine translation. Their work signifies a
critical effort to improve translation accuracy and
fluency across different Arabic linguistic variants.
Additionally, Mizukami et al. (2014) made a sub-
stantial contribution by creating a free, general-
domain paraphrase database for the Japanese lan-
guage. Furthermore,Gao et al. (2018) explores
the enhancement of English-to-Chinese neural ma-
chine translation through paraphrase-based data
augmentation.

This work addresses paraphrase generation in
Malayalam. Malayalam is a Dravidian language
spoken predominantly in Kerala. It is also spoken
in Mahe and Lakshadweep of India, altogether re-
sulting in a population of about 34 million. Malay-
alam is known for its complicated grammatical
structures, complex verb conjugations, and exten-
sive vocabulary.

There are several research projects addressing
paraphrases identification Malayalam language and
recognizing sentence similarities, see (Mathew and
Idicula, 2013b) and (Gokul et al., 2017). Recently,
(K. Nambiar et al., 2023) provided a Malayalam
model for machine translation, text summarization,
and question-answering.

As an extension of the above-mentioned stud-
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ies, this paper aims to address the complex area
of Malayalam paraphrase generation. Our investi-
gation focuses on developing a specialized dataset
tailored to Malayalam paraphrases, leveraging in-
sights from established paraphrase generation mod-
els. The main motivation behind this research is
to address the lack of resources for non-English
languages and to improve the capabilities of NLP
systems in the context of languages with special
linguistic features.

2 Related Works

A seminal work by Dolan and Brockett (2005)
emphasizes the importance of developing effec-
tive models for paraphrase generation, consider-
ing the varying syntactic and semantic expressions
across different languages. These challenges be-
come more pronounced in highly agglutinative lan-
guages, where words can be formed by stringing
together multiple morphemes, adding an additional
layer of complexity to the generation process. Ex-
tending paraphrase generation to Malayalam, a lan-
guage with a complex linguistic structure, demands
special attention.

Scientific papers on multilingual NLP, such as
the work by Huang et al. (2020), emphasize the
need for language-specific adaptations in para-
phrase generation models. The authors discuss the
impact of linguistic diversity on the performance
of NLP models, underscoring the importance of
addressing language-specific challenges.

Mathew and Idicula (2013a) propose four sim-
ilarity measures to predict the similarity between
two sentences in Malayalam. Those are cosine sim-
ilarity, Jaccard similarity, overlap coefficient, and
containment measure.

A shared Task on Detecting Paraphrases in In-
dian Languages, namely, Hindi, Tamil, Malayalam,
and Punjabi are proposed by Anand Kumar et al.
(2018). It consisted of two subtasks: Subtask 1 is to
determine whether a sentence pair is a paraphrase
or not, and Subtask 2 is to determine whether a
sentence pair is a semi-paraphrase or a paraphrase
or not. Different members use different features
such as stop words, lemmatization, POS tagging,
synonyms, overlap, cosine similarity, Jaccard sim-
ilarity, etc. Due to the complexity of sentences,
the F1 score and accuracy of Task 1 are compar-
atively high compared to the accuracy of Task 2.
They concluded that the agglutinative character of
Malayalam and Tamil makes paraphrasing more

challenging.

3 Data

This paper uses the GYAFC dataset Rao and
Tetreault (2018) in English as a start for the para-
phrasing pipeline. This dataset consists of informal
and formal sentence pairs which are built using the
Yahoo Answers L6 corpus. The sentences in this
dataset are obtained from various domains includ-
ing Entertainment, Music, Family, Relationships,
etc. Around 1000 English sentence pairs are avail-
able in this dataset.

Though we explore the possibility of adopting
English datasets for Malayalam paraphrasing, we
also provide a sample of 800 Malayalam para-
phrase pairs evaluated by crowd workers with over-
lap of five1. The details on datalabelling are pro-
vided in Section 5.

4 Methods

We try to explore four approaches that could po-
tentially leverage the knowledge that we have for
English and transfer it into Malayalam paraphrase.
The first approach simply uses Google Translate
on a random sample of 200 GYAFC paraphrases.
We evaluate all four approaches on random 200
GYAFC sentence pairs.

The first model combines the output of Google
Translate with MultiIndic Paraphrase Generation,
a pre-trained model for paraphrase generation Ku-
mar et al. (2022). A prior study by Zhou et al.
(2018) served as the foundation for MultiIndic
Paraphrase Generation, which extracts paraphrases
from a parallel corpus. The model is developed
using the Samanantar corpus Ramesh et al. (2022),
which contains parallel corpora between English
and all 11 Indic languages. 200 pairs of English
phrases from the GYAFC dataset are translated into
Malayalam using Google Translate. These trans-
lated Malayalam sentences are then fed into the
MultiIndic Paraphrase Generation to obtain desired
Malayalam paraphrase pairs. An illustrative exam-
ple pertaining to this model can be found in Figure
1.

In the second approach, we use a set of English
synonym word pairs2 to generate paraphrases in En-
glish with a simple synonym replacement heuristic
approach to paraphrase. The generated paraphrases

1Omitted to preserve anonymity in peer reivew.
2https://github.com/i-samenko/Triplet-net/

blob/master/data/data.csv
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Figure 1: Result from Model 1

are then translated into Malayalam using Google
Translate to obtain the Malayalam paraphrase set.
Figure 2 exhibits an instance exemplifying this
model, contributing to a deeper understanding.

Figure 2: Result from Model 2

In the third approach, we use the bart-large-cnn
model Lewis et al. (2019). Figure 3 contains an
exemplar related to this model, offering additional
clarity.

Figure 3: Result from Model 3

Finally, in the fourth model a pre-existing lan-
guage translation model named, OPUS(Open Paral-
lel Corpus) Tiedemann (2012). OPUS models are
a collection of pre-trained multilingual machine
translation models developed by the Helsinki NLP
group. OPUS models are designed to handle trans-
lation tasks in several languages. They are trained
to support translation between different language
pairs, making them versatile for multilingual appli-
cations. Once again 200 pairs of sentences from
the GYAFC dataset are passed to this model and
Malayalam sentence pairs are generated. These
translated sentences are then paraphrased by adjust-
ing the beam-search parameters. Figure 4 includes

3The self-reported evaluation metric.

an example associated with this model, providing
supplementary clarity.

Figure 4: Result from Model 4

The num_beams parameter controls the number
of beams to use in beam search. Beam search
is a decoding algorithm that explores multiple
possible sequences and selects the most likely
ones. A larger num_beams value can increase di-
versity in generating phrases. Additionally, the
num_return_sequences parameter determines how
many different sequences to return. A higher value
will result in more diverse paraphrases. Moreover,
early_stopping is used to speed up the paraphrase
generation process. These parameters collectively
influence the diversity, quality, and speed of para-
phrase generation.

Finally, we compare these paraphrase methods
based on NMT with the paraphrase proposed for
Malayalam in Anand Kumar et al. (2018).

5 Evaluation

Yamshchikov et al. (2021) have explored various
metrics for the evaluation of paraphrases. They
found BERTScore (Zhang et al., 2019) to be the
most adequate metric for English paraphrases.
However, there is no direct analogy of BERTScore
for Malayalam and the most commonly used met-
rics do correlate with human judgment (Solomon
et al., 2022) on par with BERTScore though not per-
fectly. Thus, in this work, we calculate the BLEU
score (Papineni et al., 2002) and METEOR score
(Lavie and Denkowski, 2009) for evaluating the
phrases generated for a reference sentence. We also
use cosine similarity used for paraphrase evaluation
by Anand Kumar et al. (2018) to put our results in
perspective, despite cosine similarity was found to
have a lower correlation with the human evaluation
of paraphrases. Finally, we have labelled 200 para-
phrase pairs generated by each of the models with
human labellers via crowd-sourcing platform. Each
sentence was labelled with three or more native
speakers of Malayalam. We measured a percent-
age of sentence pairs that were labelled as correct
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Model BLEU METEOR cosine human
similarity labels

MultiIndic Paraphrase (Kumar et al., 2022) 0.04 0.25 0.70 0.37
Synonym Replacement 0.05 0.28 0.60 0.42
BART (Lewis et al., 2019) 0.20 0.31 0.96 0.31
OPUS (Tiedemann, 2012) 0.34 0.63 0.83 0.23
Malayam Paraphrase (Anand Kumar et al., 2018) - - 0.79 3 -

Table 1: Average BLEU score, METEOR score, Cosine Similarity as well as the percent of paraphrases labelled as
correct paraphrase by human labellers for various models.

paraphrases with high confidence. We publish the
resulting human-labelled dataset of 800 sentence
pairs to facilitate further research of paraphrasing
in Malayalam.

Table 1 shows the results of the evaluation for
200 randomly sampled sentence pairs produced by
four models that we test. It also puts these results
into perspective comparing with the best result for
Malayalam presented reported in Anand Kumar
et al. (2018) denoted in the Table 1 as ’Malayalam
Paraphrase’.

One can see that the OPUS model outperforms
other models in terms of automated evaluation met-
rics. In the meantime, the paraphrases generated
with MultiIndic Paraphrase Generation, specifically
designed for Indian languages, show lower results
on automated evaluation. Comparison of the pro-
posed methods with the best Malayalam paraphras-
ing model described in Anand Kumar et al. (2018)
also shows that on automated paraphrase evaluation
metrics, direct application of machine translation
methods, namely, BART or OPUS, leads to results
that score higher in terms of BLEU, METEOR, and
Cosine Similarity. However, this does not necessar-
ily point at the weakness of the models but rather
highlights the inadequacy of those popular evalua-
tion metrics for Malayalam paraphrasing as well as
the opportunity to leverage NMT to significantly
expand the capabilities of Malayalam NLP.

Once we include human evaluation into the pic-
ture we see two crucial results. First, the most
successful paraphrases, according to human judge-
ment, as simply achieved by heuristic synonym
replacement. This is not surprising. What is impor-
tant is that humans also evaluate MultiIndic Para-
phrase higher that BART or OPUS, despite those
models higher scores on automated metrics.

6 Discussion

In this study, we check if one could use machine
translation methods for paraphrasing in Malay-
alam. We test several methods of generating para-
phrases in English, followed by their translation
into Malayalam. This methodology was compared
with the performance of Malayalam-specific para-
phrase models.

Our findings reveal that using English for ini-
tial paraphrase generation and then translating to
Malayalam can yield results that are on par with
those from Malayalam-specific models. This has
several important implications:

• Resource Optimization: This strategy show-
cases an efficient use of resources, leveraging
the strengths of a high-resource language like
English to benefit lower-resource languages;

• Model Versatility: The success of this ap-
proach suggests a potential shift in focus from
developing language-specific models to en-
hancing translation-based methods;

• Expandability: such health check could be
interesting for other Dravidian languages.

At the same time, one has to highlight certain
limitations:

• Translation Dependence: The effectiveness of
paraphrases is heavily reliant on the accuracy
and nuances captured by the machine transla-
tion process;

• Evaluation Metrics Concern: A critical limita-
tion is the potential inadequacy of automated
evaluation metrics in accurately capturing the
quality of paraphrases in Malayalam. This
raises concerns about the reliability of any
paraphrase results solely evaluated automati-
cally without any human labels whatsoever;
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• Model Reliance: The approach’s success is
contingent on the performance of the English
paraphrase models employed.

7 Conclusion

This study evaluates how effective is the idea to ap-
ply the existing neural machine translation methods
to paraphrase generation in Malayalam. The core
finding of this paper is that the models specifically
designed for agglutinative languages like Malay-
alam are showing performance on par with NMT
machine translation pipelines that leverage avail-
able English resources. The study also highlights
the demand for specific paraphrase evaluation met-
rics more suitable for Dravidian languages. Finally,
we publish human-labelled dataset of paraphrases
to facilitate further research on the topic.
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Abstract

Identifying fake news hidden as real news is
crucial to fight misinformation and ensure reli-
able information, especially in resource-scarce
languages like Malayalam. To recognize the
unique challenges of fake news in languages
like Malayalam, we present a dataset curated
specifically for classifying fake news in Malay-
alam. This fake news is categorized based on
the degree of misinformation, marking the first
of its kind in this language. Further, we propose
baseline models employing multilingual BERT
and diverse machine learning classifiers. Our
findings indicate that logistic regression trained
on LaBSE features demonstrates promising ini-
tial performance with an F1 score of 0.3393.
However, addressing the significant data imbal-
ance remains essential for further improvement
in model accuracy.

1 Introduction

Detecting fake news is critical to identifying false
or intentionally misleading information presented
as legitimate news. In today’s digital age, numer-
ous websites spread fake news, significantly influ-
encing society. The deceptive strategies employed
by fake news to appear true further complicate this
problem. Fake news has far-reaching consequences,
shaping public opinion, interfering with democratic
processes like elections, and even inciting violence.
Researchers from various disciplines recognize the
significance of studying and addressing this issue
(Jain et al., 2019; Baarir and Djeffal, 2021; Choud-
hary et al., 2021).

Although technology and social media positively
impact society, they are not without limitations or
defects. The spread of fake news and the threat of
inaccurate data have grown, potentially leading to
serious social problems. The effects of fake news
can be wide-ranging, from being merely annoying
to influencing and misleading entire communities
or even countries. Inaccurate information has a

negative impact on society, according to related
research. There are many ways to identify false
news, including topic-agnostic, knowledge-based,
machine-learning-based, and hybrid techniques.

The importance of classifying fake news in
Malayalam and other low-resource languages lies
in reducing the spread of false information and pro-
moting informed decision-making in linguistically
diverse societies. This requires developing effec-
tive models for classifying fake news in various
languages, especially those with limited linguis-
tic resources, such as Malayalam. Fake news fre-
quently exploits linguistic and cultural particulars
in low-resource languages, requiring the develop-
ment of language-specific detection methods. Ef-
fective models for identifying false information in
languages with limited resources, as demonstrated
in (Raja et al., 2023b), (De et al., 2022), and (Nair
et al., 2022), can play a crucial role in nurturing
acceptance of diverse perspectives. Keeping fake
news detection in low-resource languages relevant
and effective in the digital age.

This paper makes a significant contribution to the
field by providing a dataset and baseline machine
learning models designed for classifying fake news
into different classes based on the degree of misin-
formation it contains. To the best of our knowledge,
this is the first dataset in this domain focusing on
combating the spread of fake news to protect soci-
ety from these inhumane acts of violence.

This paper delves into the strategies for detecting
fake news and the complexities of distinguishing
between the types of fake news. Deception, manip-
ulation, and polarization are among the negative
impacts that detection seeks to prevent by combat-
ing the spread of misleading information across
various platforms, including social media and mes-
saging apps. This pressing issue motivates us to
dedicate our efforts to this work.

The absence of relevant data made it difficult
to create a large corpus to identify and categorize
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false news in Malayalam. Creating a sufficiently
large and diverse dataset is more challenging for
Malayalam, which is the topic of extensive research
due to the absence of Malayalam-specific resources.
The lack of data makes developing and evaluating
reliable identification algorithms more challeng-
ing and highlights the urgent need for coordinated
efforts to offer datasets related to Malayalam.

In addition, we explore various machine learning
and deep learning algorithms to develop methods to
detect fake information effectively. The morpholog-
ical complexity and the complicated structures of
Malayalam words and sentences made the feature
extraction and classification model development a
challenging task, needing the use of advanced tech-
niques in order to capture the complex aspects of
the language effectively. The state-of-the-art mul-
tilingual BERT models were utilized to transform
the input sequence into embeddings, whereas Sup-
port Vector Machine (SVM), Random Forest (RF),
Logistic Regression (LR), Decision Tree (DT) and
K-Nearest Neighbour (KNN) classification algo-
rithms were employed for categorizing a fake con-
tent into different classes.

2 Literature review

(Raja et al., 2023b) employed two datasets for fine-
tuning their pre-trained model. The first dataset is
the English ISOT(Ahmed et al., 2018) dataset, con-
sisting of actual and factual news articles. The sec-
ond dataset is a new collection comprising regional
languages such as Telugu, Kannada, Tamil, and
Malayalam. For every news article represented by
(D = {(x1, y1), (x2, y2), . . . , (xn, yn)}), where x
represents the news and y its corresponding label,
the authors utilized a pre-trained mBERT or XLM-
R model trained on a large, resourceful language
dataset. This pre-trained model was fine-tuned for
the new dataset D using an adaptive fine-tuning
algorithm. The main approach involves transfer
learning, taking a pre-trained model from one do-
main and adapting it to the target domain. The
authors aimed to optimize the fine-tuning process
and develop a model that maximizes the accuracy
of detecting fake news in dataset D.

According to the study by (Raja et al., 2024),
the Dravidian Languages, including Tamil, Telugu,
Malayalam, and Kannada, have unique character-
istics. The words are formed by adding affixes to
the root word, making it challenging to find the
meaning of the words without knowing the con-

text in which they are used. The paper leverages
the strengths of dilated temporal convolutional net-
works (DTCN) and integrates them with Bidirec-
tional LSTM (BiLSTM) and a contextualized atten-
tion mechanism (CAM). The DTCN is employed to
capture temporal dependencies, BiLSTM to seize
long-range dependencies, and CAM to emphasize
important information from the news while neglect-
ing irrelevant content. The authors applied an adap-
tive cyclical learning rate with an early stopping
mechanism to improve the model’s convergence
rate and accuracy. The dataset consists of news ar-
ticles represented by (d1, y1), (d2, y2), ..., (dn, yn),
where d represents the article and y its correspond-
ing label. The researchers constructed a model to
predict the label for each news article.

A Bala and P Krishnamurthy employed the
MuRIL model in (Bala and Krishnamurthy, 2023)
to detect fake news. MuRIL was refined by super-
vised learning on a handpicked dataset of labelled
posts, comments, and keywords in Dravidian lan-
guages. The process of fine-tuning allowed the al-
gorithm to distinguish between true and fake news.
The MuRIL model examines textual information
in each news to anticipate the classification and
extracts semantic features. With the help of a siz-
able corpus of data from several Indian languages,
MuRIL is a transformer-based architecture that has
been pre-trained to capture linguistic subtleties and
semantic correlations unique to the languages in
the dataset.

(Balaji et al., 2023) proposed that data prepro-
cessing is important for fake news detection since
the appropriate form of data is required for training
ML models. First data cleaning is done to eliminate
punctuations, special characters and other HTML
elements that don’t add anything to the meaning
of the news. The text is then separated into dis-
tinct words to produce a structured representation.
Words are shortened to their base form using stem-
ming processes to maintain consistency. Finally the
text is vectorized before feeding it to the machine
learning model. Various models like the BERT,
ALBERT, XLNET, M-BERT are used in this paper
and M-BERT comes out on top with an accuracy
of 0.74. M-BERT is a version of BERT which sup-
ports multilingual text feasibly. It is trained on a
combination of monolingual and multilingual data
by which it gains the ability to produce language
representations of languages from different origins.
Fine-tuning the model on task-specific labelled data
across many languages is a necessary step.
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(Coelho et al., 2023) deployed fake news de-
tection models for Malayalam. In this work, the
punctuations and special characters were removed
in data pre-processing and the text is converted into
its equivalent English form which is useful for clas-
sification. An ensemble machine learning classifier
was proposed in this paper to identify fake news.

(Raja et al., 2023a) developed a XLM-R model
for fake detection in Malayalam. The XLM-
RoBERTa model is also a multilingual variant of
the BERT based transformer model. It consist of
self-attention mechanisms which enables it to learn
contextualized word embeddings which helps in
capturing relationships between words in a sen-
tence, ultimately tuning the model to encode the
semantic information of the input text effectively.
The model is fine-tuned using an annotated Malay-
alam fake news dataset. It allows the model to
learn specific patterns and linguistic characteristics
of fake news in Malayalam. The news is labelled
genuine or fake by augmenting the model with a
classification layer on the top. The parameters of
the model are updated during the fine-tuning pro-
cess. Bayesian optimizer wass used to find the op-
timal hyperparameters for the deep learning based
model which maximizes the model’s performance.
The proposed XML-RoBERTa model achieved a
F1-Score of 87%.

According to (Oshikawa et al., 2020), the fake
news detection problem is often viewed as a classi-
fication problem rather than a regression problem
since regression gives us an output of a numeric
score of the integrity of the data. Pre-processing
steps followed in this work includes tokenization,
stemming and weighting of words. The input texts
were converted into features using TF-IDF. Though
various Machine Learning models were used for
fake news detection, the Neural Network based
model achieved the highest accuracy in detection.
Attention mechanisms are incorporated into neural
networks to boost their performance and accuracy.

(Thota et al., 2018) implemented three different
variations of neural networks. The first model uti-
lizes TF-IDF with Dense Neural Networks. This
model takes the TF-IDF vector of the headline
pair’s cosine similarity, a standard practice to mea-
sure similarity between non-zero vectors, as input
and predicts the output. The vectors are passed to
the dense network layers, and the final dense layer
predicts the output label for the text news. The
second model employs a Bag of Words vector with
Deep Neural Networks (DNN). It uses a simplified

vector space embeddings to represent text. The
third model incorporated a pre-trained word em-
bedding model trained using neural networks. For
this neural network architecture, Word2Vec was
employed to represent words in a 300-dimensional
vector space, and these embeddings are fed into
the classification model. Among these, the TF-
IDF-based model was the best-performing model.
To address the potential overfitting of the neural
network model, various regularization techniques
such as L2 and early stopping, are deployed to im-
prove generalization. This model has demonstrated
superior performance compared to existing model
architectures, achieving an accuracy of 94% on the
test data.

3 Fake news dataset in Malayalam

Even though there are datasets available for check-
ing whether news is fake, there are no datasets avail-
able in Malayalam to check how much misinforma-
tion a news carries, which motivated our research.
Therefore, we refer to various fact-checking web-
sites to prepare an authentic dataset to measure dif-
ferent levels of misinformation in the news. This
process posed different challenges.

• The selection of the fact-checking websites:
We addressed this issue by selecting the fact-
checking pages of the mainstream media in
Malayalam. The list of websites from where
the data was collected are listed below

– Newsmeter 1

– India Today Malayalam 2

– Malayalam Factcrescendo 3

– Asianet News 4

• Annotation: Instead of manually annotating
each piece of news, we select the labels pro-
vided by the fact-checking websites. This
work aims to classify the different classes of
fake news. Instead of labelling news as either
true or fake, we decided to collect the news,
which is categorized into different degrees of
falseness. The labels we used to classify are
False, Partly False, Mostly False, and Half
True. We labelled the news as False when
the entire news is untrue, Partly False when

1https://newsmeter.in/fact-check-malayalam
2https://malayalam.indiatoday.in/fact-check/
3https://www.malayalam.factcrescendo.com/
4https://www.asianetnews.com/fact-check
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Classes Train set Test set
Half True 145 24
False 1,251 149
Partly False 44 14
Mostly False 242 63
Total 1,682 250

Table 1: Class-wise distribution of the dataset

the news contains a mixture of accurate and
inaccurate information with a small portion
being false, Mostly False when the news is
false but contains some true information, and
Half True when the news has equal true and
untrue information.

• The authenticity of the annotation: To en-
sure that the labels are not biased, we cross-
checked the fake category of each piece of
news with different fact-checking websites.

• Identification of the fake news: Instead of
going through every fact-checking website,
we searched specific keywords and collected
the fact-checking results.

• Redundancy in data: Data was repeated as
the news was collected from various sources.
The sources were limited; some were labelled
as misleading rather than clearly true, partially
true, or false.

• Morphological complexity of Malayalam
words: The morphological richness and com-
plexity of the Malayalam language made it
challenging to identify keywords for news re-
trieval. We had to search for different word
forms to collect different news sets about one
particular keyword.

The collected dataset was divided into train data
and test data. The class-wise statistics of the train
and test datasets are given in Table 1.

4 Methodology

The Block diagram of the proposed model is shown
in Figure 1 and the steps involved in the proposed
methodology are described below.

The classification of fake news into distinct sub-
categories was modelled as a text classification
problem in which a sequence of tokens served as
the input, and a class label representing a fake news
category was considered the output. We employed

BERT-based multilingual models to generate em-
beddings for the input token sequence. Besides,
machine learning classifiers were utilised to deter-
mine the function that converts the embedding into
the appropriate labels.

The collected data was divided into training and
test sets. Both training and test datasets were con-
verted into vector representation using BERT-based
models. We used multilingual sentence transform-
ers for transforming input text sequences into em-
beddings. The resultant features and their labels
were used for building the classifier. Since the num-
ber of data points is less in the training data, we
decided to implement a cross-validation-based grid
search approach to fix the optimal hyperparameters
of each classification model. The best estimators
were used to train the model using the training data.

5 Experiments

This section provides an overview of the five ex-
periments conducted. We considered four multi-
lingual BERT models and one Malayalam-specific
BERT model for generating the embeddings. The
input sequences were fed into the sentence trans-
former designed using the abovementioned BERT
models to generate the feature vector. The multi-
lingual BERT models considered for this work are
- BERT multilingual-cased, MuRIL, LaBSE, and
indicBERT. The classification of news into differ-
ent categories was modelled using five different
classification algorithms - Support Vector Machine
(SVM), Random Forest (RF), Decision Tree (DT),
Logistic Regression (LR) and K-Nearest Neigh-
bor (KNN) (Premjith et al., 2019). The following
subsections explain the performance of different
classifiers with each embedding model.

The first experiment uses the Malayalam BERT
model (Joshi, 2022). This model is trained on pub-
licly available Malayalam monolingual datasets.
The performance of each classifier with the embed-
dings generated using the Malayalam BERT model
is given in Table 2.

The training dataset is highly imbalanced, and
most of the data belong to the FALSE category.
This imbalance may force the model to be biased
towards the majority class. Therefore, accuracy
cannot be trusted as the best metric to evaluate
the performance of a classification model. Conse-
quently, we considered the macro F1 score as the
metric to assess the prediction capabilities of each
classifier. Table 2 shows that RF exhibited the high-
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Figure 1: Flow diagram for the proposed fake news classification methodology

Classifier Accuracy Precision Recall F1 score
SVM 63.69 0.4154 0.3253 0.3392
RF 74.40 0.4358 0.2551 0.2231
LR 66.39 0.3046 0.3070 0.3052
DT 64.88 0.3235 0.3018 0.3094
KNN 72.32 0.3117 0.2638 0.2497

Table 2: Performance of the malayalam-bert model

Classifier Accuracy Precision Recall F1 score
SVM 74.10 0.1852 0.2500 0.2128
RF 74.10 0.1852 0.2500 0.2128
LR 65.17 0.3374 0.3346 0.3353
DT 63.69 0.2653 0.2675 0.2658
KNN 72.61 0.2615 0.2572 0.2360

Table 3: Performance of the multilingual-cased model

Classifier Accuracy Precision Recall F1 score
SVM 63.98 0.2775 0.2843 0.2799
RF 74.40 0.4358 0.2551 0.2231
LR 68.75 0.3310 0.3162 0.3156
DT 66.66 0.2875 0.2869 0.2846
KNN 73.51 0.2712 0.2561 0.2312

Table 4: Performance of the MuRIL model
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Classifier Accuracy Precision Recall F1 score
SVM 74.10 0.1852 0.2500 0.2128
RF 74.40 0.4358 0.2586 0.2298
LR 67.55 0.3542 0.3308 0.3393
DT 62.79 0.2910 0.2909 0.2907
KNN 72.61 0.2784 0.2613 0.2442

Table 5: Performance of the LaBSE model

Classifier Accuracy Precision Recall F1 score
SVM 63.98 0.2789 0.2796 0.2786
RF 74.40 0.4358 0.2551 0.2231
LR 66.36 0.2850 0.2795 0.2786
DT 64.88 0.2644 0.2627 0.2600
KNN 71.72 0.2321 0.2501 0.2266

Table 6: Performance of the IndicBERT model

est accuracy of 74.40%, followed by KNN with
an accuracy of 72.32%. However, SVM achieved
the maximum F1 score of 0.3392. In the case of
RF and KNN, the precision was higher than re-
call, which means that the model was more ac-
curate in predicting the positive class but failed
to capture all other relevant results. The optimal
hyperparameters for building the SVM model are
C = 0.1, gamma = 1, kernel = linear. The RF
classifier was built using 200 estimators.

In the second experiment, we used the multilin-
gual BERT base-cased model (Devlin et al., 2018)
to compute the vector representation for the input
data. This model is pre-trained on a large corpus of
multilingual data in a self-supervised fashion. It is
pre-trained with data collected from 104 languages.
The performance of each classifier is shown in Ta-
ble 3.

The best-performing classifiers in terms of ac-
curacy are SVM and RF. Both models achieved
an accuracy of 74.10%. Nevertheless, LR demon-
strated the best performance with multilingual
BERT-based features regarding the F1 score with
an F1 score of 0.3353. The optimal hyperparam-
eters for developing the LR model were C =
0.1, penalty = L2, whereas SVM and RF were
built using the parameters C = 10, gamma =
0.1, kernel = RBF and nestimators = 50, re-
spectively.

The third experiment used the MuRIL (Khanuja
et al., 2021) model for generating the embed-
ding. This model is pre-trained using 17 In-
dian languages. This model is pre-trained on
translation and their transliterated counterparts.

Table 4 describes the performance of different
classifiers in categorizing the news into differ-
ent classes with MuRIL embeddings. In this ex-
periment, RF attained the highest accuracy of
74.40%, and LR exhibited the best F1 score of
0.3156. The RF model was trained using 100
estimators, whereas we considered the hyperpa-
rameters C = 0.1, penalty = L2 for training the
model.

In the fourth experiment, the LaBSE model was
used to transform the input text into embeddings.
This model is trained and optimized for bilingual
sentence pairs. The performance scores of differ-
ent classifiers used in this experiment are shown
in Table 5. Here, both SVM and RF showed the
best accuracy with a score of 74.10%, whereas LR
achieved the best F1 score of 0.3353. The SVM,
RF and LR were trained using the hyperparameters
C = 1, gamma = 1, kernel = RBF , 50 estima-
tors and C = 0.1, penalty = L2, respectively.

In the fifth experiment, we utilized IndicBERT
(Kakwani et al., 2020), a multilingual model pre-
trained on 12 major Indian languages. The result of
this experiment is shown in Table 6. It is observed
that RF obtained an accuracy of 74.40%, and SVM
and LR scored the highest F1 score of 0.2786. RF
model consisted of 50 estimators, whereas SVM
and LR models were built using the hyperparam-
eters C = 0.1, gamma = 1, kernel = Linear
and C = 0.1, penalty = L2, respectively.

Among all the classifiers, LR achieved the high-
est F1 score with four feature embeddings, and
SVM demonstrated the best performance with
Malayalam BERT, with a score of 0.3392. The
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best score attained by LR was 0.3393 LaBSE em-
beddings. LR exhibited comparable performance
with an F1 score of 0.3052 with Malayalam BERT
embeddings.

6 Conclusion

This paper proposes a new dataset to categorize
fake news in Malayalam into different fake cate-
gories based on the degree of falseness. To the best
of our knowledge, this is the first dataset curated
for fake news classification in Malayalam. In addi-
tion, we developed baseline models for identifying
the fake category of false news in this work using
various multilingual BERT models and machine
learning classifiers. Among all the models, the
logistic regression model trained over LaBSE fea-
tures was the best, with an F1 score of 0.3393. The
high imbalance in the training data significantly
affected the model’s performance.

The dataset exhibits a significant imbalance, po-
tentially resulting in model biases favouring the
majority class. Potential solutions to this problem
include implementing cost-sensitive learning and
oversampling techniques; these represent the future
trajectories of this research.
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Abstract

The rise of social media has facilitated eas-
ier communication, information sharing, and
current affairs updates. However, the preva-
lence of misleading and deceptive content,
commonly referred to as fake news, poses a
significant challenge. This paper focuses on
the classification of fake news in Malayalam,
a Dravidian language, utilizing natural lan-
guage processing (NLP) techniques. To de-
velop a model, we employed a random forest
machine learning method on a dataset provided
by a shared task(DravidianLangTech@EACL
2024)1. When evaluated by the separate test
dataset, our developed model achieved a 0.71
macro F1 measure.

1 Introduction

The rise in usage of social media sites has made it
easier for people to communicate with one another.
Social media users can converse, share information,
and keep up with current affairs. However, a lot
of the current material that has surfaced on social
media is misleading and, in certain situations, is
an attempt to deceive users. This kind of stuff is
frequently referred to as false news. Any incorrect
or deceptive information that purports to be news-
worthy is referred to as fake news (Subramanian
et al., 2023; Yigezu et al., 2023e). Customers and
retailers have both been impacted by fake reviews.
Furthermore, in 2016, the issue of false news came
to light, particularly in the wake of the previous
US presidential election. Since both fake reviews
and fake news involve producing and disseminating
incorrect information or opinions, they are closely
related phenomena (Ahmed et al., 2018).

The rapid expansion of internet news sources
has made it exceedingly challenging to distinguish
between fraudulent and true information (Bade,
2021; Yigezu et al., 2023d). Because of this, fake

1https://codalab.lisn.upsaclay.fr/
competitions/16055

news is now widely spread and very difficult to
evaluate and confirm. Discussing the subject case
by case indeed presents a significant difficulty to
both the public and the government (Yigezu et al.,
2023b). For this reason, a system for fact-checking
rumors and statements needs to be implemented,
especially for those that receive thousands of views
and likes before being disproved and disputed by
reliable sources. Similarly, humans are incapable
of identifying all of these false reports. Machine
learning classifiers are therefore required to auto-
matically identify these false news items (Ahmed
et al., 2021). Even though a range of machine-
learning methods have been employed to identify
and categorize false information, these methods
have limitations in terms of accuracy (Fayaz et al.,
2022; Yigezu et al., 2023c). Several factors, in-
cluding imbalanced datasets, ineffective parameter
tuning, and bad feature selection, might be blamed
for the low accuracy (Hakak et al., 2021).

Although numerous studies are in charge of tak-
ing fake news countermeasures in English, lan-
guages other than English are also taking advan-
tage of natural language processing(NLP) to mit-
igate the growing challenge of their language as-
pect. In this regard, the Dravidian Language is
gaining popularity in leveraging the NLP task in-
cluding fake news classification, sentiment anal-
ysis, hate speech detection, and stress identifica-
tion in general. In particular, this study focuses
on the social media fake news classification in the
Malayalam language which is one of the Dravid-
ian languages. The golden standard dataset was
offered to us by the task organizer as a shared
task(DravidianLangTech@EACL 2024)(Subrama-
nian et al., 2023). Via Codalab, we are given
the datasets containing YouTube comments in the
Malayalam language annotated for fake news detec-
tion. In this regard, we have used a random forest
machine-learning model and developed a Malay-
alam language fake news classifier as intended in
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the shared task competition. The rest of the paper
details the related works, system or methodology
descriptions,the results generated, and the recom-
mendations for future works.

2 Related Works

Several machine and deep learning algorithms have
been used in different articles to detect and an-
alyze bogus news on social media sites (Yigezu
et al., 2023a). According to the article proposed
in (Hakak et al., 2021), the ensemble classification
had a higher accuracy in detecting fake news when
compared to the state-of-the-art. Important features
are collected from the fake news datasets by the
suggested model, and these features are then clas-
sified using an ensemble model made up of three
well-known machine learning models: Decision
Tree, Random Forest, and Extra Tree Classifier.

A study (Kareem and Awan, 2019)was con-
ducted to identify fake news in Pakistani media,
as it is a challenging process to classify. The popu-
lar news website scrape was served as the source of
the dataset for this investigation. 344 news stories
that have been manually classified as True or Fake
make up the generated corpus. It has employed
seven distinct supervised Machine Learning (ML)
classification methods for the result comparison, in
addition to two feature extraction strategies (Term
Frequency (TF) and Term Frequency-Inverse Doc-
ument Frequency (TF-IDF). K-Nearest Neighbors
(KNN) provided 70% accuracy, whereas logistic
regression produced 69% accuracy, making it the
highest-performing classifier.

To categorize and identify the bogus news
on multiple social media sites, algorithms such
as Naive Bayes, Support Vector Machines, Pas-
sive Aggressive Classifier, Random Forest, BERT,
LSTM, and Logistic Regression were employed.
The work is based on an ISOT dataset consisting
of 44,898 news items that were collected from mul-
tiple sources and pre-processed using count vector-
izer and TF-IDF. The SVM is deemed to be among
the most accurate algorithms for spotting false in-
formation on social media (Kumar et al., 2023).

Deep learning’s growth is greatly aided by its
widespread use. Three types of neural network
techniques: convolution filtering-based neural net-
work approaches, sequential analysis-based neu-
ral network approaches, and attention mechanism-
based neural network approaches can be distin-
guished from the model structure of the research

work that now exist (Tash et al., 2023; Bade and
Afaro, 2018). But nearly all of them were created
with scenarios in a single language in mind, without
taking into account mixed-lingual contexts. The
article(Guo et al., 2023) proposed a unique false
news detection model for the context of mixed lan-
guages through a multiscale transformer to com-
pletely capture the semantic information of the text,
bridging this gap by extending the basic pretrain-
ing language processing model transformer into
the multiscale format. Additionally, it improved
accuracy in mixed language contexts by roughly
2%–10% as compared to baseline models that are
frequently utilized.

The multi-modal transformer employing two-
level visual characteristics (MTTV) was suggested
as an alternative to text for the identification of
false news(Wang et al., 2023). Firstly, news texts
and photos are universally modeled as sequences
that may be processed by a transformer. To en-
hance the use of news photographs, two-level vi-
sual features global feature and entity level feature
are employed. Second, it creates a multi-modal
transformer that expands the transformer paradigm
for natural language processing, enabling complete
interaction and semantic relationship capturing be-
tween multi-modal data. Furthermore, it suggested
a scalable classifier to address the issue of class
imbalance and enhance the classification balance
of fine-grained false news detection. Comprehen-
sive tests on two publicly available datasets show
that our approach outperformed the state-of-the-art
techniques by a significant margin.

Even though the majority of studies have been
conducted on binary fake news classification tasks,
the work (Shushkevich et al., 2023) addresses a
more realistic scenario by assessing a corpus with
unknown themes through multiclass classification,
encompassing true, false, partially false, and other
categories. Three BERT-based models: SBERT,
RoBERTa, and mBERT are explored; artificial data
generated by ChatGPT is used to improve results
for class balance; and a two-step binary classifi-
cation process is employed to improve outcomes.
The testing results indicate that, while it is an op-
timal performance in comparison to past accom-
plishments, it still requires refinement to remain at
the forefront of technology.
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3 System Description

In this section, we offer thorough information re-
garding the dataset and the details of experimen-
tal tools. Moreover, it dives into the format of
datasets, preprocessing, and experimental environ-
mental tools to develop the proposed model.

3.1 Datasets

In the real world, the problems are always existing
until the solutions are investigated. To investigate
solutions for computational linguistic challenges,
the availability of data is crucial (Bade, 2021; Bade
and Afaro, 2018). The dataset for this particular
task was provided on Codalab by the Shared_task
(DravidianLangTech@EACL 2024) organizer (B
et al., 2024). There are two subtasks provided to
participate in this competition.Task_1 is to classify
the given social media dataset that was prepared
for this aim into fake or original and Task_2 is the
Fake News Detection from Malayalam News(False,
Half True, Mostly False, Partly False, and Mostly
True). Among the offered tasks, we participated
only in the first task(Task_1) based on our interests
(Subramanian et al., 2023, 2024). The dataset is
arranged in three different lists training, develop-
ment, and test(without label) set. The training and
development data sets are made available when we
register for the competition on the Codalab and the
test set was released when ten days left for the run
submission deadline.

Table 1: The overview of dataset offer

No Text Label Dataset size
1 Masha Allah Fake Training 3257
2 à´¬à´¿à´œàµ Original
3 Well planned... China. Fake Development 815
4 à´ªà´°à´¨à´¾à´±à Original
5 Shame for entire Woman — Test 1019
6 à´ªàµà´°à´µà´¾à´¸à´¿ —

The Table1 shows us three things:1) how the
sample of the dataset and its class variable look
like,2) how the code-mixed writing is taking place,
and 3) how the test dataset is given without the
class label. In the case of training and development
datasets, the class variable or dependent variable
is given with their features, however, in the case
of test dates there is no class label given because it
is expected that the model would predict its class
label how it was in training data.

3.2 Preprocessing

Preprocessing is the process of preparing raw data
for machine learning algorithms by cleaning, con-
verting, and organizing the data and rendering it
to the machine. It is the vital stage that fills in the
gaps between raw data and useful insights because
raw data is rarely in an ideal state (Bade and Seid,
2018). During the data preparation phase of ma-
chine learning tasks, there are typical or standard
activities that we should use. The following are
some among others.

Importing dependency libraries:- There are
two libraries that we must always bring in. A li-
brary containing mathematical functions is called
NumPy and the library used to import and manage
the ‘CSV’ data sets is called Pandas.

Loading the data set:- In most cases, data sets
are offered in a csv format. Tabular data is stored
in plain text in a CSV file. In a file, every line
represents a data record. To read a local CSV file
as a data frame, the pandas library’s (read_csv)
function was utilized.

Handling Missing Data:- In real-world datasets,
handling missing data is a prevalent difficulty. Pre-
processing methods like imputation and the re-
moval of missing data or null values ensure that the
model is fed accurate and comprehensive data. For
a variety of reasons, data may be missing, and it
must be handled to prevent our machine-learning
model from performing worse. In addition, we
used “raw[’category’].fillna(0, inplace=True)” to
handle empty strings of class labels.

Data Cleaning:- is finding and fixing inaccura-
cies or flaws in the data.

Handling Outliers:- Anomalies that drastically
depart from the average might cause distortions in
the process of learning. Preprocessing techniques
such as transformation or scaling lessen the nega-
tive effects of outliers on model performance.

Data Encoding:- Since machine learning al-
gorithms usually operate on numerical data, it
is necessary to properly encode our text inputs
in numerical equivalent. To do so we have
specifically used the TF-IDF text vectorization
technique. It preserves the semantics and in-
stance positions in addition to converting the pro-
vided text into a numeric representation. How-
ever, in the case of converting ‘class label’,
we used the "to_numeric()" function known as
“raw[’category’] = pd.to_numeric(raw[’category’],
errors=’coerce’)”
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3.3 Model Selection and Experimentation

The selected machine learning model for this study
is a random forest. This is because several decision
trees are combined in a random forest, an ensemble
learning technique to produce predictions that are
more reliable and accurate (Tonja et al., 2022). In a
random forest, every decision tree is trained using
a random subset of features and a random sub-
set of the data (bootstrap samples). The diversity
among the individual trees is increased and over-
fitting is lessened by this randomization (Yigezu
et al., 2023b). During prediction, the ultimate re-
sult is established by combining all of the trees’
predictions, either by average (for regression) or by
majority voting (for classification). The capacity
to manage complicated datasets, high-dimensional
data, and non-linear interactions is a well-known
feature of random forests. They are also frequently
utilized in machine learning applications and are
less prone to overfitting than a single decision tree.

Experimental setup:- This section discusses the
details of the developmental tool and the depen-
dency libraries we used. For this research, we used
Jupyter Notebook3 which is the Integrated Devel-
opment Environment(IDE) of Python. After the
tool setup was finished, we imported the four basic
dependency libraries known as pandas, TfidfVec-
torizer, RandomForest, Joblib. Among those, the
first three(pandas, TfidfVectorizer, RandomForest)
are found in the Sklearn module. Pandas is used to
read CSV files from the local drive to a Python-run
environment, TfidfVectorizer is for converting text
data inputs into a numerical representation, and
Random-Forest is the principal algorithm to train
the input data based on the predefined class. Fi-
nally, joblib is a standalone module for saving the
trained model for later use.

4 Result and Discussion

The Random Forest based developed model classi-
fied the test dataset into two classes as they present
in training data.

Table 2: Class label test data overview of manually or by
annotator classified and machine or our model classified
classification distribution.

Class Manually classified Machine classified
Original 512 628

Fake 507 391
Total 1019 1019

From the Table 2 can understand that 116 in-
stances of the class ’Fake’ were incorrectly classi-
fied into the ’Original ’ class category. Here ’man-
ually classified’ in column_2 refers to the answer
key that has been released after the competition is
over, whereas the ’machine classified’ in column
_3 refers to our model. The test output was sent to
the organizers to test the performance of the model
in macro F1 metrics. According to the result pub-
lished, our model has achieved 0.71 macro F1. It
is also a promising result to the other code mixed
social media posts.

5 Conclusion

In this particular task, we have developed a classi-
fier to classify social media posts into two binary
classes, fake and original. The model has used the
Random Forest algorithm method. The numeric
features are extracted using TF-IDF techniques.
The newly developed model has been evaluated
with the new unseen test dataset and the results
also promising for other code mixed languages.

6 Future work

Since social media posts that classify fake news
are very critical, the jobs ought to be transferred to
other various languages. Furthermore, by offering
additional algorithms for the languages utilized
here and expanding the number of dataset sizes,
the performance of the suggested model in this
study should be enhanced.
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can bring linguistic variances that the current lan-
guage processing algorithms may not be able to
handle well enough, which could result in incor-
rect classifications. Future studies could improve
the model’s performance and generalization capac-
ities by addressing these linguistic issues. Notably,
out of all the participating systems, our method
achieved the 12th rank in the shared job. Our model
performs well in classifying Fake News comments
in code-mixed text, even in the face of competi-
tion from other participants and obstacles in the
competition. Furthermore, our work obeyed the
computational ethics2.
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Abstract

The use of deep learning algorithms has
resulted in significant progress in auto-
matic speech recognition (ASR). Robust high-
accuracy deep neural ASR models typically
require thousands or tens of thousands of hours
of speech data, but even the strongest models
can fail under noisy conditions. Unsurprisingly,
the impact of noise on accuracy is more dra-
matic in low-resource settings. In this paper, we
investigate the impact of noise on ASR in a low-
resource setting. We explore novel methods for
developing noise-robust ASR models using a
small dataset for Tamil, a widely-spoken but
under-resourced Dravidian language. We add
various noises to the audio data to determine the
impact of different kinds of noise (e.g., punc-
tuated vs. continuous, mechanical vs natural).
We also explore whether different data augmen-
tation methods are better suited to handling
different types of noise. Our results show that
all noises, regardless of the type, had an impact
on ASR performance, and that upgrading the
architecture alone could not fully mitigate the
impact of noise. In our experiments, SpecAug-
ment, a common data augmentation method for
end-to-end neural ASR, was not as helpful as
raw data augmentation, in which noise is ex-
plicitly added to the training data. Raw data
augmentation enhances ASR performance on
both clean data and noise-mixed data.

1 Introduction

Automatic Speech Recognition (ASR) technology
is widely used in many modern applications for
high-resource languages, such as dictation and per-
sonal assistants like Amazon Alexa and Apple’s
Siri (Yoshioka et al., 2012). The success of ASR
for these applications is due largely to the emer-
gence of deep learning architectures, improvements
in computing hardware, and the large amounts of
data available for languages like English and Man-
darin (Ruan et al., 2018). The performance of even

high-accuracy ASR models, however, remains frag-
ile in the presence of external noise. ASR accuracy
degrades even further in low-resource settings.

The motivation for this paper is to research the
impact of several types of noise (e.g., continuous
vs. punctuated, mechanical vs. natural) on ASR
performance in a low-resource setting for the Dra-
vidian language, Tamil. We explore a range of ASR
architectures, including traditional GMM-HMM
(Reynolds, 2009), SGMM, (Povey et al., 2010),
and a hybrid DNN model (Veselý et al., 2013). Ad-
ditionally, we evaluate whether different data aug-
mentation approaches, such as raw audio augmen-
tation and spectral augmentation (SpecAugment)
(Park et al., 2019), are particularly well suited to
different types of noise. We explore these ques-
tions using a low-resource dataset for Tamil pro-
vided by SpeechOcean.com and Microsoft for a
low-resource ASR challenge in Interspeech 2018
(Srivastava et al., 2018). We observe that all types
of noises, regardless of the acoustic model archi-
tecture, degrade ASR performance. Although not
entirely surprising, we also find that raw audio aug-
mentation outperforms the popular SpecAugment
(Park et al., 2019) data augmentation method on
clean data as well as noise-mixed data.

2 Previous Work

There is some prior work on using noise-mixed data
to make ASR more robust to noise and other ex-
ternal conditions, but most of this work focuses on
high-resource languages. Pervaiz et al. (2020) pro-
vided a comparative study on various acoustic and
deep learning models, creating robust models in a
noisy environment. The models were trained on
noise-augmented training data and tested on both
clean and noisy data. Hu et al. (2021) proposed
a noise-robust speech recognition system called
Interactive Feature Fusion Fetwork (IFF-Net) to
learn the missing latent information by combin-
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ing the enhanced features and the original noisy
features into a fused representation. This system
achieved better results on the RATS Channel-A cor-
pus. Shrawankar and Thakare (2013) investigated
challenges due to changes in environmental con-
ditions and speaker characteristics and proposed a
method to increase the robustness of the ASR sys-
tems using speech enhancement techniques like
spectral normalization and spectral subtraction.
Giurgiu and Kabir (2011) explained how energy
normalization and speech re-synthesis can improve
the performance of ASR systems by recognizing
speech signals in high-noisy conditions (negative
SNR). Kinoshita et al. (2020) investigated whether
the usage of single-channel time-domain neural net-
works can help in the reduction of noise and thereby
improve the performance. Gupta et al. (2016) pro-
posed a Back-propagation Artificial Neural Net-
work with feature compression using MFCCs yield-
ing improved performance with low signal-to-noise
ratios.

3 Data

The data used for the approach is a low-
resource Tamil language dataset, provided by Spee-
chOcean.com and Microsoft for a low-resource
ASR challenge for Indian languages at Interspeech
2018 (Srivastava et al., 2018). The dataset consists
of read speech and conversations that have been
split into utterances and transcribed. The dataset
contains a total of 50 hours of recorded speech data
in a clean noise-free environment. The dataset is
partitioned into 40 hours of speech data for train-
ing, 5 hours for testing, and 5 hours for develop-
ment. We do not use the dev set in our work. All
the audio files are 16-bit mono audio sampled at
16kHz. A total of 1900 speakers are included in the
dataset. Utterances range in length from 3000ms
to 10000ms. There are a total of 42,212 unique
utterances in the dataset.

4 Methodology

We explore three different ASR architectures avail-
able with the Kaldi speech recognition toolkit
(Povey et al., 2011). We note that none of these can
be considered state-of-the-art. However, prior work
has shown that the Kaldi hybrid DNN is competi-
tive with fine-tuning from multilingual end-to-end
models using wav2vec XLSR (Baevski et al., 2020)
and Whisper (Radford et al., 2022) in low-resource
settings (Jimerson et al., 2023).

GMM-HMM Acoustic Model The Gaussian
Mixture Model (GMM) is used to estimate the
probability density function used in statistical clas-
sification systems (Reynolds, 2009). GMMs are
commonly used in statistical ASR to estimate likeli-
hoods of phones (speech sounds) given their acous-
tic features (typically MFCCs, Mel-frequency cep-
stral coefficients). Combined with Hidden Markoc
Models (HMMs), GMMs are used to estimate the
density and maximize the likelihood of the distri-
bution of the speech sounds.

Subspace GMM Acoustic Model A subspace
GMM is a type of acoustic model where all the
phoneme states use a common Gaussian Mix-
ture Model structure (Povey et al., 2010). The
SGMM model is trained by clustering the Gaus-
sians from the GMM-HMM model using the
Universal Background Model (UBM). The UBM
model is a speaker-independent high order GMM
model(Povey et al., 2008). The SGMM models are
trained using the UBM model with the state proba-
bility distribution functions identical. The final step
of the training process is to use the EM algorithm
to train the SGMM model using the alignments
from the GMM-HMM and also from the SGMM
model as well (Povey et al., 2010).

Hybrid Deep Neural Network Acoustic Model
As noted above, more recent research has turned
from statistical ASR to Deep Neural Networks
(DNN). Here we use a relatively simple fully-
connected feed-forward DNN using “Karel’s im-
plementation” (Veselý et al., 2013) within the Kaldi
toolkit. (Povey et al., 2011). The DNN model con-
sists of 6 hidden layers where each hidden layer
has 2048 nodes (Cosi, 2015). The DNN model is
trained using the features extracted in the GMM-
HMM acoustic model described above, yielding a
hybrid, rather than end-to-end, architecture.

4.1 Data Augmentation

Data augmentation is the process of including ad-
ditional data in the ASR training data set with the
goal of improving performance by increasing and
diversifying the training data. Usually, the added
data is created synthetically – either by modifying
the existing training data in some way or by gener-
ating new data through speech synthesis. Here we
focus on modifying the existing data through raw
audio augmentation and through spectral augmen-
tation.
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Model
Clean

WER

Continuous

Natural

Punctuated

Natural

Continuous

Mechanical

Punctuated

Mechanical

Party Restaurant Dog Cat Tap Dishes Truck Horn Door Slam

GMM-HMM 44.66 66.23 53.20 52.20 48.0 61.2 55.1 50.52 50.21

SGMM 36.15 66.05 47.75 45.19 41.26 54.4 48.18 45.24 44.94

DNN 32.58 56.88 41.18 39.91 35.91 47.18 41.54 39.44 39.12

Table 1: Results for test data mixed with the eight noises using ASR models trained on unaugmented training data.

Augmenta-

tion Noise
Model

Clean

WER

Continuous

Natural

Punctuated

Natural

Continuous

Mechanical

Punctuated

Mechanical

Party Restaurant Dog Cat Tap Dishes Horn Door Slam

None
DNN 32.58 56.88 41.18 39.81 35.91 47.18 41.54 39.44 39.12

SGMM 36.15 66.05 47.75 45.19 41.26 54.4 48.18 45.23 44.94

Tap and

Dishes

DNN 31.88 52.84 37.81 38.83 35.09 38.03 36.21 38.16 38.27

SGMM 36.16 63.42 45.87 44.34 41.02 48.81 44.23 44.38 42.87

Horn and

Door

DNN 31.47 55.79 39.91 38.83 33.23 35.88 39.17 36.06 35.88

SGMM 35.19 63.47 46.15 44.13 40.9 52.88 46.67 40.97 40.2

Party and

Restaurant

DNN 31.85 46.16 35.18 37.35 33.87 38.41 36.91 35.26 38.41

SGMM 35.84 57.27 41.7 43.1 39.35 50.71 44.48 41.18 44.03

Dog and

Cat

DNN 31.72 54.85 38.97 34.26 32.07 38.11 39.83 38.24 38.11

SGMM 35.49 64.0 45.73 38.25 36.59 53.18 46.8 43.89 42.25

SpecAug
DNN 35.75 58.86 45.03 46.27 39.53 50.63 43.97 44.81 42.74

SGMM 43.06 68.56 54.27 51.68 47.11 64.62 54.52 52.32 51.31

Table 2: Results for test data mixed with the eight noises (columns) using ASR models trained on data augmented
with the eight different noises (rows), using the two strongest architectures, DNN and SGMM.

4.1.1 Spectral Augmentation
In Spectral Augmentation (SpecAugment) (Park
et al., 2019) random sections of the spectral rep-
resentation of a speech sample are set to zero. It
is performed using the log Mel spectrogram of the
input speech data. SpecAugment is widely used
because of its simplicity and effectiveness within
neural end-to-end ASR frameworks. It does not
require knowledge of the phonetic content of the
speech signal, and because it is applied to a spec-
tral representation and simply involves reducing to
zero, it is computationally inexpensive. We note
that SpecAugment was designed for end-to-end
neural ASR rather than the statistical and hybrid
architectures we explore in this paper, so its perfor-
mance in our models may not be ideal.

4.1.2 Raw Augmentation
Raw augmentation involves directly modifying the
raw audio signal. Here, in order to investigate the
differential impact of noise, we create a new ver-
sion of the existing training data by mixing various

noise samples (e.g., faucet running, cocktail party
chatter, dog barking) into the existing audio. We
refer to the resulting datasets as the noise-mixed
augmented training sets. A small set of noises,
again 16-bit mono sound files samples at 16kHz,
were selected from an existing noise dataset. We
experimented with two dimensions of noise: me-
chanical vs. natural, and punctuated vs. continuous.
The categorization across these dimensions of the
eight sounds used is shown in Table 3. Each sound
was decreased by 20dB and then superimposed on
the existing data.

Continuous Punctuated

Mechanical Tap running
Washing dishes

Truck horn
Door slam

Natural Restaurant
Party chatter

Dog bark
Cat meow

Table 3: The eight sounds used in the project, catego-
rized in the two dimensions: continuous vs. punctuated,
and mechanical vs. natural.
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For each speech file (utterance) in the test set,
there are 9 versions: one clean (i.e., the original
data), and one with each of the eight specified
noises. The unaugmented training set consists
solely of the original training data. There are 4
raw audio augmented (noise-mixed) training sets,
one for each of the four categories shown in Ta-
ble 3. Each of these four training sets consists of
one clean copy of each training utterance, one copy
of that utterance with one of the relevant noises
in that category (e.g., one mechanical continuous
noise, tap running) superimposed, and one copy
with the other relevant noise in that category (e.g.,
the other mechanical continuous noise, dish wash-
ing) superimposed. Finally, the sixth training set,
for exploring SpecAugment, consists of a clean
copy of each utterance and a copy that has been
passed through SpecAugment with the parameters
F = 30, T = 40, mT = mF = 2.

4.2 Evaluation Metric

We use the standard ASR evaluation metric, Word
Error Rate (WER), to assess the performance of
the ASR models under different training and test-
ing conditions. WER is calculated as the number
of insertions, deletions, and substitutions in the
hypothesized ASR output relative to a reference
transcript divided by the number of words in the
reference transcript. A lower WER indicates higher
ASR accuracy.

5 Results

The baseline model was trained using the 40 hours
of unaugmented training data and tested using the
five hours of test data with no modification or aug-
mentation of the test or train data. In the Clean
WER column in Table 4, we see the baseline per-
formance for the top-performing architectures dis-
cussed above: GMM-HMM, SGMM, and DNN,
all trained with the Kaldi ASR toolkit (Povey et al.,
2011). The remaining columns of that table show
the performance of these models, trained on unaug-
mented data, on test data with the 8 noises inserted.

We see that, not unsurprisingly, the DNN archi-
tecture produces the best (lowest) WER, with the
GMM-HMM acoustic model having the weakest
performance. The results on test data mixed with
the eight noises show that adding noises degrades
ASR performance regardless of architecture and
sound type, sometimes very dramatically. The cat
meowing has the smallest impact of the 8 noises,

while party chatter has the largest.
Table 2 shows that the impact of noise can be

reduced by augmenting the training data via noise
mixing, as desribed above. Every raw audio aug-
mentation approach reduces WER, even if the noise
type differs on one or both dimensions. It appears
that adding any noise at all to the training data
will yield improvements in WER, regardless of the
architecture used. Raw audio data augmentation
consistently outperforms the widely used SpecAug-
ment augmentation technique, but we note that
SpecAugment is intended to be used with neural
end-to-end ASR architectures.

6 Conclusion

The goal of this research is to investigate the impact
of noise on Automatic Speech Recognition models
using a low-resource Tamil language dataset. We
investigated the impact of noise by mixing several
kinds of noises into the testing data. We evaluated
the performance on the baseline model trained ex-
clusively on the original unaugmented data. We
discovered that all noises, regardless of whether
they were mechanical or natural, continuous or
punctuated, degraded ASR performance, and that
upgrading the architecture alone was unable to fully
mitigate the impact of noise.

To reduce the impact of noise in ASR models,
we augmented the training data by superimposing
noises from each of the four categories onto the
training data. We also employed the popular spec-
tral augmentation technique, SpecAugment to cre-
ate another augmented training dataset. We discov-
ered that raw data augmentation improves WER,
regardless of the combination of noises in the train-
ing and test sets. We also found that targeted raw
augmentation improves ASR performance: adding
noise to the training data that shares one or more
characteristics with the noise in the test data yields
larger improvements.

Our methods outperform SpecAugment, al-
though we recognize that SpecAugment is designed
for end-to-end neural ASR architectures rather than
statistical or hybrid architectures like those ex-
plored here. In our future work, we plan to in-
vestigate these augmentation methods with an end-
to-end architectures, with a particular focus on ap-
proaches that involve fine-tuning multilingual mod-
els to low resource datasets, including wav2vec
XLSR (Baevski et al., 2020) and Whisper (Radford
et al., 2022).
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Abstract

Code-mixed languages are increasingly preva-
lent on social media and online platforms, pre-
senting significant challenges in offensive con-
tent detection for natural language processing
(NLP) systems. Our study explores how effec-
tively the Sentence Transfer Fine-tuning (Set-
Fit) method, combined with logistic regression,
detects offensive content in a Tamil-English
code-mixed dataset. We compare our model’s
performance with five other NLP models: Mul-
tilingual BERT (mBERT), LSTM, BERT, In-
dicBERT, and Language-agnostic BERT Sen-
tence Embeddings (LaBSE). Our model, SetFit,
outperforms these models in accuracy, achiev-
ing an impressive 89.72%, significantly higher
than other models. These results suggest the
sentence transformer model’s substantial po-
tential for detecting offensive content in code-
mixed languages. Our study provides valuable
insights into the sentence transformer model’s
ability to identify various types of offensive
material in Tamil-English online conversations,
paving the way for more advanced NLP sys-
tems tailored to code-mixed languages.

Keywords

Hate speech, SetFit, Natural language processing,
Offensive detection, Code-mixed languages, Tamil-
English dataset

1 Introduction

Text classification is a part of Information Extrac-
tion (IE), an emerging area of research and appli-
cation that explores how to discover knowledge
(information) from a vast amount of text (Ek et al.,
2011). So many data resources are available on the
internet, like social media, e-commerce sites, blogs,
news portals, personal websites, and others, where

Figure 1: Example Tamil-English code-mixed youtube
comment

people share their thoughts and opinions in their
native language (Kathiravan and Haridoss, 2018).
Code-mixed language is a phenomenon in which
speakers interchange two or more languages or lan-
guage varieties within a single conversation or text.
It is common in multilingual societies, particularly
in urban areas where people with diverse linguistic
backgrounds interact regularly (Ravikiran and An-
namalai, 2021) (Singh et al., 2018). Code-mixing
is prevalent in many parts of the world, includ-
ing India, Africa, and the Americas. Fig. 1 is an
example YouTube comment with Tamil-English
code-mixed languages. In code-mixed language,
speakers often borrow words or phrases from one
language and incorporate them into another, re-
sulting in a hybrid language combining multiple
languages’ grammatical structures and vocabulary
(Pannerselvam et al., 2023). The prevalence of
code-mixed language in social media and online
platforms has posed significant challenges for NLP
systems. Traditional NLP models are designed to
work with monolingual texts and struggle with the
complexity of code-mixed language. Consequently,
there is an increasing demand for developing NLP
systems that can effectively process code-mixed
language, especially in identifying offensive lan-
guage (Li, 2021).

Detecting offensive content in code-mixed lan-

35



guage is challenging due to the linguistic complex-
ity of code-mixed language and the nuances of lan-
guage use (Chakravarthi, 2023),(Kumaresan et al.,
2023). Offensive language in code-mixed language
can involve gender-based language, stereotypes,
derogatory terms, and hate speech (Kumaresan
et al., 2022). Developing NLP systems that ef-
fectively detect offensive language in a code-mixed
language is crucial for promoting safe and inclusive
online spaces (Ahluwalia et al., 2018),(Alowibdi
et al., 2014). This study focuses on detecting offen-
sives in a code-mixed Tamil-English dataset using
Sentence Transformer Fine-Tune (SetFit). It is a
substitute for few-shot text classification and in-
volves fine-tuning a Sentence Transformer using
task-specific data. This approach can be effortlessly
implemented using the sentence-transformers li-
brary.

The main objective of this research is to evaluate
the performance of the SetFit model and compare
it with other NLP models in offensive content de-
tection within code-mixed Tamil-English language
data on social media and online platforms. The
study aims to provide insights into the effective-
ness of SetFit in identifying offensive content and
its potential applicability in enhancing the robust-
ness of NLP systems for code-mixed languages.

The following research questions are conceived
from the above-mentioned objective of this re-
search work.

RQ1 How does the performance of SetFit
compare to LSTM, BERT, multilingual BERT
(mBERT), IndicBERT, and LaBSE in the task of
offensive content detection within a code-mixed
Tamil-English dataset?

RQ2 To what extent does the performance
of SetFit vary when detecting different types of
offensive content (e.g., Offensive targetediInsult
group, Offensive untargeted, Not offensive, Not
Tamil, Offensive targeted insult individual, Of-
fensive targeted insult others) within code-mixed
Tamil-English online discourses?

RQ3 How does the performance of the NLP
models (SetFit, mBERT, LSTM, BERT, In-
dicBERT, LaBSE) differ in terms of precision, re-
call, and F1-score when identifying offensive con-
tent in the code-mixed Tamil-English dataset?
The findings from our research can be beneficial
for developing NLP models that are more effective

in detecting various offensives in code-mixed lan-
guages, which can help mitigate the harmful effects
of such language on online platforms. The findings
can benefit further research and practitioners devel-
oping NLP applications for social media and online
platforms.

Additionally, developing NLP models capable
of detecting various offensives in code-mixed lan-
guages can help mitigate the harmful effects of
such language in online platforms, promote safer
and more inclusive online spaces, and contribute to
building a more equitable and inclusive society.

2 Related works

In this related work section, we review the ex-
isting literature on this topic, focusing on stud-
ies explicitly addressing the problem of vari-
ous offensive language detection in code-mixed
text. We also discuss the existing approaches to
code-mixed text classification, including language-
specific and language-agnostic models, and high-
light the strengths and weaknesses of each ap-
proach.

Offensive language identification is a task that
has been receiving considerable attention in recent
years. However, identifying offensive spans in long
sentences has been a challenging problem, espe-
cially for context-dependent ones. To address this
issue, a study (Ravikiran and Annamalai, 2021)
evaluated several models, including Bi-LSTM CRF,
MuRIL, and LIME. The rationale extraction-based
approach involving a combination of MuRIL and
LIME performed significantly better than the other
models. However, the Bi-LSTM CRF model was
sensitive toward shorter sentences and performed
worse than the random baseline. Extracting offen-
sive spans for long sentences was also found to be
complicated. In the future, the researchers plan to
re-do the offensive span identification task, where
participants will be required to identify offensive
spans while simultaneously classifying different
types of offensiveness. The researchers also plan
to release this study’s baseline models and datasets
to encourage further research.

Kalaivani et al. (2021) (Kalaivani et al., 2021)
propose a model called TOLD (Tamil Offensive
Language Detection) that detects offensive lan-
guage in code-mixed social media comments writ-
ten in Tamil and English. The study uses Multilin-
gual BERT (mBERT) with feature-based selection
to generate contextualized word embeddings and
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selects relevant features using the chi-square test.
The proposed TOLD model outperforms the ac-
curacy, precision, recall, and F1 score of existing
models. The study also analyzes the importance
of various features and finds that character-based
features and part-of-speech tags are highly effec-
tive in detecting offensive language. The study
demonstrates the effectiveness of using mBERT
with feature-based selection in identifying and mod-
erating offensive language in social media plat-
forms, promoting a safer and more inclusive online
environment.

Ravikiran and Annamalai (2021) (Ravikiran and
Annamalai, 2021) present a new dataset called
DOSA (Dravidian Code-mixed Offensive Span
Identification Dataset) for identifying the offensive
language in code-mixed social media comments in
four Dravidian languages: Tamil, Telugu, Kannada,
and Malayalam. The authors collected and anno-
tated the dataset with offensive spans, the small-
est text segment containing an offensive word or
phrase. The dataset contains 7,500 comments and
15,547 offensive spans, and multiple annotators
did the annotations to ensure high inter-annotator
agreement. The paper also provides baseline ex-
periments on the dataset using various models and
shows the effectiveness of the dataset in identify-
ing offensive language in code-mixed comments in
Dravidian languages.

Chakravarthi et al. (2021) (Chakravarthi et al.,
2021) present a study on sentiment analysis of code-
mixed text in four Dravidian languages: Tamil,
Telugu, Kannada, and Malayalam. The authors col-
lected a dataset of code-mixed social media com-
ments and used various preprocessing techniques
to prepare the data for sentiment analysis. They
then used various machine and deep learning mod-
els to perform sentiment analysis and evaluated
the performance using various metrics. The results
showed that deep learning models such as LSTM
and GRU outperformed traditional machine learn-
ing models in sentiment analysis of code-mixed
text in Dravidian languages. The study provides
insights into the challenges and opportunities in
sentiment analysis of code-mixed text in Dravidian
languages. It can help develop practical tools for
sentiment analysis in these languages.

Rajalakshmi et al. (2021) (Rajalakshmi et al.,
2021) present an approach for offensive lan-
guage identification in code-mixed Tamil using a
transformer-based model. The authors describe

Figure 2: General architecture of proposed model

their participation in the DLRG shared task at the
Dravidian Language Technologies Workshop 2021,
which aimed to develop models for identifying
the offensive language in code-mixed social media
comments. The authors used a transformer-based
model called RoBERTa and fine-tuned it on the
provided dataset. They also used data augmen-
tation techniques to improve the performance of
the model. The results showed that their approach
achieved high accuracy in identifying the offen-
sive language in code-mixed Tamil, outperform-
ing the baseline models provided by the shared
task. The study demonstrates the effectiveness of
transformer-based models for offensive language
identification in code-mixed Tamil and provides
insights into developing models for similar tasks in
other Dravidian languages.

3 Proposed Methodology:

In this section, we described the experimental setup
for our experimental work on classifying different
types of offensive content in code-mixed text data
in Tamil and English (Chakravarthi et al., 2021).
Figure 2 illustrates the workflow of the general
architecture of the offensive language detection
framework.

3.1 Dataset

The benchmark dataset (Chakravarthi et al., 2022)
contains a manually annotated dataset for senti-
ment analysis and offensive language identifica-
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tion in social media comments of three under-
resourced Dravidian languages - Tamil, Kannada,
and Malayalam-consisting of over 60,000 YouTube
comments. The dataset contained various types of
code-mixing and was annotated by volunteer an-
notators with high inter-annotator agreement. The
authors also conducted baseline experiments using
machine learning methods to establish benchmarks
on the dataset.

We randomly selected 35139 code-mixed com-
ments from the dataset mentioned above. Table 1
and Figure 3 illustrate the description of the dataset.
Below are sample offensive YouTube comments
along with their corresponding labels.

• Offensive Targeted Insult Group
Dey dey deyyy„ loosu pasangala„ munna
pinna jayalalitha amma va pathrukingal-
ada gambeeramna ennanu avanga kannula
tha paakanum„ amma oda history ah ithu„
soniya gandhi mari iruku chaiiii„, avanga bio
edukanumna a-z pathutu vanthu edungadaa„
dummy akkaathinga

• Offensive Untargeted
Intha maari comments ku like kekuravangala
india va vittu veliya annupanum.

• Not offensive
Ellam okay than....but antha ponnu aasa pattu
love panni avanaiye kola panna thappu il-
laya...yosinga............

• Not Tamil
Abe sale ye toh tatti hai

• Offensive Targeted Insult Individual
Pa Ranjith paru Da unaku sc St quote job gov-
ernment job quarters ellam cancel pannanum

• Offensive Targeted Insult Other
Iron man fans dis like podunga intha vidio
kku

3.1.1 Preprocess and Data preparation
We preprocessed the data by removing stopwords,
punctuations, and URLs and converted the text to
lowercase. We then split the dataset into training
and test sets in a 70:30 ratio, and we used various
models such as LSTM, mBERT, BERT, IndicBERT,
SetFit, and LaBSE.Finally, the accuracy of these
models was on the test dataset.

Table 1: Dataset description.

Label # of Posts
Not offensive 25,425
Not Tamil 1,454
Offensive Targeted Insult group 2,557
Offensive Targeted Insult Individual 2,343
Offensive Targeted Insult Other 454
Offensive Untargeted 2,906
Total 35,139

Figure 3: Dataset distribution among various class

3.2 Model

3.2.1 Sentence Transformer Fine-tuning
(SetFit)

The Sentence Transformer (ST) method, widely
utilized in semantic search, similarity, and cluster-
ing of words, encodes sentences into unique vector
representations based on semantic content. This
encoding process involves adapting a transformer
model within a Siamese architecture, as detailed
by (Reimers and Gurevych, 2019), (Wasserblat,
2021). The training process actively minimizes
the distance between vectors of semantically sim-
ilar sentences and maximizes it for those that are
semantically distant through contrastive training.
The performance of Sentence Transformers (ST)
excels beyond other embedding representations,
yet it does not match the classification capabili-
ties of cross-encoders such as BERT (Reimers and
Gurevych, 2019).

The initial stage of the training process involves
selecting a sentence-transformers (ST) model from
the model hub. Subsequent steps include config-
uring the training class, populating the training
data loader, and fine-tuning. The training dataset
consists of positive and negative sentence pairs to
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Figure 4: sentence pair selection of SetFit model

effectively address the limited labeled training data
in the few-shot scenario. Positive pairs involve two
sentences randomly selected from the same class,
while antagonistic pairs comprise two sentences
randomly chosen from different classes. Each iter-
ation involving sentence pairs generates 2xN train-
ing pairs, where N represents the total number of
training samples per task—illustrated in Figure 4.

These generated sentence pairs are employed for
fine-tuning the ST model. Upon completion of the
fine-tuning step, an adapted ST model is generated.
The training data sentences are then encoded using
the adapted ST, and the encoded data is used to train
a Logistic Regression (LR) model for simplicity.
Each test sentence undergoes encoding with the
adapted ST in the inference phase, and the LR
model predicts its category.

The proposed model is compared with the fol-
lowing state-of-the-art algorithms.

Long Short-Term Memory (LSTM) is an im-
proved version of Recurrent Neural Network
(RNN) architecture widely used in natural language
processing and time-series prediction tasks. It is
designed to address the vanishing gradient problem
in standard RNNs by introducing memory cells that
can selectively forget or retain information from
the previous time steps. The LSTM network con-

sists of three gates: the input gate, output gate, and
forget gate, which controls the flow of informa-
tion in and out of the memory cells (Zhang et al.,
2018),(Kathiravan and Saranya, 2021). In this ex-
perimental work, we used the configuration for
the LSTM model to include 100 hidden units, a
dropout rate of 0.2, and a recurrent dropout rate of
0.2. The output layer consisted of 6 units, and the
activation function used was softmax.

Bidirectional Encoder Representations from
Transformers (BERT) is a pre-trained language
model developed by Google, based on the Trans-
former architecture, and is trained on large amounts
of text data to learn contextualized word embed-
dings. BERT is unique because it can learn bidi-
rectional context by looking at the entire sentence,
unlike other language models that only look at the
previous or next word in the sequence (Alsharef
et al., 2022),(Fan et al., 2021),(Li et al., 2022). The
pre-trained model can be fine-tuned on a specific
task with more minor task-specific data, making
it useful for practical applications. We utilized
CSE CUDA and trained the model for three epochs.
CSE CUDA is a parallel computing platform that
enables Graphics Processing Units (GPUs) to ac-
celerate the training of deep learning models, sig-
nificantly speeding up the training process. The
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choice of 3 epochs was based on experimentation
with the dataset and the model architecture.

Multilingual BERT is a variant of the BERT
model pre-trained in multiple languages. Google
developed it and trained on massive text data in
104 languages. The goal of mBERT is to learn a
shared representation for all languages, enabling
the model to perform well on various NLP tasks
for different languages without requiring language-
specific training data. The model is fine-tuned on a
specific task using task-specific data in the target
language, and it has been shown to achieve state-of-
the-art performance on various cross-lingual bench-
marks. mBERT is a useful tool for multilingual
applications, as it eliminates the need for separate
training models for each language, saving time and
resources (Kalaivani et al., 2021).

IndicBERT is a language model using the BERT
architecture designed for Indian languages (Ra-
jalakshmi et al., 2021). It is trained on large
amounts of various Indian language text data. Re-
searchers at IIT Bombay developed IndicBERT,
which has shown promising results in various In-
dian language benchmarks. It is an open-source
project. So, anybody can incorporate state-of-the-
art language models into their projects (Kohli et al.,
2021).

Language-agnostic BERT Sentence Embedding
(LaBSE) is a multilingual language model based on
the BERT architecture, trained on a large amount
of text data from over 100 languages (Feng et al.,
2020). It generates high-quality sentence embed-
dings for text in any language, making it useful
for cross-lingual natural language processing tasks
such as classification and machine translation. De-
veloped by Google, LaBSE has shown state-of-the-
art performance on benchmark datasets and is an
open-source project for developers and researchers
working with multilingual text data.

In the next section, we presented the results and
analysis of our experiments on sentiment analysis
in code-mixed social media comments in Tamil and
English.

4 Results and Discussion

In this experimental work, we proposed Sentence
Transfer Fine-tuning (SetFit) to detect offensive
content in code-mixed languages. It achieved an
impressive 89% accuracy on the test set, surpass-
ing other models like LSTM, BERT, mBERT, In-
dicBERT, and LaBSE, which recorded accuracies

Figure 5: Accuracy of various classifiers

of 76.3%, 78%, 86%, 80%, and 84.5% respectively.
Figure 5 and Table 2 depict the detailed evaluation
metrics used in our experiment. SetFit’s remark-
able effectiveness across these metrics, as discussed
in Research Questions 1 and 3 (RQ1 and RQ3),
showcases its capability to enhance offensive con-
tent detection in code-mixed languages.

While a thorough analysis of SetFit’s varied per-
formance in identifying different kinds of offensive
content is pending, its overall efficiency solidifies
its position as a promising approach for improv-
ing NLP systems in code-mixed language contexts,
aligning with the objectives outlined in Research
Question 2 (RQ2).

Further analysis conducted to examine the im-
pact of dataset size on model efficacy revealed that
SetFit maintained consistent performance when the
dataset size was increased from 10k to 35k sam-
ples. This finding suggests that SetFit is adept at
handling larger datasets effectively.

These results endorse SetFit as a highly effective
method for classifying various forms of offensive
code-mixed text. The high accuracy achieved by
SetFit likely stems from its ability to capture the
complex linguistic patterns within the dataset effec-
tively. Moreover, our findings stress the importance
of employing large datasets for training models in
this specialized area.

5 Conclusion

In conclusion, our experimental work, which intro-
duced the Sentence Transfer Fine-tuning (SetFit)
approach, marks a significant advancement in Nat-
ural Language Processing (NLP), particularly in
code-mixed languages. The primary objective of
our research was to enhance the detection of offen-
sive content in such languages, a challenge that has
grown increasingly relevant in today’s digital com-
munication landscape. Additionally, our analysis

40



Table 2: Evaluation metrics of various classifiers.

Model Precision Recall F1-score Accuracy
SetFit 0.90 0.87 0.88 0.89
mBERT 0.88 0.84 0.84 0.86
LSTM 0.70 0.65 0.67 0.76
BERT 0.72 0.68 0.70 0.78
indicBERT 0.74 0.70 0.72 0.80
LaBSE 0.80 0.78 0.79 0.84

of the impact of dataset size on model performance
revealed a key strength of SetFit: its ability to main-
tain stable performance with the increase in dataset
size from 10k to 35k samples. This robustness in
handling larger datasets is crucial, especially in
code-mixed language processing, where data vari-
ability is high. SetFit’s high accuracy is attributed
to its advanced capability to capture the complex
linguistic patterns inherent in the dataset. This high-
lights the importance of using comprehensive and
large datasets in training models for this domain.

Our research indicates that SetFit is a highly ef-
fective and reliable method for classifying different
types of offensive content in code-mixed text. Its
performance provides a new benchmark in the field
and opens avenues for future research and develop-
ment in creating more sophisticated and nuanced
NLP systems for multilingual and culturally diverse
digital communications.
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Abstract

Effectively managing offensive content is cru-
cial on social media platforms to encourage
positive online interactions. However, address-
ing offensive contents in code-mixed Dravidian
languages faces challenges, as current moder-
ation methods focus on flagging entire com-
ments rather than pinpointing specific offensive
segments. This limitation stems from a lack of
annotated data and accessible systems designed
to identify offensive language sections. To ad-
dress this, our shared task presents a dataset
comprising Kannada-English code-mixed so-
cial comments, encompassing offensive com-
ments. This paper outlines the dataset, the uti-
lized algorithms, and the results obtained by
systems participating in this shared task.

1 Introduction

Addressing offensive content holds immense im-
portance for various parties engaged in content
moderation, such as social media companies and
individuals (Subramanian et al., 2022; Chinnauda-
yar Navaneethakrishnan et al., 2023). Typically,
moderation methods involve either human moder-
ators reviewing content to flag offensive material
or the use of semi-automated and automated tools
employing basic algorithms and predefined block
lists (Jhaver et al., 2018). Despite the appearance of
content moderation as a straightforward decision
between allowing or removing content, this pro-
cess is complex (Swaminathan et al., 2022). This

∗Work done during graduate school

complexity is amplified on social media platforms
due to the overwhelming volume of content, mak-
ing it challenging for human moderators (Kumare-
san et al., 2022; Chakravarthi, 2022b,a). With the
continuous rise in offensive social media content,
particularly offensive comments and statements,
there’s a preference for semi-automated and fully
automated content moderation approaches (Raviki-
ran et al., 2022; Chakravarthi, 2023; Chakravarthi
et al., 2023a).

Kannada, an ancient Dravidian language, holds
a significant historical legacy (Narasimhacharya,
1990). Predominantly spoken in the Indian state of
Karnataka, Kannada serves as the official language
in the state, carrying cultural significance that ex-
tends beyond regional boundaries (TNN, 2010).
With the emergence of digital communication plat-
forms, code-switching has also found its way into
Kannada discourse, especially in informal online
exchanges. This blending of languages and lin-
guistic variations within social media has led to the
integration of code-switched content in discussions,
including offensive content, impacting the nature
of online conversations in Kannada-speaking com-
munities.

Despite recent advancements in natural lan-
guage processing (NLP), addressing offensive
code-mixed content in Dravidian languages, includ-
ing Kannada, remains challenging due to limita-
tions in available data and tools (Sitaram et al.,
2019). However, there has been a noticeable
surge in research focused on offensive code-mixed
texts in Dravidian languages (Chakravarthi, 2020;
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Chakravarthi et al., 2023a,b), although few of
these studies concentrate on pinpointing the spe-
cific segments within a comment that render it of-
fensive (Ravikiran and Annamalai, 2021; Raviki-
ran et al., 2022). Identifying these specific seg-
ments could significantly aid content moderators
and semi-automated tools that prioritize the detec-
tion and categorization of offensive content. The
existing body of research on identifying offensive
spans primarily stems from the works of Ravikiran
and Annamalai (2021). Post this there are multi-
ple iterations of shared tasks focusing on offensive
span identification in Tamil Ravikiran and Anna-
malai (2021); LekshmiAmmal et al. (2022); Ra-
jalakshmi et al. (2022); Ravikiran et al. (2023).
However to date there are no works in code-mixed
Kannada language. To address this gap, we intro-
duced the first phase of code-mixed social media
text in Kannada, encompassing offensive segments.
We invited participants to develop and submit sys-
tems under two distinct settings for this collabora-
tive task. Our CodaLab website1 will remain open
to encourage further research in this domain.

2 Task Description

Our task of offensive span identification required
participants to identify offensive spans i.e, charac-
ter offsets that were responsible for the offensive
of the comments, when identifying such spans was
possible. To this end, we created two subtasks each
of which are as described.

2.1 Subtask 1: Supervised Offensive Span
Identification

With provided comments and labeled offensive
spans used for training, the systems were tasked
with detecting these offensive segments within the
comments in the test dataset. This challenge could
be addressed through supervised sequence labeling,
involving training on the given posts that contain
verified offensive spans. Alternatively, it could be
tackled as rationale extraction by employing clas-
sifiers trained on other datasets of posts manually
marked for offensive content classification, even in
the absence of specific span annotations.

3 Dataset

For this shared task, we build on top of the dataset
from earlier work of Ravikiran and Annamalai

1https://codalab.lisn.upsaclay.fr/
competitions/16090

(2021), which originally released 1801 code-mixed
Kannada-English comments with 1641 offensive
spans. We released this dataset to the partici-
pants during training phase for model develop-
ment. No additional data were released for devel-
opment/validation purposes. Meanwhile for testing
we extended introduced new additional annotated
comments. To this end, the dataset of Hande et al.
(2021) was used. From this we selected 444 com-
ments for testing purpose. The test data had multi-
ple instances where the offensive parts were com-
pletely not present. Such comments would help in
identification of model biases in predciting spans
if any.

Building on prior investigations (Ravikiran et al.,
2023), we established span-level annotations for
this fresh selection of 444 test comments. Employ-
ing the same procedures and guidelines for anno-
tation, including measures to maintain anonymity,
we introduced a explanation regarding offensive
contents in the data, offering the option to abstain
from the annotation process if deemed necessary.
To ensure precision, each annotation underwent
scrutiny by one or more annotation verifiers before
amalgamating them through hard voting to form
a standardized gold test set. Overall, concerning
the 444 comments, we achieved a Cohen’s Kappa
inter-annotator agreement of 0.61.

4 Competition Phases

4.1 Training Phase

In the training phase, the train split with 1801 com-
ments, and their annotated spans were released for
model development. Participants were given train-
ing data and offensive spans. Participants were also
emphasized on cross-validation by creating their
splits for preliminary evaluations or hyperparam-
eter tuning. In total, 45 participants registered for
the task and downloaded the dataset.

4.2 Testing Phase

Test set comments without any span annotation
were released in the testing phase. Each participat-
ing team was asked to submit their generated span
predictions for evaluation. Predictions are submit-
ted via Google form, which was used to evaluate
the systems. Though CodaLab supports evaluation
inherently, we used google form due to its simplic-
ity. Finally, we assessed the submitted spans of the
test set and were scored using character-based F1.
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5 System Descriptions

Overall we received only a total of 14 submissions
from 7 teams All these were only for subtask 1. No
submissions were made for subtask 2.

5.1 The SELAM Submission

Selam Submission used large language models
composing one of the BERT or RoBERTA models.
The methods showed the best result of 81.18% in
F1.

5.2 The MIT_KEC_NLP Submission

MIT_KEC_NLP submission preprocessed data us-
ing custom stop word removal. These processed
sentences are used converted to form TF-IDF which
were used to train ensemble of multiple models.
These final ensemble showed the result of 61.05%
in F1.

5.3 The BYTESIZED_LLM Submission

BYTESIZED_LLM team utilized embeddings gen-
erated from a large open dataset, encompassing
100,000 comments. Following this Bi-LSTM
model was trained to predict token level labels on
test set. The final F1 obtained was 33.02%.

5.4 The CUET_RUN2 Submission

CUET_RUN2 used text preprocessing involving
punctuation removal without any addition of more
training data. This prepared data was was used for
BERT finetuning with supervised method with L3-
cube Kannada model to achieve result of 31.84%
in F1.

5.5 The DLRG_3 Submission

DLRG_3 used a Bi-LSTM architecture with results
of 21.92% in F1.

5.6 The MLG Submission

MLG team used an inception layer based CNN
with kernel sizes 3, 5, 7, 9 and 11 with prediction
of character level offensiveness probability. The
output span is created by taking all the characters
with higher probability of being offensive and mul-
tiplying with a mask to ensure that output does not
exceeds the original sentence length. Finally the
result obtained was 23.65% in F1.

5.7 The TEAMKUBOK Submission

TEAMKUBOK employed preprocessing with
changing character level spans to word level spans.

They fine tuned four pretrained language models
and their predictions were averaged for the first
occurrence of the offensive span of all the models
and the last occurrence of the offensive span of all
the models. Between these spans are returned as
final output. The final result obtained was 12.94%
in F1.

6 Evaluation

This section focuses on the evaluation framework
of the task. First, the official measure that was used
to evaluate the participating systems is described.
Then, we discuss benchmarking of overall results.
Finally we present remark on the approaches used
and the analysis of the results from these submitted
systems.

In line with work of Pavlopoulos et al. (2021)
each system was evaluated F1 score computed on
character offset. For each system, we computed the
F1 score per comments, between the predicted and
the ground truth character offsets. Following this
we calculated macro-average score over all the 444
test comments. If in case both ground truth and
predicted character offsets were empty we assigned
a F1 of 1 other wise 0 and vice versa.

The overall results of benchmarked systems are
as shown in Table 1.

Table 1: Official rank and F1 score (%) of the 3 par-
ticipating teams that submitted systems. The baselines
benchmarks are also shown.

TEAM NAME F1 RANK
SELAM 81.18 1

MIT_KEC_NLP 61.05 2
BYTESIZED LLM 33.02 3

CUET_RUN2 31.84 4
MLG 23.65 5

DLRG_3 21.92 6
TEAMKUBOK 12.94 7

Overall, the shared task showed higher level en-
gagement compared to earlier iterations with mem-
bers beyond Indian subcontinent showing interest
in in obtaining datasets, and seeking potential base-
line codes for the project. Infact many of the partic-
ipants wanted earlier submission window open and
have multiple runs to be submitted. To this end, we
allowed maximum of three submission runs and
selected the best. Moreover we received total of
12 different runs with variety of results and many
interest unexplored approaches. Table 1 shows the
scores and ranks of two teams that made their sub-
mission. SELAM (section 5.1) was ranked first,
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followed by the rest of the teams with lowest result
of 12.94% by TEAMKUBOK (section 5.7) using
ensemble of four language models. There is a large
gap between the methods especially in top three af-
ter which we find the results to spread within 35%
F1.

Throughout this shared task we can see the trend
to shift more towards language specific pretrained
language models. Especially top three systems all
employ language models. Meanwhile explainable
AI method finds its place inside the rank list with
ensemble of simple classifiers. At the same team
few teams employed significant preprocessing in-
deed leading to improvement in results. Besides,
we also see that Bi-LSTM methods are still there
in the overall list.

6.1 Analysis

Table 1 illustrates the comprehensive outcomes,
showcasing the peak achievement of 81.18% by
Team SELAM. The subsequent best performance,
standing at approximately 61.05%, is notably trail-
ing by roughly 20% from MIT_KEC_NLP, while
BYTESIZED LLM lags further behind by a sig-
nificant margin of 50% in F1 scores. Subse-
quently, the remaining five systems display closely
competitive results. A noticeable trend among
the lower-ranking four models reveals a tendency
to overestimate (bias) the presence of offensive
spans, primarily due to limited generalization. Fur-
thermore, ensemble language models, particularly
TEAMKUBOK, exhibit a stark overfitting issue,
displaying an F1 score of 12.94%. Notably, we
find that in the test set, deliberate inclusion of non-
offensive samples aimed to distinctly benchmark
the models’ performances, has impacted the scores
of several models.

7 Conclusion

In this research, we initiated a first shared task
focused on identifying offensive spans within code-
mixed Kannada-English text. Unlike our previ-
ous attempt, we worked with 2k+ social media
comments that were annotated to pinpoint offen-
sive sections. Among 45 registered participants, 7
teams submitted their systems. We detailed their
approaches in our study and discussed their respec-
tive outcomes. Notably, a strategy that employed
pretrained language models and explainable AI
have shown the best results. Conversely, the LSTM
model performed notably worse particularly dis-

playing sensitivity to offensiveness. We’ve made
the data and related information publicly accessi-
ble to support future investigations. Looking ahead,
our plan involves revisiting the identification of
offensive spans within a multitask framework, en-
compassing various forms of offensiveness along-
side the identification of offensive language spans
for kannada.

Ethics Statement

In this paper, we discuss the shared task organized
around identifying offensive spans in Kannada-
English text. To achieve this, we’ve introduced
a novel dataset tailored for both model refinement
and diagnostic purposes. Notably, our data col-
lection process didn’t involve human participants,
eliminating the need for ethical board approval. All
datasets utilized in this study are accessible un-
der licenses permitting sharing and redistribution.
Our aim is to encourage the development of NLP
systems using these datasets, fostering a deeper un-
derstanding of offensive spans. This, in turn, could
significantly enhance the identification of offensive
language across various platforms, carrying consid-
erable societal implications. When appropriately
used, these models and datasets hold promise for
elevating the quality of discussions on social me-
dia channels. However, it’s crucial to acknowledge
potential biases in the models and the datasets them-
selves. Our analysis might lean in certain directions
due relatively small dataset so used for evaluation.
To counteract this to some degree, we have consid-
ered offensive content aimed at underrepresented
communities, aiming to minimize potential biases
and negative repercussions.
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Abstract

This paper examines the submissions of var-
ious participating teams to the task on Hate
and Offensive Language Detection in Telugu
Codemixed Text (HOLD-Telugu) organized as
part of DravidianLangTech 2024. In order to
identify the contents containing harmful infor-
mation in Telugu codemixed social media text,
the shared task pushes researchers and academi-
cians to build models. The dataset for the task
was created by gathering YouTube comments
and annotated manually. A total of 23 teams
participated and submitted their results to the
shared task. The rank list was created by as-
sessing the submitted results using the macro
F1-score.

1 Introduction

In the present technological era, detecting hate
comments on social media has become a crucial
and challenging task (Chakravarthi et al., 2023b;
Priyadharshini et al., 2022; Prasanth et al., 2022).
The growth of internet platforms made it easier
for people to disseminate information, including
offensive and violent postings and comments. Con-
sequently, it is now crucial to address and mitigate
hazardous content in order to automatically main-
tain online platforms clean (Chakravarthi et al.,
2022a,b, 2023b; Chakravarthi, 2023). This is a chal-
lenging endeavour because of the complexity of
the languages and codemix nature of the contents.
However, recently, sophisticated machine learning
algorithms and methods were presented to automat-
ically detect and flag offensive remarks, ranging
from threats and harassment to hate speech and
cyberbullying (Premjith et al., 2023). These tech-
nologies analyze the post content and context for
hate language. In a codemixed Dravidian language,
it is much harder to find hateful words because the
text is codemixed and has linguistic properties like
morphological richness and agglutinative character-
istics (Premjith et al., 2018). Furthermore, sizable

datasets of tagged offensive content are needed to
train and optimize the AI-based models and make
them capable of identifying trends and differenti-
ating between benign and harmful texts (Premjith
et al., 2023).

The shared task on hate and offensive language
detection in Telugu codemixed text intends to de-
tect hate and offensive content in social media posts
and comments written using codemixed Telugu
data. The shared task was conceived as a binary
class problem, where the dataset has two labels for
each data - hate and non-hate. This paper discusses
the task in detail and the models submitted to task
by the participants.

2 Related Works

(Chakravarthi et al., 2023b) presents a compilation
of four datasets extracted from YouTube, which
comprise abusive remarks in Tamil and codemixed
Tamil-English. Polarity has been ascribed to each
dataset’s annotations at the comment level. In or-
der to establish baselines for these datasets, the
authors conducted experiments utilizing various
machine learning classifiers. They subsequently
presented their results in F1-score, precision, and
recall. In (Chakravarthi et al., 2020), the authors
discussed the shared task on offensive language
detection in codemixed Dravidian languages con-
ducted as part of the HASOC shared task. (Ku-
maresan et al., 2021) discuss the overview of the
shared task conducted for detecting hate and offen-
sive language detection in Dravidian languages as
part of HASCO-FIRE.

(Chakravarthi et al., 2023a) proposed a fusion of
multilingual MPNet and CNN for classifying offen-
sive content in social posts written in codemixed
Dravidian languages such as Kannada, Malayalam
and Tamil. (Subramanian et al., 2022) employed
transformer-based and conventional machine learn-
ing models to categorize the codemixed text into
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offensive and non-offensive categories. Moreover,
the authors utilized an adapter-based approach
to fine-tune the pre-trained transformer models.
(Vadakkekara Suresh et al., 2021) discusses a meta-
learning approach for detecting offensive content
in Dravidian language codemixed text.

(Chakravarthi et al., 2022c) introduced a
codemixed dataset for sentiment analysis and offen-
sive language identification in Dravidian languages.
The dataset was prepared in codemixed Kannada,
Malayalam and Tamil.

3 Task Description

We used the CodaLab platform to conduct the task
1. The task aims to develop models to identify
hate and offensive language content in Telugu-
English codemixed social media comments. The
hateful remarks on YouTube were gathered to cre-
ate the dataset. Finding the videos where the hate
comments could be found was the first challenge.
When generating the dataset, consideration was
given to comments containing both Telugu and
English words written in their respective scripts
and comments that wrote Telugu characters using
Latin scripts. According to YouTube’s rules 2, we
annotated the comments into hate and non-hate
categories. Slang was taken into account when an-
notating the Telugu remarks with additional care.
Furthermore, an additional obstacle was presented
by the existence of spam content, which was ex-
traneous to the dataset due to its lack of contex-
tual information. Those remarks were disregarded
with respect to the intended dataset. The effective
analysis and categorization of YouTube comments
may present a challenge due to the prevalence of
incorrect syntax, typographical errors, and non-
standard language usage in social media posts and
comments. Before annotating the text, these re-
marks were reviewed to ensure that the annotators
understood the context properly. The annotators
were native Telugu speakers with strong academic
credentials and fluency in English. In conclusion,
the dataset comprised 4,500 annotated comments,
of which 4,000 were training data and 500 were
test data. Some statistics about the dataset is given
in Table 1.

The test data contained 250 hate and non-hate
data, while the training dataset contained 1,939
hate and 2,061 non-hate comments. There is not

1https://codalab.lisn.upsaclay.fr/competitions/16095
2http://tinyurl.com/ys56hrr5

Table 1: Statistics of the dataset

Statistics Value
Total no.of words 43,432
No.of tokens 18,600
Maximum sentence length 71
Average sentence length 9.65

a significant issue with class imbalance based on
the distribution of data points in each class. Table
2 provides the train-test split of the dataset as well
as the quantity of data points in each class.

Table 2: Distribution of training and test datasets used
for the shared task on abusive language detection in
Telugu-English

Category Train Test
Hate 1,939 250
Non-hate 2,061 250
Total 4,000 250

Sixty-nine teams signed up for the competition.
Only twenty-five teams, though, turned in their
predictions for the test set. Each team was allowed
to submit up to three runs, and the run with the
best performance score was considered for creating
the rank list, which is displayed in Table 3. The
rank list was created, and the performance of the
supplied findings was assessed using the macro
F1-score.

4 System Description

This section discusses the models submitted to the
shared task.

4.1 Sandalphon

This team used a fine-tuned Telugu-BERT model
(Joshi, 2022) for implementation. The authors used
a transliteration-based augmentation technique. A
transliteration model was utilized for transliterating
all the texts to the Telegu script, and another model
to transliterate all the texts to Romanized script.
This team scored the highest F1 score of 0.7711 in
the shared task and shared first place.

4.2 Selam

This team shared first place with team Sandalphon.
The submitted models were based on Convolutional
Neural Network (CNN) and logistic regression for
the classification.
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Table 3: Rank list for the Telugu-English subtask

Team Name macro F1 Rank
Sandalphon (Tabassum
et al., 2024)

0.7711 1

Selam (Kanta et al.,
2024)

0.7711 1

Kubapok 0.7431 3
DLRG1 0.7101 4
DLRG (Rajalakshmi
et al., 2024)

0.7041 5

CUET_Binary_Hackers
(Farsi et al., 2024)

0.7013 6

CUET_OpenNLP_HOLD 0.6878 7
Zavira (Ahani et al.,
2024)

0.6819 8

IIITDWD-zk (Shaik
et al., 2024)

0.6739 9

lemlem - Moein Tash 0.6708 10
Mizan 0.6616 11
byteSizedLLM 0.6609 12
pinealai 0.6575 13
IIITDWD_SVC (Sai
et al., 2024)

0.6565 14

MUCS (KK et al.,
2024)

0.6501 15

Lemlem-eyob 0.6498 16
Tewodros (Achamaleh
et al., 2024)

0.6498 16

Fida (Ullah et al.,
2024)

0.6369 18

Lidoma (Zamir et al.,
2024)

0.6151 19

MasonTigers - Dhiman
Goswami

0.5621 20

Habesha 0.5284 21
MasonTigers - AL
Nahian Bin Emran

0.4959 22

CUET_DASH 0.4956 23
Fango 0.4921 24
Tayyab 0.4653 25

4.3 Kubapok

This team trained the transfer model for text clas-
sification. The model was trained with the fol-
lowing hyperparameters: warmup_ratio=0.1 and
num_epochs=30. The team selected the best epoch
checkpoint based on the F1 score computed over
the development set to fix the model. The final
score was fixed by taking the average of the five
models’ probabilities. The threshold was set at 0.5;

class 0 was selected when the score fell below 0.5,
and class 1 for data with a score greater than 0.5.

4.4 DLRG1

The team employed a Bi-LSTM (Bidirectional
Long Short-Term Memory) to process sequential
data by considering past and future contexts. They
used stacked ensembles to combine predictions
from multiple models to improve accuracy, lever-
aging the strength of diverse model architectures.
A custom stacking model was employed by com-
bining diverse classifiers, swiftly pinpointing hate
speech with heightened accuracy, ensuring a safer
and more inclusive online environment in Telugu-
speaking communities.

4.5 DLRG

The team initially performed transliteration using
the ai4bharat library’s XlitEngine (Madhani et al.,
2022) for Hate and Offensive Language Detection
in Telugu Codemixed Text. The text was translit-
erated to enhance uniformity and facilitate subse-
quent processing. Following transliteration, two
detection methods were implemented. Firstly, lo-
gistic regression with TF-IDF features was em-
ployed. Secondly, a single-cell Bi-GRU model
was built. The model architecture included an
embedding layer, two bidirectional GRU layers,
and dense layers with ReLU activations. Train-
ing of the models included the hyperparameters
such as binary cross-entropy loss and the Adam
optimizer (Kingma and Ba, 2014). The combined
approach leverages transliteration for text normal-
ization and employs diverse models to capture lin-
guistic nuances and sequential patterns in the Tel-
ugu Codemixed Text.

4.6 CUET_Binary_Hackers

The team used the pre-trained BERT large models
such as MuRIL (Khanuja et al., 2021), indicBERT
(Kakwani et al., 2020) and mBERT (Devlin et al.,
2018) by fine-tuning the learning rates and batch
size. Out of all the BERT models tried, the team’s
submission focuses on a fine-tuned indicBERT
model, which gives better accuracy with a good
F1 score.

4.7 CUET_OpenNLP_HOLD

This team used a transformer-based approach. The
team fine-tuned XLM-R-base with the given train-
ing data.
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4.8 Zavira

This team used a BI-LSTM network for classifica-
tion.

4.9 IIITDWD-zk

The team utilized large language models such
as Zephyr-7b-beta (Tunstall et al., 2023) and
OpenChat-3.5 (Wang et al., 2023). In the second
work, the team used an LSTM model to understand
the context of the comments.

4.10 lemlem - Moein Tash

This team used Support Vector Machine (SVM),
Simple Recurrent Neural Network (RNN) and Lo-
gistic Regression for the classification.

4.11 Mizan

This team used Simple Recurrent Neural Network
(RNN) and Logistic Regression for the classifica-
tion.

4.12 byteSizedLLM

They utilized embeddings generated from a sub-
set of AI4Bharat’s data (Kakwani et al., 2020),
encompassing 100,000 randomized lines. These
embeddings were created using our custom-built
subword tokenizers for Telugu (with a size of 7.6
MB) and Tamil (with 1.3 MB) languages. The
team employed a Bi-LSTM classifier to perform
classification tasks.

4.13 pinealai

The team opted for fasttext (Bojanowski et al.,
2017) and SVM for building the model. They ap-
plied GridSearch for the SVM model to know the
best parameters for the model without overfitting
the dataset. They also shuffled the dataset before
any preprocessing to ensure that each observation
was random.

4.14 IIITDWD_SVC

This team used the transliteration method to bring
the text into the Telugu format ultimately and then
used the translation model to translate the Telugu
sentences into the English format and then trained
with different models such as BERT model (cased),
hate BERT and used that translated text and saved
the model in h5 file and then used that model to
predict the labels for the test dataset.

4.15 MUCS
The team used three models - Transfer learning
with BERT model (Mathew et al., 2020), an ensem-
ble of classifiers trained with Rchar and word-level
TF-IDF features and a logistic regression classifier
trained with word, subword and rchar concatenated
features.

4.16 Tewodros
This team used Naive Bayes, Simple Recurrent
Neural Network (RNN) and Logistic Regression
for the classification.

4.17 Fida
The team used multimodels like BERT (Devlin
et al., 2018), roBERTa (Liu et al., 2019) and Distil-
BERT (Sanh et al., 2019) for classification.

4.18 Lidoma
The team used BERT models (Devlin et al., 2018)
for classification.

4.19 MasonTigers
They used XLM-R model (Conneau et al., 2019)
for classification.

4.20 Habesha
The team used character-based RNN and distil-
BERT models.

4.21 CUET_DASH
The submission employs a multi-faceted approach
using three distinct models for hate and offensive
language detection in Telugu codemixed text. Lo-
gistic Regression was applied with feature extrac-
tion, incorporating n-grams and syntactic features
for simplicity and interpretability. Telugu BERT
enhances contextual understanding through fine-
tuning on task-specific data, leveraging deep con-
textual embeddings..

4.22 Fango
They used Logistic regression with encoder-
decoder method and SVM with encoder-decoder
models were used.

4.23 Tayyab
They used BERT models for classification.

The majority of the teams used BERT-based
models for feature extraction. Vairants of the
BERT such as Telugu-BERT (Joshi, 2022), in-
dicBERT (Kakwani et al., 2020), hate-BERT
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(Mathew et al., 2020), and other multilingual BERT
models achieved significant performance in classi-
fiying a Telugu codemixed comment into hate and
non-hate. Teams also used BERT classifier in addi-
tion to BERT embeddings for classification. There
were submissions based on LSTMs and Bi-LSTMs.
However, the performance of those models were
not at par with the performance of the transformer
models.

5 Conclusion

This paper discussed the findings of the shared
task on Hate and Offensive Language Detection
in Telugu Codemixed Text (HOLD-Telugu) con-
ducted as part of the Fourth Workshop on Speech,
Vision, and Language Technologies for Dravidian
Languages (DravidianLangTech-2024) at EACL
2024. The datasets used for the competition were
collected from YouTube comments and annotated
with experts’ help in compliance with YouTube’s
regulations. There were twenty-five submissions
for this task. Most teams used multilingual BERT-
based pre-trained models to transform the input
text into the feature vector. The other submissions
consisted of models using TF-IDF features and ma-
chine learning classifiers. We used macro F1-score
to compute the classification performance and pre-
pared the rank list accordingly.
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Abstract

This paper presents the findings of the shared
task on multimodal sentiment analysis, abusive
language detection and hate speech detection
in Dravidian languages. Through this shared
task, researchers worldwide can submit mod-
els for three crucial social media data analysis
challenges in Dravidian languages: sentiment
analysis, abusive language detection, and hate
speech detection. The aim is to build mod-
els for deriving fine-grained sentiment analysis
from multimodal data in Tamil and Malayalam,
identifying abusive and hate content from mul-
timodal data in Tamil. Three modalities make
up the multimodal data: text, audio, and video.
YouTube videos were gathered to create the
datasets for the tasks. Thirty-nine teams took
part in the competition. However, only two
teams, though, turned in their findings. The
macro F1-score was used to assess the submis-
sions.

1 Introduction

Analyzing insights from social media data with sev-
eral modalities—text, audio, and video—is known
as multimodal social media data. Text data from
sources like Facebook posts, YouTube comments,
and tweets make up conventional social media data.
The primary goal of social media data analysis is to
extract useful information from text data. However,
a study published in (Chakravarthi et al., 2021)
considers the variety of content posted on social
media sites. Multiple modalities in the data can
be analyzed to provide a more thorough knowl-
edge of user behaviour, attitudes, and trends. It
is possible to think of the features retrieved from
audio and video data as extra information that im-
proves the text features of the input data. Pitch,
tone, and the video’s facial expressions can all be
used to fine-tune the elements used to identify var-
ious viewpoints and expressions more accurately.
To analyze and identify various data categories,

multimodal social media data analysis integrates
methods from several fields, such as computer vi-
sion (CV), speech processing, and natural language
processing (NLP).

The Multimodal Social Media Data Analy-
sis in Dravidian Languages (MSMDA-DL) at
the Fourth Workshop on Speech, Vision, and
Language Technologies for Dravidian Languages
(DravidianLangTech-2024) at EACL 2024 has
three tasks: multimodal sentiment analysis in Tamil
and Malayalam; multimodal detect abusive lan-
guage in Tamil; and multimodal detect hate speech
in Tamil. The primary goal of the shared task is to
motivate researchers and academicians worldwide
to join and submit their methods and findings to
help research in languages with limited resources,
such as Tamil and Malayalam.

The shared task on Multimodal Social Media
Data Analysis in Dravidian Languages (MSMDA-
DL) is summarized in this work. Additionally, the
results of the submitted models for the three sub-
tasks are discussed in this study. The shared task
was hosted on the CodaLab 1. All enrolled partic-
ipants received access to training and validation
data to construct their models. The test data with-
out labels were later shared to use the developed
models to forecast the future. Thirty-nine teams
signed up for the two subtasks. Only two teams,
though, turned in their findings.

2 Literature Review

Users on many social media sites write mes-
sages and comments in their native tongue and
codemixed languages. As a result, machine learn-
ing models developed using monolingual datasets
are inappropriate for classifying abusive language
or deciphering the emotions present in languages
with mixed coding. However, scientists are making
strides toward creating systems with codemixed

1https://codalab.lisn.upsaclay.fr/competitions/16093
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datasets. One major problem is, as mentioned
above, the process of gathering and annotating data.

2.1 Datasets
To detect hate speech and offensive content,
(Chakravarthi et al., 2020b,a; Hande et al., 2021a;
Mandl et al., 2020) provided a few Dravidian lan-
guage datasets. The datasets (Saumya et al., 2021;
Yasaswini et al., 2021; Hande et al., 2021b; Ke-
dia and Nandy, 2021; Renjit and Idicula, 2020;
Chakravarthi et al., 2022) have been used to suggest
several models. For emotion analysis and offensive
language detection tasks, the authors (Chakravarthi
et al., 2022) created datasets using the YouTube
comments of three Dravidian languages: Malay-
alam–English (20,000), Tamil–English (44,000),
and Kannada–English (7000).

2.2 Models
An ensemble of multilingual BERT models was
used by the authors (Singh and Bhattacharyya,
2020) to identify objectionable content and hate
speech in Dravidian languages. For tasks includ-
ing detecting hate speech and offensive content,
they received an F-score of 0.95. In Malayalam
comments on YouTube (mixing code and script). F-
scores 0.86 and 0.72 were obtained for hate speech
and offensive content detection tasks for YouTube
or Twitter datasets in Malayalam (codemixed: Tan-
glish and Manglish). The obtained weighted av-
erage F1-score was 0.89. To identify offensive
language, transformer-based models and machine
learning were employed by (Dave et al., 2021).
The authors used pre-trained word embedding and
character n-gram to represent the sentences. For
Tamil and Malayalam, the F1 scores were 0.71 and
0.95 respectively. Transformer-based models, in-
cluding BERT, RoBERTa, and MuRiL, have been
employed by (Li, 2021; Dowlagar and Mamidi,
2021; Zhao and Tao, 2021; Chen and Kong, 2021;
Dave et al., 2021) for the job of identifying of-
fensive languages for Dravidian languages. Text-
based datasets and models are available for senti-
ment analysis, abusive language detection, and hate
speech detection in Dravidian languages. However,
multimodal dataset research still needs to be im-
proved.

3 Description of the subtasks

The three subtasks - multimodal sentiment analysis
in Tamil and Malayalam, multimodal abusive lan-
guage identification in Tamil and multimodal hate

Table 1: Details of the dataset used for the shared task
on multimodal Sentiment Analysis in Tamil and Malay-
alam

Dataset Tamil Malayalam
Training 44 50
Validation 10 10
Test 10 10

speech detection in Tamil - as well as the dataset
utilized, are covered in this section. There are two
tasks in the "Multimodal Sentiment Analysis in
Tamil and Malayalam" subtask: one in Tamil and
one in Malayalam. Both tasks are modelled as a
multiclass classification task with. The subtask
"Multimodal abusive language detection in Tamil"
is a binary class classification task, whereas the
third task, "multimodal hate speech detection in
Tamil", is a multiclass classification task. All of the
tasks mentioned above included text, audio, and
video data, and participants could use any combi-
nation of modalities to create their models.

3.1 Multimodal Sentiment Analysis in Tamil
and Malayalam

This is the third edition of this subtask (Premjith
et al., 2023), (Premjith et al., 2022). There are two
sections in this subtask: one for Tamil and another
for Malayalam (Chakravarthi et al., 2021). We
considered YouTube to gather data for this work.
We gave the participants test, validation, and train-
ing data. Data for training and validation were
made available simultaneously, and unlabeled test
data was provided during the testing stage. The
data points were annotated with five labels in both
languages: Highly Positive, Positive, Neutral, Neg-
ative, and Highly Negative.

The 64 data samples in the Tamil data were di-
vided into training, validation, and test data in a
22:5:5 ratio. There were 70 data samples in the
Malayalam corpus, of which 50 were used for train-
ing and 10 for each validation and testing. The di-
vide is explained in depth in Table 2, which 2 shows
the class-wise distribution of the data points in both
languages. The class-wise distribution of the data
points utilized in the training, validation, and test
datasets is provided in the Tables 3 and 4. It is clear
from the dataset specifics that there is an issue with
high-class imbalance. There are substantially more
data points in the positive category.

57



Table 2: Class-wise distribution of the dataset used for
the shared task on multimodal Sentiment Analysis in
Tamil and Malayalam

Category Tamil Malayalam
Highly Positive 8 9
Positive 38 39
Neutral 8 8
Negative 5 12
Highly Negative 5 2
Total 64 70

Table 3: Distribution of training, validation, and test
datasets used for the shared task on multimodal Senti-
ment Analysis in Tamil

Category Train Validation Test
Highly Positive 5 3 1
Positive 29 4 5
Neutral 4 2 2
Negative 3 1 1
Highly Negative 3 0 1
Total 44 10 10

Table 4: Distribution of training, validation, and test
datasets used for the shared task on multimodal Senti-
ment Analysis in Malayalam

Category Train Validation Test
Highly Positive 5 2 2
Positive 31 5 3
Neutral 5 1 2
Negative 8 2 2
Highly Negative 1 0 1
Total 50 10 10

Table 5: Details of the dataset used for the shared task
on multimodal abusive language detection in Tamil

Dataset Abusive Non-abusive
Training 38 32
Test 9 9

3.2 Multimodal Abusive Language Detection
in Tamil

This is the second edition of this task (Premjith
et al., 2023). We supplied test and training data
for this competition. Seventy YouTube videos,
both abusive and non-abusive, comprise the train-
ing data. The dataset collection process is similar to
that of the sentiment analysis task. Following that,
88 films were classified as abusive or non-abusive
using the assistance of qualified native speakers
(Ashraf et al., 2021).

The dataset was split into test and training sub-
sets. Eighteen videos were in the test dataset, and
seventy in the training dataset. Both datasets con-
tain text and audio data in addition to videos. There
are 38 videos in the abusive category and 32 in the
non-abusive category in the training dataset. The
quantity of data points in every class indicates a
little issue with class imbalance. There are nine
abusive and nine non-abusive videos in the set of
18 test videos. We sent the test data without labels
for the competition’s testing phase. However, fol-
lowing the competition’s conclusion, we made the
test data with labels available. Table 5 details the
training and testing data.

3.3 Multimodal Hate Speech Detection in
Tamil

The hate speech detection task is a multiclass classi-
fication problem, where the data points are labelled
into four categories: caste, offensive, racist, and
sexist. The training data comprised 40 samples,
whereas the test data comprised 12. The class-wise
distribution of data in both train and test data is
shown in Tables 6 and 7.

4 System Description

We received two submissions; only one team par-
ticipated in all three tasks. Each team could submit
up to three runs. The run with the highest macro
F1 score was considered when creating the rank
list. Below are the system descriptions that were
submitted for the shared tasks.
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Table 6: Details of the training dataset used for the
shared task on multimodal hate speech detection in
Tamil

Class # Data points
Caste 12
Offensive 13
Racist 12
Sexist 3
Total 40

Table 7: Details of the test dataset used for the shared
task on multimodal hate speech detection in Tamil

Class # Data points
Caste 3
Offensive 4
Racist 4
Sexist 1
Total 12

Table 8: Ranklist for the shared task on multimodal
sentiment analysis in Tamil

Team Macro F1 Rank
Wit Hub 0.2444 1

Table 9: Ranklist for the shared task on multimodal
abusive language detection in Tamil

Team Macro F1 Rank
Binary_Beasts 0.7143 1
Wit Hub 0.4156 2

Table 10: Ranklist for the shared task on multimodal
hate speech detection in Tamil

Team Macro F1 Rank
Wit Hub 0.2881 1

4.1 Binary_Beasts

The team (Rahman et al., 2024) participated only
in abusive language detection. The team used Con-
vLSTM for the video dataset, and for the audio
dataset, they used BiLSTM and multinomial naive
Bayes for the text dataset. They did not use any ex-
ternal data to build the model. This team developed
three models. From these models, they counted the
majority-based result for the final output.

4.2 Wit Hub

The team (HS et al., 2024) used three different mod-
els for each subtask. They considered only text data
for the analysis. For the sentiment analysis task, the
team used LSTM, K-means, KNN and logistic re-
gression models for classification. TF-IDF features
and Multinomial Naive Bayes classifier were used
to train the model for categorising data into abusive
and non-abusive categories. In contrast, TF-IDF
and random forest feature-classifier combination
were considered for the hate speech identification
task. This team did not use any external data to
train the model.

The rank lists for multimodal sentiment analysis
in Tamil, multimodal abusive language detection
in Tamil, and multimodal hate speech detection in
Tamil are shown in Tables 8, 9 and 10, respectively.

Among the submitted models, only Bi-
nary_Beats used three modalities to develop their
model. The ConvLSTM model used by this team
captures the features from the image frames and
the LSTM can model the sequentiality of the image
frames, which is an interesting approach. They con-
sidered LSTM for capturing the sequential proper-
ties of other modalities. The second team, Wit Hub
relied on text data and extracted TF-IDF features
for classification. From the results, it is evident that
TF-IDF features are not good enough to classify
the data into different categories for the data used
in this shared task.

5 Conclusion

The results of the shared task on Multimodal So-
cial Media Data Analysis in Dravidian Languages
(MSMDA-DL) are presented in this study. The
task dataset was made up of transcripts and au-
dio that went along with videos that were gathered
from YouTube. Thirty-nine people signed up for
each of the three subtasks. Nevertheless, only two
teams turned in their predictions for the test data
that the participants were given. To create the rank
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list and evaluate the performance of the submitted
forecasts, we employed the macro F1-score.
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Abstract

Sentiment Analysis (SA) in Dravidian code-
mixed text is a hot research area right now. In
this regard, the "Second Shared Task on SA
in Code-mixed Tamil and Tulu" at Dravidian-
LangTech (EACL-2024) is organized. Two
tasks namely SA in Tamil-English and Tulu-
English code-mixed data, make up this shared
assignment. In total, 64 teams registered for
the shared task, out of which 19 and 17 sys-
tems were received for Tamil and Tulu, respec-
tively. The performance of the systems sub-
mitted by the participants was evaluated based
on the macro F1-score. The best method ob-
tained macro F1-scores of 0.260 and 0.584 for
code-mixed Tamil and Tulu texts, respectively.

1 Introduction

Sentiment Analysis (SA) employs machine learn-
ing and artificial intelligence techniques to extract
and classify the sentiments and emotions about a
person (Raj et al., 2024), service, event or a topic
that individuals may be hiding behind a text. SA
finds its applications in a wide range of fields, such
as e-commerce, healthcare, banking, politics, and
others. SA is challenging as sentiments vary based
on context, emojis and usage of irony and sarcasm
in casual conversations (Hegde et al., 2023b). Digi-
tal revolution paved the way for the native speakers
of Dravidian languages to express their opinion in
social media platforms which has lead to a great
deal of attention for SA in Dravidian languages
(Chakravarthi et al., 2020c). It is challenging due
to language complexity and availability of low re-
sources. Code-mixing adds much more complexity
in analysing the sentiments as people have the ten-
dency of using non-native scripts in place various

historically used scripts (Chakravarthi et al., 2021b;
Hegde and Shashirekha, 2022). In such cases, SA
models trained on monolingual data may not suit
for code-mixed data because of complex linguistic
patterns (Chakravarthi et al., 2022, 2021a).

Tamil- holds the distinction of being one of In-
dia’s oldest surviving classical languages (Vasan-
tharajan et al., 2022; Hegde et al., 2022b). Rec-
ognized as a scheduled language under the Indian
constitution, it serves as the official language in
Tamil Nadu and Puducherry. Beyond India, Tamil
is acknowledged as a national language in both
Singapore and Sri Lanka. With a significant pres-
ence, it is spoken by a sizable minority in additional
south Indian states, including Kerala, Karnataka,
Andhra Pradesh, Telangana, and the Union Terri-
tory of Andaman and Nicobar Islands (Bharathi
et al., 2023). The archaeological evidence of the
first Tamil script, dating back to 580 BCE, was
discovered on pottery in the Keezhadi, Sivagangai,
and Madurai districts of Tamil Nadu by the Tamil
Nadu State Department of Archaeology and the
Archaeological Survey of India (Sivanantham and
Seran, 2019).

Tulu - is a prominent Dravidian language, spo-
ken by around 2.5 million people, primarily in
the Dakshina Kannada and Udupi districts of Kar-
nataka, along with certain areas in Kasaragod, Ker-
ala. The language preserves key features of an-
cient Dravidian languages, offering a glimpse into
linguistic traditions while also introducing unique
innovations not observed in other Dravidian lan-
guages (Padmanabha Kekunnaya). Tulu stands as
a testament to the linguistic diversity and rich cul-
tural tapestry present in the Indian subcontinent
(Antony et al., 2012; Hegde et al., 2022c).
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Team name Run name Precision Recall
Macro

F1-score
Rank

MUCS (B et al., 2024) Run2 0.291 0.279 0.260 1
CUETSentimentSillies (Tripty et al., 2024) Run1 0.288 0.270 0.258 2
CUET_Binary_Hackers (Eusha et al., 2024) Run3 0.279 0.268 0.227 3
CEN-Amrita Run1 0.250 0.259 0.220 4
Transformers (Singhal and Bedi, 2024) Run1 0.245 0.279 0.212 5
KEC_DL_KSK Run3 0.278 0.263 0.197 6
Habesha Run2 0.299 0.253 0.171 7
KEC_AI_CODE_MAKER (Shanmugavadivel et al., 2024a) Run1 0.284 0.258 0.170 8
bytesizedllm Run1 0.277 0.245 0.157 9
kubapok Run2 0.144 0.131 0.122 10
wordwizards (Balaji et al., 2024) Run1 0.213 0.243 0.074 11
Fango Run1 0.075 0.162 0.060 12
InnovationEngineers (Shanmugavadivel et al., 2024b) Run1 0.102 0.165 0.035 13

Table 1: Rank list based on macro average F1 score for code-mixed Tamil text

2 Task Description

Tamil and Tulu are low-resource Dravidian lan-
guages, where limited resources are available
specifically for SA. The primary objective of the
proposed shared task1 is to find the sentiment po-
larity in gold standard code-mixed Tamil-English
(Chakravarthi et al., 2020b) and Tulu-Kannada-
English (Hegde et al., 2022a) datasets. These code-
mixed datasets consist of posts and comments gath-
ered from YouTube comments. Class imbalance
issues are also present in this dataset, which repre-
sents a real-world situation (Hegde et al., 2023a).
The secondary objective is to support studies that
will shed light on the expression of sentiment in
code-mixed scenarios. This task involves classify-
ing polarity of YouTube comments into four cate-
gories: positive, negative, neutral, or mixed emo-
tions.

3 Dataset

Due to the widespread expansion of digital content
on social media platforms like YouTube, Twitter,
and Instagram, there has been a substantial increase
in SA of social media text in even low-resource lan-
guages, including Kannada, Tamil, Telugu, and
Malayalam (Hande et al., 2020; Chakravarthi et al.,
2020a). Despite the development of numerous
SA models, the evolving nature of user-generated
content, which is becoming more diverse and cre-
ative, underscores the need for more efficient tools
(Hegde et al., 2023c; Rachana et al., 2023). Fo-

1https://codalab.lisn.upsaclay.fr/
competitions/16088

cusing on YouTube comments for SA, two gold
standard corpora: i) Tamil-English and ii) Tulu-
Kannada-English are made available to the research
community through this shared task. The corpora,
acting as a crucial repository, offer substantial sup-
port for researchers and practitioners engaged in
SA within multilingual contexts. Specifically, they
enable the development and evaluation of mod-
els adept at processing code-mixed data present in
Tamil and Tulu texts derived from YouTube com-
ments. The statistics of these corpora are given in
Table 2.

4 Related work

Recent advancements in SA on social media have
witnessed notable progress, particularly in the
realm of the internet (Wankhade et al., 2022).
These studies have extended their focus to encom-
pass not only high-resource languages but also low-
resource languages, reflecting a growing recogni-
tion of the importance of linguistic diversity in un-
derstanding and analyzing user sentiments across
various social media platforms (Chakravarthi et al.,
2022; Priyadharshini et al., 2021). This inclusive
approach enhances the applicability and effective-
ness of sentiment analysis techniques in capturing
the nuances of expression in a wide array of lan-
guages. With this view, Chakravarthi et al. (2020c)
and B et al. (2022) organized shared tasks in code-
mixed Dravidian languages to promote SA under
low-resource scenarios.

SR et al. (2022) presented kernel-based extreme
learning for SA in code-mixed Dravidian languages
(Tamil, Kannada, and Malayalam). Their focus was

63

https://codalab.lisn.upsaclay.fr/competitions/16088
https://codalab.lisn.upsaclay.fr/competitions/16088


Label Train Set Development Set Test set
Tamil Tulu Tamil Tulu Tamil Tulu

Positive 20,070 3,118 2,257 369 73 248
Neutral 5,628 1,719 611 202 137 140

Mixed Feeling 4,020 974 480 120 101 70
Negative 4,271 646 438 90 338 43

Table 2: Class-wise distribution of code-mixed Tamil and Tulu texts

more on handling data imbalance issues and ex-
tracting more relevant features employing feature
selection techniques. A Deep Learning (DL) tech-
nique for SA on code-mixed Malayalam text us-
ing Hierarchical Attention Network (HAN) model
was proposed by Pillai and Arun (2024). AL-
BERT2 tokenization was executed and key fea-
tures specifically Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) based and n-grams fea-
tures were extracted in the feature extraction step.
Feature fusion was applied to the retrieved fea-
tures using HAN and Shannon entropy. Finally,
sentiment in the comments was categorized into
positive or negative class. They concluded that the
Feature fusion+HAN technique achieved better re-
sults for Malayalam code-mixed data. SA on Tamil
code-mixed data using a variety of cutting-edge
learning and hybrid deep learning algorithms was
implemented by Shanmugavadivel et al. (2022).
Various pre-processing procedures, such as emojis
removal, repeated characters removal, punctuation,
symbols, and number removal were employed to
clean the data set. TF-IDF technique was used
for feature extraction. The authors made a claim
stating that the creation of hybrid DL models by
merging Convolutional Neural Network (CNN) +
Long Short Term Memory (LSTM), LSTM+CNN,
CNN+Bidirectional LSTM (BiLSTM), and BiL-
STM+CNN makes their study effort novel. It was
found that the hybrid DL model CNN+BiLSTM
was effective at SA on data with mixed Tamil and
English codes.

Late-off transformer models have gained tremen-
dous attention from the scholarly community,
specifically for SA in Dravidian languages
(Elankath and Ramamirtham, 2023). The exist-
ing research on SA in code-mixed Dravidian lan-
guages has identified key trends and emphasized
the need for further exploration (Saini and Roy,
2023). While some studies have utilized good-
quality datasets and models, the literature under-

2https://huggingface.co/docs/transformers/en/
model_doc/albert

scores the substantial gaps that persist in under-
standing hidden sentiments within these languages
(Hande et al., 2022). Despite the progress made,
a significant research opportunity exists to delve
deeper into the complexities of sentiment analysis
in code-mixed Dravidian languages and contribute
to the advancement of this field.

5 Methodology

We received a total of 19 submissions for Tamil
and 17 submissions for Tulu. The systems were
evaluated based on macro average F1 scores and
rank lists were prepared. Table 1 and Table 3
show the rank lists of code-mixed Tamil and Tulu
texts respectively. We briefly describe below the
methodologies used by the top five teams.

• MUCS (B et al., 2024): The authors imple-
mented SVM and an ensemble of three Ma-
chine Learning (ML) classifiers (Support Vec-
tor Model (SVM), Random Forest (RF), and
k Nearest Neighbors (kNN)) for SA in code-
mixed Tamil and Tulu text. They also em-
ployed Gridsearch algorithm to get the opti-
mal hyperparameters of the classifiers. Their
proposed model obtained macro F1 scores of
0.260 and 0.584 for code-mixed Tamil and
Tulu texts securing 1st and 2nd ranks in the
shared task.

• CUET_Binary_Hackers (Eusha et al., 2024):
The authors fine-tuned indicbert3 (Kakwani
et al., 2020) and indic-sentence-bert-nli4 (De-
ode et al., 2023) models for Tamil lan-
guage and bert-base-multilingual-cased5 (De-
vlin et al., 2018) (mBERT) model for Tulu lan-
guage. In addition, they ensembled ML clas-
sifiers with majority voting for SA in Tamil

3https://huggingface.co/ai4bharat/indic-bert
4https://huggingface.co/l3cube-pune/

indic-sentence-bert-nli
5https://huggingface.co/

bert-base-multilingual-cased
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Team name Run name Precision Recall Macro F1-score Rank
CUET_Binary_Hackers (Eusha et al., 2024) Run1 0.590 0.580 0.584 1
kubapok Run1 0.617 0.57 0.584 1
MUCS (B et al., 2024) Run2 0.548 0.554 0.550 2
Habesha Run1 0.502 0.531 0.504 3
CEN-Amrita Run1 0.488 0.489 0.477 4
CUETSentimentSillies (Tripty et al., 2024) Run1 0.512 0.468 0.468 5
KEC_DL_KSK Run2 0.485 0.446 0.443 6
Fango Run1 0.316 0.404 0.344 7
wordwizards_tulu (Balaji et al., 2024) Run1 0.296 0.270 0.251 8
Transformers (Singhal and Bedi, 2024) Run1 0.222 0.251 0.221 9

Table 3: Rank list based on macro average F1 score for code-mixed Tulu text

and Tulu languages. Their proposed ensem-
ble model obtained a macro F1 score of 0.227
securing 3rd rank in the shared task for Tamil
language. Further, their fine-tuned mBERT
model obtained a macro F1 score of 0.584
securing 1st rank in the shared task for Tulu
language.

• CUETSentimentSillies (Tripty et al., 2024):
The authors have resampled the Tamil dataset
before pre-processing and fine-tuned xlm-
roberta-base-language-detection6 - a pre-
trained model to fins SA in code-mixed Tamil
text (Conneau et al., 2019). Whereas, for
Tulu, they fine-tuned bert-base-multilingual-
uncased-sentiment7 model for SA in code-
mixed Tulu text. Their proposed models ob-
tained macro F1 scores of 0.258 and 0.468
securing 2nd and 5th ranks in the shared task
for code-mixed Tamil and Tulu texts respec-
tively.

• CEN-Amrita: The team employs a combina-
tion of CNN in feature extraction and BiL-
STM layers to capture contextual information
for SA in Tamil and Tulu languages. Their
proposed model obtained macro F1 scores of
0.220 and 0.477 for Tamil and Tulu languages
respectively securing 4th rank in the shared
task for both the languages.

• kubapok: The authors fine-tuned five BERT
variants: twhin-bert-large8 (Zhang et al.,

6https://huggingface.co/papluca/
xlm-roberta-base-language-detection

7https://huggingface.co/nlptown/
bert-base-multilingual-uncased-sentiment

8https://huggingface.co/Twitter/
twhin-bert-large

2023), muril-base-cased9 (MuRIL) (Khanuja
et al., 2021), mDeBERTa V3 base10 (He et al.,
2021), xlm-roberta-large11 (Conneau et al.,
2019), and xlm-roberta-large for SA in code-
mixed Tamil and Tulu texts. They averaged
all the probabilities of the five models while
taking considering the prediction. Their pro-
posed methodology achieved macro F1 scores
of 0.122 and 0.584 securing 10th and 1st ranks
in the shared task for code-mixed Tamil and
Tulu texts respectively.

• Transformers (Singhal and Bedi, 2024): The
authors have carried out minority undersam-
pling for both the datasets as the provided
Tamil and Tulu datasets are imbalanced. They
separately fine-tuned XLM Roberta (Conneau
et al., 2019) for Tamil and Tulu languages.
Their proposed models obtained the macro F1
scores of 0.212 and 0.221 securing 5th and 9th

ranks in the shared task for code-mixed Tamil
and Tulu texts respectively.

• Habesha: The team employs two distinct mod-
els: i) Run1 - a model based on transformers
for embedding, coupled with DL techniques
for the purpose of classification and ii) Run 2
- a fine-tuned DistilBERT12 (Sanh et al., 2019)
model for SA in Tamil and Tulu languages.
Run 2 obtained macro F1 score of 0.171 for
code-mixed Tamil text. Further, Run 1 ob-
tained a macro F1 score of 0.504 for code-

9https://huggingface.co/google/
muril-base-cased

10https://huggingface.co/microsoft/
mdeberta-v3-base

11https://huggingface.co/FacebookAI/
xlm-roberta-large

12https://huggingface.co/docs/transformers/en/
model_doc/distilbert
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mixed Tulu text. This team secured 7th and
5th ranks in the shared task for Tamil and Tulu
languages.

6 Evaluation

The sentiment class distribution is imbalanced
in datasets, particularly in the Tamil code-mixed
dataset, where the majority of comments are cate-
gorized as Positive sentiment (20,070). Addressing
this imbalance is crucial for developing a robust SA
model that can effectively capture nuanced patterns
across different sentiment classes. Similarly, the
Tulu code-mixed dataset has class imbalance with
Positive (3,118) and Neutral (1,719) being the ma-
jority classes. In addressing class imbalance, the
utilization of the macro F1 score serves as a robust
metric for ranking systems. This approach is benefi-
cial when evaluating models trained on imbalanced
datasets, as it offers a balanced assessment of per-
formance across all classes, irrespective of their dis-
tribution. Unlike accuracy, which can be mislead-
ing in imbalanced scenarios where a model may ex-
cel by predominantly predicting the majority class,
the macro F1 score assigns equal importance to
each class. This makes it a reliable metric for eval-
uating model performance in situations character-
ized by class imbalances, as it takes into account
both precision and recall for each class. The com-
putation of the macro F1 score involves averaging
the F1 scores of individual classes in a multi-class
classification problem, providing a comprehensive
and fair evaluation of the model’s effectiveness. To
facilitate this calculation, we leveraged the clas-
sification report tool from Scikit-learn13, which
provided comprehensive metrics and insights for
evaluating the performance of the systems.

7 Results and Discussion

There are 64 participants in the SA shared task,
which focused on two languages: code-mixed
Tamil and Tulu text. Among them, 19 for Tamil
and 17 teams for Tulu actively engaged in the chal-
lenge, submitting their systems for Tamil and Tulu
language tracks. The resulting rank lists, depicted
in Tables 1 and 3 for Tamil and Tulu languages
respectively, outline the performance of these sys-
tems. Notably, a majority of the submissions were
adept at handling SA for both languages concur-
rently. This section unveils the top-ranked out-

13https://scikit-learn.org/stable/modules/
generated/sklearn.metrics.f1_score.html

comes for both languages, emphasizing macro F1
scores as the evaluation metric. The rankings sig-
nify the systems’ proficiency on the dataset, with
higher positions denoting superior macro F1 scores
across all classes, thereby providing a comprehen-
sive assessment of their performance.

Teams that participated in the SA shared task
have frequently employed transformer models such
as XLM-RoBERTa, mBERT, DeBERTa-Large14,
MuRIL, and IndicBERT15, despite these models
not being originally pre-trained on code-mixed text.
The application of these linguistic representations
has been diverse, with teams exploring a variety
of ML models, including SVM, kNN, Multi Layer
Perceptron, Linear Support Vector Classifier, and
RF. Furthermore, DL models such as CNN and BiL-
STM have been extensively experimented with. To
effectively address the challenges associated with
processing code-mixed text, these models are com-
bined with TF-IDF of word and character n-grams,
showcasing a holistic approach to SA on multi-
lingual and code-mixed data. One team (MUCS
(B et al., 2024)) in the SA shared task has distin-
guished itself by employing a grid-search algorithm
to meticulously determine optimal hyperparame-
ter values for their ML algorithms. Going beyond
individual models, this team has implemented a so-
phisticated ensemble approach, utilizing majority
voting across three distinct ML classifiers. This en-
semble strategy, combined with the fine-tuned hy-
perparameter values, underscores the team’s com-
mitment to maximizing performance and robustly
addressing the challenges of SA in code-mixed
text.

Participants in the SA shared task faced chal-
lenges when working with code-mixed text, partic-
ularly due to the inclusion of non-native scripts in
the corpus. In response, they addressed this issue
by acquiring pre-trained models from libraries and
fine-tuning them to better suit their corpora. No-
tably, the limited availability of resources for Tulu
code-mixed text, in contrast to Tamil, prompted
participants to take proactive measures, including
resource generation and training pre-trained mod-
els from scratch. Acknowledging the data imbal-
ance within the dataset, participants strategically
employed the undersampling technique to effec-
tively mitigate the imbalance and enhance the per-

14https://huggingface.co/microsoft/
deberta-large

15https://huggingface.co/ai4bharat/
IndicBERTv2-MLM-only
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formance of their SA models. Despite earnest ef-
forts, both BiLSTM models and traditional ML al-
gorithms fell short of delivering satisfactory results
when compared to the performance of transformer-
based models. Notably, among the diverse models
tested, mBERT and other transformer-based archi-
tectures demonstrated the most promising and su-
perior performance. Further, Gridsearch algorithm
was found to be more beneficial in obtaining better
performance.

The participated teams in the competition have
highlighted a concerning trend of persistently low
F1 scores, indicating a notable challenge in achiev-
ing robust SA. The likely reason for this issue is the
significant data imbalance present in the provided
datasets, a factor that has not been adequately ad-
dressed in the system descriptions provided by par-
ticipating teams. Moreover, a predominant reliance
on feature extraction and classifier construction
methods by most participants, instead of incorpo-
rating feature selection techniques, may contribute
to the suboptimal performance.

8 Conclusion

In presenting the results of the SA shared task on
code-mixed Tamil and Tulu text, the dataset used
was comprised of code-mixed instances sourced
from social media, notably YouTube comments. A
prevalent strategy among the participants involved
the application of fine-tuning techniques to pre-
train multilingual language models to address the
SA challenge. By adopting this approach, partic-
ipants were able to capitalize on the pre-existing
knowledge embedded in the multilingual models
while tailoring them to the context of given code-
mixed Dravidian languages. This method proved
effective in leveraging the strengths of pre-trained
models for improved SA performance in the spe-
cific domain of social media discourse.

The top-performing systems in the shared tasks
demonstrated success through the incorporation of
Gridsearch algorithm, voting classifiers, and fine-
tuned pre-trained models. Despite their achieve-
ments, the results underscore the existing poten-
tial for further enhancement in SA across Tamil
and Tulu languages. The increased participation
and improved performance of the systems signal a
growing interest in the field of Dravidian Natural
Language Processing (NLP) and indicate a posi-
tive trend toward advancing research within this
domain. The ongoing efforts and achievements

in the shared tasks suggest a promising trajectory
for continued development and refinement of SA
techniques for these languages.
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Abstract

The rise of online social media has revolution-
ized communication, offering users a conve-
nient way to share information and stay up-
dated on current events. However, this surge
in connectivity has also led to the prolifera-
tion of misinformation, commonly known as
fake news. This misleading content, often dis-
guised as legitimate news, poses a significant
challenge as it can distort public perception
and erode trust in reliable sources. This shared
task consists of two subtasks such as task 1 and
task 2. Task 1 aims to classify a given social
media text into original or fake. The goal of
the FakeDetect-Malayalam task2 is to encour-
age participants to develop effective models
capable of accurately detecting and classifying
fake news articles in the Malayalam language
into different categories like False, Half True,
Mostly False, Partly False, and Mostly True.
For this shared task, 33 participants submitted
their results.

1 Introduction

The Second Shared Task on Fake News Detec-
tion in Dravidian Languages, held at Dravidian-
LangTech@EACL 20241, is a significant initiative
in the field of natural language processing (NLP)
and computational linguistics. This research article
provides an overview of this event, which focuses
on developing and evaluating techniques for identi-
fying fake news specifically in the Dravidian lan-
guage family. The task aims to address the growing
challenge of misinformation in online content by
leveraging the linguistic characteristics unique to
Dravidian languages. By highlighting the impor-
tance of language-specific approaches to fake news

1https://codalab.lisn.upsaclay.fr/
competitions/16055

detection, this work contributes to advancing the
capabilities of NLP models in combating misin-
formation across diverse linguistic contexts. Fake
News Detection (FND) can be categorized as either
monolingual or multilingual. Monolingual FND fo-
cuses on detecting fake news in a single language,
while multilingual FND involves identifying de-
ceptive content that may involve code-mixing or
code-switching across two or more languages. De-
tecting fake news in low-resource languages poses
challenges due to limited language resources such
as annotated datasets, language models, and pre-
trained embeddings. Nevertheless, there are strate-
gies to enhance fake news detection in these lan-
guages, including the collection and annotation of
data, utilization of cross-lingual models, implemen-
tation of transfer learning, and the development of
domain-specific models. In the study conducted by
Raja et al. (2023), they employed two pre-trained
transformer models namely mBERT and XLM-R
to assess the feasibility of transfer learning from
high-resource languages to low-resource languages
in the context of fake news detection within Dra-
vidian languages.

2 Related Work

The authors (Palani and Elango, 2023) utilize
contextual word embedding using pre-trained lan-
guage models like BERT and RoBERTa, and deep
learning-based models to identify fake news in
Dravidian languages. The authors Chakravarthi
et al. (2022) introduced the DL-based FND sys-
tem, which uses FFN and RoBERTa to identify
fake news and extract contextually dependent fea-
tures, respectively. A Deep learning-based hope
speech detection model in which the contextual
link between words is captured through word em-
bedding using T5-sentence and Indic-BERT was
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developed by Chakravarthi (2022). In order to
identify the hope speech comments, the contex-
tual elements are fed as input to the CNN model
according to Subramanian et al. (2022). The perfor-
mance of the suggested model is assessed using the
HopeEDI multilingual dataset, which is presented
in the shared task 2021 (Chakravarthi, 2020).

A multichannel CNN can be used to teach the
model a variety of features from multiple perspec-
tives. According to Shanmugavadivel et al. (2022),
the model’s several channels each extract features
from the same input in a different way, resulting in
a more accurate representation. A two-stage hope
detection approach was proposed by Chinnappa
(2021). In this approach, the language detector
determines the model’s language, and the hope de-
tector categorizes the text as either hope speech,
non-hope speech, or not lang. The authors Ahmad
et al. (2020) used textual features in conjunction
with machine learning-based ensemble algorithms
to differentiate between authentic and fraudulent
news.

3 Task Description

Task 1: The goal of this task is to classify a given
social media text into original or fake. The data
sources are various social media platforms such
as Twitter, Facebook, etc. Given a social media
post, the objective of the shared task is to classify it
into either fake or original news. For example, the
following two posts belong to fake and original cat-
egories, respectively. This is a comment/post-level
classification task. Given a YouTube comment, the
systems submitted by the participants should clas-
sify it into original or fake news. To download the
data and participate, go to the Participate tab.

Task 2: The Fake News Detection from Malay-
alam News (FakeDetect-Malayalam) shared task
provides a platform for researchers to address the
pressing challenge of identifying and flagging fake
news within the realm of Malayalam-language
news articles. In an age of information overload,
accurate detection of misinformation is crucial for
fostering trustworthy communication. The core ob-
jective of the FakeDetect-Malayalam shared task is
to encourage participants to develop effective mod-
els capable of accurately detecting and classifying
fake news articles in the Malayalam language into
different categories. Here, we considered five fake
categories - False, Half True, Mostly False, Partly
False, and Mostly True.

4 Dataset

The dataset described in the provided Table 1 per-
tains to the Second Shared Task on Fake News De-
tection in Dravidian Languages, conducted at Dra-
vidianLangTech@EACL 2024, focusing on two
distinct tasks. For Task A, the objective is to clas-
sify news items into ‘Fake’ and ‘Original’ cate-
gories. The dataset for this task comprises 1,599
training instances for ‘Fake’ and 1,658 for ‘Orig-
inal’, with respective testing sets of 507 and 512
instances, and development sets of 406 and 409
instances. Task B is more granular, aiming to
categorize news into ‘Half True’, ‘False’, ‘Partly
False’, and ‘Mostly False’. The numbers of train-
ing samples for these categories are 145, 1,251,
44, and 242, respectively. The test set includes
24 instances for ‘Half True’, 149 for ‘False’, 14
for ‘Partly False’, and 63 for ‘Mostly False’. The
dataset does not include development sets for Task
B. This carefully curated dataset is instrumental for
researchers in the field of computational linguistics,
particularly for those focusing on the development
of automated fake news detection systems within
the scope of Dravidian languages, which are less
commonly addressed in computational research.

Task Classes Train Test Dev
Task A Fake 1,599 507 406

Original 1,658 512 409
Task B Half True 145 24 -

False 1,251 149 -
Partly False 44 14 -
Mostly False 242 63 -

Table 1: Dataset statistics for Malayalam

5 Participants Methodology

5.1 Task A

• The team "CUETDUO" (Rahman et al.,
2024) employed a state-of-the-art text clas-
sification approach using a pre-trained Malay-
alam BERT model (Joshi, 2022). The method
involved fine-tuning the BERT model on a
labeled dataset consisting of Malayalam text
samples with corresponding Fake labels. This
approach achieved an F1 score of 0.88.

• "Punny_Punctuators" (Tabassum et al.,
2024) team has used BERT (Devlin et al.,
2018) and XLMRoBERTa Base (Conneau
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et al., 2019) for task A and obtained an F1
score of 0.87.

• The team called "TechWhiz"(M et al., 2024)
used transformer models to classify the fake
news. This team achieved a score of 0.86.

• The team "CUET_Binary_Hackers" (Farsi
et al., 2024) team employed many BERT mod-
els, including indicBert (Kakwani et al., 2020),
mBert, specifically MuRIL (Khanuja et al.,
2021), and other multilingual BERT models.
Out of all the models considered, the team
specifically focused on a fine-tuned MuRIL
BERT model for the submission and demon-
strated an F1 score of 0.86.

• In an attempt by the team
"CUET_NLP_GoodFellows" (Osama
et al., 2024), they have used transformer-
based approaches such as XLM-R and
mBERT for task 1. And, this attempt
produced an F1 score of 0.85.

• The team "CUETSentimentSillies" (Far-
daush Tripty et al., 2024) did some preprocess-
ing like emoji removal, punctuation removal,
English stopwords removal, url removing, and
lowercasing. This team also found some most
frequent words removed them from the dataset
and finetuned the m-bert transformer using
huggingFace trainer API. 0.84 is the F1 score
from this work.

• The team "Habesha" used transformer-based
DistilBERT (Sanh et al., 2019) and a combina-
tion of deep learning and transformers. This
team used the character-based deep learning
approach GRU and achieved an F1-Score of
0.82.

• "KEC_DL_KSK" team has applied sam-
pling techniques like SMOTE and Random
Oversampler to overcome the class imbalance
problem. This work tried different word em-
bedding techniques like TFIDF, Word2Vec,
Doc2Vec, BERT, and FastText. Machine
learning algorithms like Random Forest,
SVM, Logistic Regression, Naive Bayes, and
Deep Learning models like LSTM, BiLSTM,
GRU, BIGRU, and Pre-trained Model BERT
for model building and classification have
been used in this work.

• The team "MUCS" has trained LSVC with
word+RcharML, Syllable+ensemble, and TL
BERT model and produced 0.84 as F1-Score.

• The team "Quartet_FakeNews" imple-
mented the Multinomial Naive Bayes model
which leverages advanced text preprocessing
techniques and the TF-IDF representation of
text data to classify news articles as either
fake or not. The Naive Bayes algorithm’s as-
sumption of conditional independence among
features given the class label makes it a suit-
able choice for text classification tasks, and
the model’s performance is thoroughly evalu-
ated to ensure its effectiveness in the context
of fake news detection.

• In an attempt by the team "SCOPE", the
participant implemented the following steps.
Firstly, the text or news data was tok-
enized, which typically involves breaking
down the text into individual words or to-
kens. Subsequently, four machine learning
algorithms—Support Vector Machine (SVM),
Naive Bayes, Random Forest, and Logistic Re-
gression—were employed. These algorithms
were used for classification tasks, such as sen-
timent analysis or topic categorization. Each
algorithm has its strengths and characteristics,
and its performance was evaluated to deter-
mine which one yielded the best results for
the given task.

• The teams "Tayyab" (Zamir et al., 2024) and
"TechWhiz" (M et al., 2024) have imple-
mented CNN and transformer-based models
respectively.

• The team "WordWizard" (Anbalagan et al.,
2024), Support Vector Machines (SVM), and
Naive Bayes models were used. These ap-
proaches leveraged features extracted from
textual content with Bag-of-Words represen-
tations and word embeddings. Comparative
analysis with baseline models revealed the su-
periority of the SVM and Naive Bayes ensem-
ble, achieving competitive accuracy, precision,
recall, and F1-score metrics. The model used
for the submission of task 1 is Support Vector
Machine. TF-IDF has been used to vectorize
the given text based on the relevancy of the
word. For the second task, the predictions
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given by the Naive Bayes Model have been
submitted.

5.2 Task B
A total of twelve teams submitted their models’
predictions for problem 2. Each team had the op-
portunity to submit a maximum of three runs. This
section provides a concise overview of the methods
employed by the participants to address the issue
of classifying fake news in Malayalam.

• CUET_Binary_Hackers: The team
CUET_Binary_Hackers (Farsi et al., 2024)
team employed many BERT models, includ-
ing indicBert, mBert, MuRIL, and other
multilingual BERT models. Out of all the
models considered, the team specifically
concentrated on a fine-tuned MuRIL BERT
model for the submission, which demon-
strated superior accuracy and F1 score
performance. Throughout the fine-tuning
process, the team made modifications and
conducted trials with various hyperparam-
eters, including learning rates, batch size,
and optimization strategies, to enhance
performance.

• CUETSentimentSilles: The data was cleaned
by excluding punctuation, URLs, emojis, dig-
its, and the most commonly utilized words
from the corpus (Fardaush Tripty et al., 2024).
Due to the significant corpus imbalance, the
authors employed a data augmentation strat-
egy to achieve class balance. The team fine-
tuned the Malayalam BERT transformer to
construct the models for task 2.

• Quartet: The model developed by the team
Quartet for this task is constructed via a Multi-
nomial Naive Bayes classifier, and its effec-
tiveness is improved by employing a TfidfVec-
torizer to transform text data into a numeri-
cal representation suited for machine learning.
The model development process commences
with the application of a sequence of text
preparation procedures. The process involves
eliminating numerical values and special char-
acters and lemmatizing words using the Word-
Net lemmatizer. The optimal model, identified
through a previous grid search conducted with
GridSearchCV, is subsequently employed on
the complete training dataset. The model com-
prises a TfidfVectorizer that utilizes a prede-

fined n-gram range and a Multinomial Naive
Bayes classifier that incorporates an ideal al-
pha parameter. After being trained, the model
is then utilized to generate predictions on the
test set, generating numerical labels for each
news article. In order to simplify the inter-
pretation and reporting process, a mapping
dictionary is used to transform the numeri-
cal predictions into their appropriate textual
labels. This mapping encompasses the five
categories of the task.

• byteSizedLLM: The team employed embed-
dings derived from a subset of AI4Bharat’s
data, comprising 100,000 randomly selected
lines (Kodali and Manukonda, 2024). The em-
beddings were generated using custom-built
subword tokenizers for Telugu (7.6 MB) and
Tamil (1.3 MB) languages. A Bidirectional
Long Short-Term Memory (BiLSTM) clas-
sifier was used for classification tasks. The
model underwent training using datasets an-
notated with labels, which were later used to
deduce test set outcomes. A customized sub-
word tokenizer was employed on a limited
dataset with BiLSTM models, which exhibit
exceptional speed and have a small memory
footprint (less than 8 MB).

• KEC_DL_KSK: The team utilized sampling
techniques such as SMOTE and Random
Oversampler to address the issue of class im-
balance. Various word embedding algorithms
were employed, including TFIDF, Word2Vec,
Doc2Vec, BERT, and FastText. The team em-
ployed various machine learning methods, in-
cluding Random Forest, Support Vector Ma-
chine (SVM), Logistic Regression, and Naive
Bayes, as well as deep learning models such
as Long Short-Term Memory (LSTM), Bidi-
rectional LSTM (BiLSTM), Gated Recurrent
Unit (GRU), Bidirectional GRU (BIGRU),
and a pre-trained BERT model, to construct
the classifier.

• WordWizard: The team introduced a method-
ology for classifying fake news using the
Naive Bayes model (Anbalagan et al., 2024).
The proposed approach utilizes features de-
rived from textual content by merging embed-
dings from the LaBSE model with TF-IDF
features. Data preprocessing is a compelling
component of the system. The dataset was
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cleaned to exclude commonly used Malay-
alam stop-words, ensuring that only the most
relevant terms are retained. Additional pre-
processing techniques, such as stemming and
lemmatization, were employed. Compared
with baseline models, the Naive Bayes model
demonstrates superiority by obtaining compet-
itive accuracy, precision, recall, and F1-score
metrics.

• Habesha: The team employed character-
based Recurrent Neural Network (RNN),
Gated Recurrent Unit (GRU), and DistilBERT
models to build the classifier.

• SCOPE: The team employed a series of se-
quential steps. Initially, the input text data
underwent tokenization. Following that, four
machine learning techniques, namely Support
Vector Machine (SVM), Naive Bayes, Ran-
dom Forest, and Logistic Regression, were
utilized for classification.

• Tayyab: This team used Convolution Neu-
ral Networks (CNN) for classification (Zamir
et al., 2024).

• MUCS: The team employed a linear support
vector machine classifier trained using word-
level TF-IDF features. An oversampling strat-
egy was utilized to address the class imbal-
ance issue in the data. Subsequently, a logistic
regression classifier was employed for classifi-
cation. A collection of Siamese networks was
also considered for constructing the classifier.

• Punny_Punctuators: The team employed a
multilingual BERT-cased model and a CNN
for categorization. The class imbalance prob-
lem was handled by implementing a data aug-
mentation technique known as back transla-
tion (Tabassum et al., 2024).

• TechWhiz: The team used transformer mod-
els to classify the fake news (M et al., 2024).

6 Results

The rank list for Task A and Task B with Macro F1-
Score is shown in Table 2 and Table 3. The models
proposed by the participant teams are evaluated
using the macro F1-Score metric. The evaluation
results of task A are presented in Table 2 which

represents the macro F1-score of each team rank-
wise. 18 teams are participating in Task A and
submitted their runs.

From the submissions, it is interpreted that
transformer-based models outperform machine
learning and deep learning models with better F1-
Score. A few methods based on RNN and CNN
gave slightly lesser F1-Score than transformer mod-
els. Following the RNNs and CNNs, the machine
learning models such as SVM, Naive Bayes, Ran-
dom Forest, and Logistic Regression gave F1-Score
ranging from 0.80 to 0.71

7 Conclusion

This paper presents an overview of the Second
Shared Task on Fake News Detection in Dra-
vidian Languages - DravidianLangTech@EACL
2024. The task attracted participation from eigh-
teen teams for Task A and Twelve teams for Task
B. They employed methods varied among the
teams, ranging from traditional TF-IDF vectorizers
with machine learning to contemporary pre-trained
transformer models for data representation. Upon
analyzing the methodologies, a consistent trend
emerged: transformer-based approaches consis-
tently outperformed other techniques, as evidenced
by evaluation metrics like classification accuracy
and confusion matrices. This underscores the ef-
fectiveness of transformer models in capturing the
performance of fake news detection. To sum up, the
paper summarizes the DravidianLangTech@EACL
2024 fake news detection shared task for Malay-
alam, emphasizing diverse strategies and highlight-
ing the prevalence of transformer-based methods
for enhanced performance.
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Abstract

This paper focuses on detecting fake news
in resource-constrained languages, particularly
Malayalam. We present a novel framework
combining subword tokenization, Sanskrit-
transliterated Subword2vec embeddings, and a
powerful Bidirectional Long Short-Term Mem-
ory (BiLSTM) architecture. Despite using only
monolingual Malayalam data, our model ex-
celled in the FakeDetect-Malayalam challenge,
ranking 4th. The innovative subword tokenizer
achieves a remarkable 200x compression ratio,
highlighting its efficiency in minimizing model
size without compromising accuracy. Our work
facilitates resource-efficient deployment in di-
verse linguistic landscapes and sparks discus-
sion on the potential of multilingual data aug-
mentation. This research provides a promising
avenue for mitigating linguistic challenges in
the NLP-driven battle against deceptive con-
tent.

1 Introduction

The surge in online social media platforms has
transformed communication dynamics, facilitating
seamless information exchange, dialogue, and real-
time awareness of current events. However, this
unprecedented connectivity has also given rise to
a worrisome proliferation of misinformation, com-
monly known as fake news (Subramanian et al.,
2023).

In response to this escalating issue, we intro-
duce the Fake News Detection in Dravidian Lan-
guages challenge—DravidianLangTech@EACL
20241. This initiative addresses the critical need
for robust fake news detection mechanisms, par-
ticularly in Dravidian languages. The challenge
focuses on developing effective models capable
of distinguishing between authentic and fake con-
tent across various social media platforms, such as
Twitter and Facebook.

1https://codalab.lisn.upsaclay.fr/
competitions/16055

Task 2, the FakeDetect-Malayalam shared task,
is a crucial platform for researchers addressing
the challenge of identifying fake news within
Malayalam-language articles. In an era of infor-
mation overload, precise detection of misinforma-
tion is vital for trustworthy communication. The
task’s primary goal is to motivate participants to
develop effective models for accurately classify-
ing fake news into categories like False, Half True,
Mostly False, Partly False, and Mostly True. This
research paper, inspired by the task, explores inno-
vative approaches for fake news detection in Dra-
vidian languages, focusing on Malayalam, aiming
to contribute novel insights and methodologies to
advance the state of the art.

Our study focuses on Fake News Detection in
South Indian social media, introducing an inno-
vative approach featuring a custom-designed tok-
enizer and a Bidirectional Long Short-Term Mem-
ory (BiLSTM) architecture. A key innovation is
our tokenizer, which reduces model sizes, improves
efficiency, and addresses challenges related to real-
time deployment, enhancing the practicality of de-
ploying detection systems in dynamic online envi-
ronments.

The implementation of BiLSTM, coupled with
our specialized tokenizer, exhibits significant en-
hancements in fake news detection accuracy,
demonstrating heightened sensitivity to linguistic
nuances. The use of compact models effectively
addresses inference challenges, ensuring swift real-
time detection and practical deployment. Our work
establishes a framework for Fake News Detection,
providing valuable insights into model size, infer-
ence speed, and the challenges of real-time deploy-
ment in countering online misinformation within
Dravidian languages.

This paper explains our approach, technical im-
provements, and findings, thoroughly investigating
the detection of fake news in Dravidian languages.
Our goal is to contribute not only to addressing the
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challenges of fake news in Malayalam but also to
enhancing our understanding of effective detection
methods suitable for various linguistic contexts.

2 Related Work

The growing concern over disinformation and pro-
paganda has led to increased research on fake
news detection. In recent works, Raja et al.
(2023) focused on detecting fake news in Dravid-
ian languages using transfer learning with adaptive
fine-tuning, emphasizing different techniques with
Transformer-based models. Keya et al. (2022) em-
ployed a pretrained BERT model with data augmen-
tation, comparing their results with twelve different
models. Goldani et al. (2021) utilized capsule net-
works with varied architectures and n-gram levels
for feature extraction. In the context of languages
other than English, studies like Gereme et al. (2021)
and Saghayan et al. (2021) explored fake news de-
tection in Amharic and Persian, respectively. Chu
et al. (2021) investigated the ability to generalize
fake news detection models across languages, find-
ing the BERT model effective. Faustini and Cov-
ões (2020) covered multiple languages, including
Slavic, Latin, and German, emphasizing the need
for fake news identification in resource-poor lan-
guages like Dravidian languages. Additionally, Vij-
jali et al. (2020) addressing COVID-19 fake news
and proposing a two-stage automated pipeline em-
ploys BERT and ALBERT models for efficient ver-
ification. Notably, many studies primarily focus on
English and other major languages, highlighting
the potential for advancements in resource-poor
languages.

3 Dataset

3.1 Embedding Malayalam Dataset
We employed a substantial corpus extracted from
the AI4Bharath Malayalam dataset2, comprising
the initial 11,512,628 lines of a 1GB text corpus.
This dataset serves as a rich source of diverse lin-
guistic content, fostering the development of ro-
bust embeddings for our research endeavors. The
dataset exhibits linguistic variety and covers a spec-
trum of topics relevant to the scope of our research.

3.2 Fake news DravidianLangTech@EACL
2024 Malayalam dataset

The dataset utilized in this challenge is derived
from the corpus provided by the workshop orga-

2https://github.com/AI4Bharat/indicnlp_corpus

nizers (Subramanian et al., 2024). For Task 2,
the dataset is divided into 1,669 training samples,
250 development samples, and 250 test samples.
This division enables a balanced approach to model
training, validation, and evaluation, specifically ad-
dressing Task 2’s requirements.

4 Methodology

This section unveils the intricate details of our in-
novative architecture, which seamlessly integrates
two crucial components: a dynamic Subword Em-
beddings module and a robust BiLSTM Tagger
module. We embark on a journey through the art
of data preprocessing, the finesse of subword tok-
enization, the mastery of embedding training, and
ultimately, the orchestration of our advanced clas-
sifier.

4.1 Preprocessing and Tokenization

This section outlines the data preprocessing and
tokenization procedures employed for the Shared
Task on Homophobia/Transphobia Detection in so-
cial media comments, aiming to prepare the data
for effective model training and enhance the per-
formance of the homophobia/transphobia detection
system.

Our comprehensive preprocessing involved nor-
malization, cleaning (eliminating noise such as
URLs and hashtags), and transliteration using the
indic_transliteration library3. This ensured
uniform processing across the dataset.

In the dataset, we identified 6,161,116 unique
words and 19,155 distinct subword units. Af-
ter establishing a minimum frequency for embed-
ding training, 14,190 subword units were final-
ized, showcasing the linguistic diversity within the
AI4Bharath text. Utilizing a meticulous preprocess-
ing pipeline and transliterator, we applied subword
tokenization to enhance the granularity of linguistic
representation, paving the way for a more nuanced
embedding model.

4.1.1 Subword Tokenization Details
Our subword tokenizer (VowelToken), utilizes uni-
versal linguistic principles derived from vowel
boundaries, ensuring accurate segmentation across
diverse languages.

Engineered with a rule-based design, VowelTo-
ken focuses on consistent vowel boundary patterns

3https://github.com/indic-transliteration/
indic_transliteration_py
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observed in multiple languages, facilitating accu-
rate identification and segmentation of compound
words. This design enhances precision in subword
tokenization across languages.

4.2 Subword Embeddings Module

The subword embeddings (Subword2Vec) mod-
ule is responsible for obtaining subword embed-
dings using the Word2Vec method by Mikolov et al.
(2013) from a given corpus. It operates as follows:

The module’s initialization involves specifying
critical parameters, starting with the vocabulary
size (V ) that sets the upper limit for subword con-
sideration. Additionally, the minimum frequency
parameter (fmin) serves as the threshold for sub-
word inclusion based on frequency. The embed-
ding dimension (dsubword), characterizing the di-
mensionality of subword embeddings, is also de-
fined. These parameters collectively configure the
module during the initialization process, a pivotal
aspect of our research.

Subword counts are collected from the corpus
to construct a subword vocabulary (S). The sub-
word splitting process is executed based on vowels,
excluding subwords with counts below fmin. This
process is mathematically expressed as:

S = {s | sisasubword, count(s) ≥ fmin, |S| ≤
V }
= {s ∈ W | count(s) ≥ fmin, |S| ≤ V }

The subword splitting process involves divid-
ing the input word into subwords based on vowel
boundaries. Consonant prefixes and suffixes are
included in the subwords when applicable, and spe-
cial tokens "_" (start of subword) are added to the
first letter. Subword embeddings (Esubword) are ini-
tialized as a random matrix with dimensions (|S|,
dsubword).

The training phase employs Stochastic Gradi-
ent Descent (SGD) (Tian et al., 2023) to train sub-
word embeddings. The objective is to minimize
the Mean Squared Error (MSE) loss (L) between
subword pairs. The SGD update is expressed as:

E
(t+1)
subword = E

(t)
subword − η∇L(E

(t)
subword)

Here, t represents the training iteration, η is the
learning rate, and ∇L is the gradient of the loss
function. Training subword embeddings is a cru-
cial step in refining the model’s representation of
subword relationships.

Figure 1: The unfolded architecture of BiLSTM classi-
fier with three 3 word example sample.

4.3 BiLSTM Classifier
The BiLSTM architecture, inspired by Ghosh et al.
(2020), plays a crucial role in the fake news classifi-
cation task. It consists of two essential components:
a subword embedding layer and a bi-directional
LSTM layer.

The Sub-Word Embedding Layer operates on an
input word sequence x = [w1, w2, ..., wn] utilizing
a subword embedding function. Each word wi is
mapped to its corresponding subword embeddings,
denoted as wi1, wi2, ..., win, where n represents the
number of subwords for the i-th word. The final
word embedding for wi, denoted as ei, is obtained
by summing the embeddings of its constituent sub-
words:

ei = wi1 + wi2 + . . .+ win

The output of this layer is a tensor Xembed of
dimensions 1×n× dembed, where dembed signifies
the size of each word embedding.

Xembed = [e1, e2, ..., en]

Here, ei represents the word embedding for the
i-th word in the sequence, and n is the length of
the sequence.

The subsequent Bi-directional LSTM Layer en-
gages with the embedded sequence Xembed to
adeptly capture contextual information. Configured
with an input size of 100 (matching the embedding
size) and a hidden size of 128, the bidirectional
LSTM ensures the seamless flow of information
both in forward and backward directions. The re-
sulting output, denoted as blstm_out, manifests as
a tensor of shape 1× n× 256.
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Precision Recall F1-Score Support
HALF TRUE 0.68 0.88 0.77 149
MOSTLY FALSE 0.47 0.29 0.36 24
FALSE 0.67 0.35 0.46 63
PARTLY FALSE 0.40 0.29 0.33 14
MOSTLY TRUE 0.0 0.0 0.0 0
Macro Avg 0.55 0.45 0.48 250
Weighted Avg 0.64 0.66 0.63 250
Accuracy 0.66 250

Table 1: Classification Report of the Task2 test set

In essence, the model navigates the input se-
quence through an embedding layer, harnesses the
bidirectional LSTM layer to adeptly capture contex-
tual nuances, and formulates predictions utilizing
a streamlined process. The forward pass of the
model can be succinctly expressed in mathematical
terms as follows:

h
(f)
i , h

(b)
i = BiLSTM(e1:i, ei:n), ∀i ∈ {1, ..., n}

y = Wh(f)n + b

Here, h(f)i and h
(b)
i represent the forward and

backward hidden states at position i, respectively.
The BiLSTM function operates on subword embed-
dings e1:i and ei:n for each i in the sequence. The
final prediction y is obtained by a linear transfor-
mation with weights matrix W and bias b.

Figure 1 depicts the unfolded architecture of
the BiLSTM Classifier module, illustrating a three-
word example sample. This design seamlessly inte-
grates subword embeddings with a BiLSTM-based
approach, yielding promising results across diverse
natural language processing applications. It under-
scores the model’s adaptability and potential in a
wide array of contexts.

5 Experimental Setup

Our experimental setup aims to showcase the effec-
tiveness of our proposed approach for fake news
detection in Dravidian languages, with a specific
focus on Malayalam. Utilizing the custom sub-
word tokenizer "VowelToken," which considers
vowel boundaries for efficient tokenization, and
Subword2Vec for generating 100-dimensional sub-
word embeddings, we meticulously trained the em-
beddings on a 1GB monolingual Malayalam text
corpus. A Sanskrit transliterator was employed
to aid the training process. Despite limiting the
training to a single epoch, exceptional results were

achieved, with a perplexity of 1.07 on a 10MB de-
velopment dataset, highlighting the effectiveness
of our approach. The final 100-dimensional em-
bedding size after training was 5.92MB, striking a
balance between efficiency and accuracy.

To assess the effectiveness of the subword em-
beddings, we seamlessly incorporated them into
our BiLSTM-based model architecture. The Clas-
sificationModel comprises a Sub-Word Embedding
Layer, a Bi-directional LSTM Layer, and a Linear
Classification Layer, leveraging subword embed-
dings obtained from VowelToken. The BiLSTM
layer is configured with an input size of 100 and a
hidden size of 128. Moreover, the model employs
the Adam optimizer with a learning rate of 0.001
throughout the training process.

Our model underwent rigorous training on Task
2, the Multi-Class Classifier, to comprehensively
assess its performance. This experiment aimed to
demonstrate the robustness of our custom subword
tokenizer and explore the contribution of subword
embeddings within the BiLSTM-based classifica-
tion model to fake news detection in the context of
Dravidian languages, especially Malayalam. Evalu-
ation metrics, including recall, precision, F1 score,
and accuracy, were used to measure the model’s
effectiveness.

6 Experimental results and discussions

Motivated by the challenges of obtaining large mul-
tilingual datasets, we intentionally trained our sub-
word embeddings on a limited 1GB monolingual
text corpus. Despite this constraint, the embed-
dings exhibited competitive performance, achiev-
ing remarkable accuracy on unseen data.

The classification report (see Table 1) provides
a detailed analysis of the model’s performance on
each category within Task 2. The F1-Scores for
each category vary, with "HALF TRUE" achiev-
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ing the highest at 0.77, indicating strong precision
and recall. Categories like "MOSTLY FALSE" and
"PARTLY FALSE" have lower F1-Scores, suggest-
ing challenges in correctly classifying instances in
these categories.

The overall accuracy of 0.66 showcases the
model’s competence in classifying news articles
into various categories. It is essential to note that
the model achieves a reasonable performance, con-
sidering the complexity of the task and the limited
size of the model (6.87MB), ensuring efficient de-
ployment with approximately 10X faster inference
compared to Large Language Models (LLMs).

Team F1-Score (macro)
CUET_Binary_Hackers 0.5191
CUETSentimentSilles 0.4964
Quartet 0.4868
byteSizedLLM 0.4797
KEC_DL_KSK 0.4763

Table 2: Top 5 results in Fake News Detection - Task 2

It’s noteworthy that acquiring training data for
embedding training from social media poses a sig-
nificant challenge. Despite these difficulties and
limited data embeddings, our model still achieves
top-notch performance, as demonstrated by our
ByteSizedLLM team securing the 4th rank overall
in the Task 2 competition (see Table 2). This high-
lights the crucial role of diverse and contextually
relevant training data in achieving superior results.

The effectiveness of our subword tokenization
is evident in low perplexity after just one epoch,
showcasing the model’s potential. Unlocking its
full capabilities involves leveraging more extensive
training data for heightened accuracy and general-
ization. While expanding the dataset may increase
subword tokens, the model size is expected to re-
main manageable due to the saturation of subword
tokens within the initial 1GB of text.

7 Conclusion and future work

Our innovative fake news detection approach for
Dravidian languages leverages VowelToken, a cus-
tom subword tokenizer capturing vowel nuances
within Dravidian languages. This granular under-
standing improves subword embedding generation,
enhancing model performance. The BiLSTM archi-
tecture coupled with custom subword embeddings
demonstrates efficient information extraction and
classification, achieving promising results despite

limited training data. The model’s compactness
facilitates implementation, further contributing to
real-world applicability. Future work will explore
larger social media and multilingual datasets and
investigate advanced embedding techniques like
contextualized embeddings, aiming to further im-
prove the model’s performance and unlock its full
potential in diverse Dravidian language contexts.
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Abstract

In the contemporary digital landscape, social
media has emerged as a prominent means of
communication and information dissemination,
offering a rapid outreach to a broad audience
compared to traditional communication meth-
ods. Unfortunately, the escalating prevalence
of abusive language and hate speech on these
platforms has become a pressing issue. De-
tecting and addressing such content on the In-
ternet has garnered considerable attention due
to the significant impact it has on individuals.
The advent of deep learning has facilitated the
use of pre-trained deep neural network mod-
els for text classification tasks. While these
models demonstrate high performance, some
exhibit a substantial number of parameters. In
the DravidianLangTech@EACL 2024 task, we
opted for the Distilbert-base-multilingual-cased
model, an enhancement of the BERT model
that effectively reduces the number of parame-
ters without compromising performance. This
model was selected based on its exceptional
results in the task. Our system achieved a com-
mendable macro F1 score of 0.6369, securing
the 18th position among the 27 participating
teams.

1 Introduction

In recent times, the exponential growth of Internet
technology has led to a surge in the user base, ac-
companied by the emergence of various social plat-
forms. These platforms provide a space for netizens
to freely express their opinions, often leveraging
anonymous features. Consequently, this freedom
has led to an increase in hate speech (Shahiki-Tash
et al., 2023a; Yigezu et al., 2023a) and offensive
content on the Internet. Addressing this issue is
crucial, as it not only causes distress but also poses
severe risks, including mental health concerns and
potential instances of suicide. Given the enormous
volume of comments generated daily on the Inter-
net, manual moderation is impractical. Therefore,

the integration of artificial intelligence methods
becomes imperative. However, identifying hate
speech and offensive content poses several chal-
lenges. Firstly, social media posts encompass mul-
tiple languages and diverse writing styles. The
presence of irregular writing and the evolution of
new Internet expressions further complicate the de-
tection task. Additionally, some comments may
not overtly contain derogatory language but instead
employ implicit or ironic attacks, adding another
layer of complexity.

Furthermore, the absence of a clear standard
for the definition of hate speech contributes to
the intricacy of the task. Model performance is
highly contingent on the training dataset, influ-
enced by the annotator’s perspectives to a con-
siderable extent. In response to these challenges,
the NLP community has introduced various tasks
focused on hate speech identification, including
the Dravidianlangtech-eacl2021 shared task (Saha
et al., 2021; Priyadharshini et al., 2023b; Yigezu
et al., 2023b). This particular task is dedicated to
identifying hate speech and offensive content in
both Telugu and English languages.In the realm
of NLP, numerous tasks such as identifying hope
speech (Shahiki-Tash et al., 2023b), sentiment anal-
ysis (Tash et al., 2023), and detecting hate speech
utilize various models like deep learning (Yigezu
et al., 2022), transformers (Tonja et al., 2022), and
traditional machine learning (Tash et al., 2022).

In this paper, our focus is on hate speech using
the pre-trained model Distilbert-base-multilingual-
cased (Ghosh and Senapati, 2022; Yigezu et al.,
2023c), which builds upon the BERT model (Renjit
and Idicula, 2020; Yigezu et al., 2023d), by signifi-
cantly reducing the number of parameters, conse-
quently enhancing training speed. The structure of
this article encompasses an exploration of related
research on hate speech and offensive speech recog-
nition (Section 2), an explanation of the model used
in the task (Section 3), an elucidation of the exper-
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imental procedure (Section 4), a presentation of
the experimental results and their analysis (Section
5), and a comprehensive summary of this work
(Section 6).

2 Related work

Numerous research endeavors have sought to iden-
tify and address abusive comments across vari-
ous languages; however, there is a noticeable re-
search gap in the domain of low-resource lan-
guages. (Priyadharshini et al., 2023b, 2022) and
addressed this gap by conducting a shared task
at ACL 2022, focusing on detecting categories
of abusive comments on social media. Their
study encompassed comments in Tamil and a code-
mixed language featuring both Tamil and English
scripts (Akhter et al., 2021) contributed a compre-
hensive investigation into abusive language detec-
tion, specifically in Urdu and Roman Urdu com-
ments. Employing a diverse set of machine learn-
ing and deep learning models, the author evalu-
ated the performance of five ML models (Naive
Bayes, Support Vector Machine, Instance-Based
Learning, Logistic Regression, and JRip) and four
DL models (CNN, LSTM, BLSTM, and Convolu-
tional LSTM) across two datasets— one compris-
ing tens of thousands of Roman Urdu comments
and another with over two thousand comments
in Urdu. The CNN exhibited notable superiority,
achieving accuracy rates of 96.2% for Urdu and
91.4% for Roman Urdu, establishing itself as the
most adept model in identifying abusive language
in these linguistic contexts. Some researchers have
explored multiple methods independently to deter-
mine the most effective model rajalakshmi2022dlrg
employed three methodologies—Machine Learn-
ing, Deep Learning, and Transformer-based mod-
eling. For Machine Learning, eight algorithms
were implemented, with Random Forest yield-
ing the best results for the Tamil-English dataset.
In Deep Learning, Bi-Directional LSTM outper-
formed other models, especially with pre-trained
word embeddings. In Transformer-based model-
ing, IndicBERT and mBERT with fine-tuning were
employed, with mBERT delivering the most favor-
able results. (Eshan and Hasan, 2017) delved into
machine learning algorithms for Bengali abusive
text detection, revealing that SVM with a Linear
kernel performed optimally using trigram TfidfVec-
torizer features. (Djuric et al., 2015)proposed a bi-
nary classification model for hate speech detection,

utilizing advanced deep learning techniques such
as continuous bag-of-words (CBOW) and para-
graph2vec to represent text in a low-dimensional
vector space, achieving an AUC value of 0.80. (Ke-
dia and Nandy, 2021) developed an offensive con-
tent classification model for Dravidian code-mixed
languages (Tamil, Malayalam, and Kannada) using
transformer-based models—BERT and RoBERTa.
Renjit and Idicula (2020) employed word embed-
ding for the Manglish dataset, achieving a weighted
F1-score of 0.53 and 0.48 using Keras Embedding
and Doc2Vec approaches for sentence represen-
tation, respectively. (Burnap and Williams, 2015)
focused on hate speech detection by extracting uni-
to-five-gram features from a dataset of 450,000
tweets. Using ensemble learning, logistic regres-
sion, and SVM classification techniques, they pre-
dicted hate speech with an accuracy of 89% using
the ensemble learning model.

3 Methodology

The methodology employed in this study leverages
the Distilbert-base-multilingual-cased model (Sanh
et al., 2019), a pre-trained transformer-based lan-
guage model, to address the research objectives.
The model, developed by Hugging Face, has been
fine-tuned for multilingual understanding and ex-
hibits capabilities across various languages. To
train and evaluate the Distilbert-base-multilingual-
cased model a diverse and representative dataset
encompassing multiple languages is gathered. This
dataset spans domains relevant to the research fo-
cus. The collected data undergoes preprocessing
to ensure uniformity and compatibility with the
model’s requirements. This step involves tokeniza-
tion, stemming, and the removal of irrelevant in-
formation to enhance the model’s efficiency. The
Distilbert-base-multilingual-cased model is config-
ured with specific parameters to align with the re-
search objectives. This includes setting appropriate
learning rates, batch sizes, and training epochs for
optimal performance. The pre-trained Distilbert-
base-multilingual-cased model is fine-tuned on the
task-specific dataset as seen in figure 1.

This involves updating the model’s weights
based on the unique characteristics of the dataset
and the objectives of the research. Fine-tuning en-
hances the model’s ability to grasp nuances within
the target domain. To assess the generalizability of
the model, a cross-validation strategy is employed.
The dataset is partitioned into training, validation,
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Figure 1: workflow our proposed method

and test sets, ensuring that the model is rigorously
evaluated on diverse samples. This step aids in mit-
igating over-fitting and enhances the robustness of
the model. The model’s performance is evaluated
using appropriate metrics tailored to the research
task. Common metrics such as precision, recall,
and F1 score are computed to quantify the model’s
effectiveness in capturing patterns and making ac-
curate predictions. The outcomes of the experi-
ments are analyzed comprehensively to draw mean-
ingful conclusions. This involves an in-depth ex-
amination of the model’s predictions, identification
of potential challenges, and exploration of areas for
improvement. Throughout the implementation of
the Distilbert-base-multilingual-cased model, eth-
ical considerations are prioritized. Data privacy
and confidentiality are ensured, and the research
adheres to established guidelines for responsible
AI usage.

3.1 Data Description

The Shared Task on Hate and Offensive Language
Detection in Telugu Codemixed Text (HOLD-
Telugu) hosted by DravidianLangTech@EACL
2024, as proposed by (B et al., 2024; Priyadharshini
et al., 2023a) addresses the challenge of mitigating
offensive content within social media through a
post-classification approach. This task seeks to ad-
vance methodologies and language models specif-
ically tailored for code-mixed data in languages
with limited linguistic resources. It recognizes
the inadequacy of models trained on monolingual
data in capturing the intricate semantics inherent in
code-mixed datasets. The task at hand involves hate
speech classification within a dataset consisting of
4000 sentences expressed in both native Telugu
script and Romanized Telugu. The training dataset
encompasses 2061 sentences labeled as non-hate
and 1939 as hate. Furthermore, a test dataset com-
prising 500 sentences is provided, devoid of labeled

categories. The primary objective is to employ ma-
chine learning models to predict whether these 500
test sentences can be classified into hate speech
or non-hate categories. This classification is to be
based on the discernment of patterns learned from
the labeled training data. Figure 2 illustrating the
distribution of Hate and Non-Hate labels.

Figure 2: Value counts for hate and non hate comments
in training dataset

3.2 Data Preprocessing

Upon reception from the organizer (B et al., 2024),
the received data was partitioned into two distinct
segments: the training set and the testing set. How-
ever, prior to deploying this data for training pur-
poses, it is imperative to undergo a pre-processing
phase. The current state of the data renders it un-
suitable for effective model training, necessitating
a transformation into a structured and intelligible
format compatible with the requisites of the train-
ing process. An essential facet of pre-processing
involves the removal of extraneous elements in-
herent in the data. Such elements encompass hy-
perlinks, HTML tags, numeric values, and sym-
bols, which possess the potential to impede the
training process or introduce noise into the dataset.
The elimination of these undesirable components
serves to enhance the cleanliness and focus of the
data, thereby empowering the model to discern pat-
terns and relationships within the textual content
more effectively. Upon the successful removal of
these extraneous elements, the data becomes more
amenable to model training. Pre-processing, in this
context, facilitates a concentrated focus on perti-
nent linguistic features and patterns within the text,
thereby augmenting the model’s capacity for gener-
alization and accurate predictions or classifications.
These pre-processing steps are instrumental in op-
timizing the dataset for subsequent model training,
ultimately contributing to enhanced accuracy and
meaningful outcomes in subsequent analytical pur-
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suits or practical applications.

4 Result

The performance parameter used to assess the de-
tection model’s overall efficacy is the macro aver-
age F1-score. It is computed by taking the average
of all classes after determining the F1-score for
each class separately. The macro average F1-score
assigns equal weight to each class by computing the
average after considering each class’s performance
individually, regardless of class size or imbalance.
In Telugu, we obtained a macro F1-score of 0.6369.
securing the 18th position among the 27 partici-
pating teams. For a comprehensive summary of
the outcomes attained by all competing teams, as
outlined in Table 1, offering a detailed overview
of the performance metrics and points garnered by
each participant in the competition.

Table 1 Result of all participants in Telugu hate
speech

Team Run F1-score Rank
Sandalphon 1 0.7711 1
Selam 2 0.7711 1
Kubapok 1 0.7431 3
DLRG1 1 0.7101 4
DLRG 1 0.7041 5
CUET_Binary 2 0.7013 6
CUET_OpenNLP 1 0.6878 7
Zavira 1 0.6819 8
IIITDWD-zk_lstm 2 0.6739 9
lemlem 1 0.6708 10
Mizan 1 0.6616 11
byteSizedLLM 1 0.6609 12
pinealai 1 0.6575 13
IIITDWD_SVC 2 0.6565 14
MUCS 3 0.6501 15
Lemlem-eyob 2 0.6498 16
Tewodros 2 0.6498 16
Fida 2 0.6369 18
Lidoma 1 0.6151 19
MasonTigers 1 0.5621 29
Habesha 1 0.5284 21
MasonTigers 1 0.4959 22
CUET_DASH 3 0.4956 23
Fango 1 0.4921 24
Tayyab 1 0.4653 25

5 Error analysis

The distilbert model excels in detecting hate speech,
boasting high accuracy with a notable true posi-
tive count. However, challenges arise with false
positives, even in balanced datasets. This necessi-
tates careful analysis, urging strategic adjustments
like fine-tuning parameters to enhance overall effi-
ciency. Ongoing evaluations on validation and test
sets are vital for adapting the model and ensuring
reliable performance.

6 Limitations

The utilization of pre-trained transformers, specif-
ically multilingual distilbert, presents a signifi-
cant consideration in our endeavors to detect hate
speech. While leveraging these pre-trained mod-
els can enhance our comprehension of textual data,
their effectiveness may be limited by the specificity
of the pre-training corpus. This potential limita-
tion could result in a mismatch with the unique
characteristics of hate speech, underscoring the
necessity for meticulous fine-tuning to ensure opti-
mal performance. Moreover, the inherent linguistic
complexities of Telugu Codemixed Text may pose
challenges impacting the model’s ability to discern
subtle patterns. Consequently, further investigation
and refinement are warranted to address these chal-
lenges and enhance the model’s accuracy in fake
news detection for Telugu Codemixed Text.

7 Conclusion

Hate and offensive posts on social media can put
the victim in hazardous circumstances and increase
their risk of mental health issues like depression, in-
somnia, and in extreme cases, suicide. As a result,
identifying such hateful and harmful social media
information is crucial for jobs involving natural
language processing. Our work presents an im-
proved Distilbert-base-multilingual-cased model
for identifying hateful and abusive tweets from
Telugu text. For Telugu language tweets, the
suggested fine-tuned Distilbert-base-multilingual-
cased model achieved 0.6369% accuracy. The role
of embedding with an improved BERT model for
higher classification performance may be investi-
gated in subsequent work.
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Abstract

Social media has transformed into a powerful
tool for sharing information while upholding
the principle of free expression. However, this
open platform has given rise to significant is-
sues like hate speech, cyberbullying, aggres-
sion, and offensive language, negatively im-
pacting societal well-being. These problems
can even lead to severe consequences such as
suicidal thoughts, affecting the mental health
of the victims. Our primary goal is to de-
velop an automated system for the rapid de-
tection of offensive content on social media,
facilitating timely interventions and modera-
tion. This research employs various machine
learning classifiers, utilizing character N-gram
TF-IDF features. Additionally, we introduce
SVM, RL, and Convolutional Neural Network
(CNN) models specifically designed for hate
speech detection. SVM utilizes character N-
gram TF-IDF features, while CNN employs
word embedding features. Through extensive
experiments, we achieved optimal results, with
a weighted F1-score of 0.77 in identifying hate
speech and offensive language.

1 Introduction

In the digital age, social media plays an important
role in online communication, allowing users to
create and share material while also giving acces-
sible means to express their views and thoughts
on anything at any time (Edosomwan et al., 2011).
However, with the advent of social media, plat-
forms such as YouTube, Facebook, and Twitter not
only aided in information sharing and networking,
but they also became a place where people were
targeted, defamed, and marginalized based solely
on their physical appearance, religion, or sexual ori-
entation(Keipi et al., 2016) Social media platforms
have become more integrated with this digital era
and have impacted various people’s perceptions of
networking and socializing(Tonja et al., 2022b).

Not only human beings, the hate content can cor-
rupt the chatbots as well. Microscoft’s chatbot ’Tay’
which was developed to engage people through ca-
sual and playful conversation started using filthy
language, which it learned from the conversation
with people. The chatbot was unable to understand
and avoid the hate content. So the detection of
hate speech in tweets and social media sites has
important applications in Chatbot building, content
recommendation, sentiment analysis, etc.

India being a diverse country in terms of its
culture and language has a huge population us-
ing code-mixed language in social media. Around
44% of the Indian population speak Hindi. So the
usage of Hindi-English code-mixed language is
very high on Twitter and Facebook. It is mainly
seen among bilingual and multilingual communi-
ties. Code-mixing is the usage of certain words,
phrases, or morphemes of one language in other
languages.

This influence allowed different users to com-
municate via various social media platforms us-
ing a mix of texts. NLP technology has advanced
rapidly in many applications, including machine
translation(Tonja et al., 2022a),(Tash et al., 2022)
Although considerable progress has been achieved
in identifying offensive English language and hate
speech, most research has mostly concentrated on
identifying the abusive and offensive language in
monolingual settings. This subject still appears
to be at a very early stage of research for un-
der resourced languages such as Tamil, Malay-
alam, and Kannada, which lack tools and datasets
(Chakravarthi et al., 2020), (Yigezu et al., 2023d).

The task at hand involves identifying hate or of-
fensive content in Telugu code-mixed text, with an-
notations made at the comment or post level. Given
the complexity of language mixing in the Telugu
context, where expressions may span multiple sen-
tences, a tailored approach is crucial. In response,
we deploy a Convolutional Neural Network (CNN)
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(Yigezu et al., 2023c,a)to enhance the effectiveness
of detection methods. This research not only con-
tributes to hate speech detection but also addresses
the specific challenges posed by code-mixed ex-
pressions in Telugu. The subsequent sections delve
into the deployment of CNN in our methodology,
present experimental results, and discuss the impli-
cations of our approach.

2 Related Work

Currently, solving NLP problems in code-mixed
data is getting attention from many researchers.

Social platforms are inundated with hate speech
and offensive content, necessitating swift filtration
(Yigezu et al., 2023e,b). However, manual filtering
is nearly impossible due to the immense volume of
incoming posts. This issue has garnered significant
attention from the research community. Numer-
ous studies have focused on predicting offensive
and hate speech posts on social platforms, encom-
passing various languages. However, a majority of
these studies have predominantly utilized English
languages. languages

Detecting offensive content in social media com-
ments is not a novel concept for the English lan-
guage(Mandl et al., 2021). Several systems have
also been developed for languages other than En-
glish, such as Hindi, Germany (Rajalakshmi et al.,
2022),(Rajalakshmi and Reddy, 2019). However,
there is limited research focused on identifying
offensive content in low-resource Dravidian lan-
guages such as Tamil, Malayalam, and Kannada
(Garain et al., 2021). The study proposes a method
for identifying offensive language in code-mixed
Kannada-English, Malayalam-English, and Tamil-
English language pairs sourced from social me-
dia.(Ojo et al., 2023) The authors advocate for a
multi-label classification approach, leveraging an
ensemble of IndicBERT and generic BERT models,
to recognize and mitigate offensive content on so-
cial media platforms.(Yigezu et al., 2022),(Yigezu
et al., 2021) Addressing a multi-label classifica-
tion challenge with various sub-categories, the sys-
tem employs tokenization of the data before model
training.

The calculation of class-wise confidence scores,
subsequently combined into an output vector,
facilitates effective classification. Across the
Malayalam–English, Tamil-English, and Kannada-
English datasets, the achieved F1 scores are 0.54,
0.72, and 0.66, respectively. This research task

is outlined in the study conducted by(Kedia and
Nandy, 2021). Introduced is a potent multiclass
abusive detection model, showcasing an impressive
accuracy and F1-score of 0.99 on a well-balanced
dataset. The model detected abusive comments
within Tamil and Telugu English code-mixed text,
and employed the TF-IDF technique in conjunction
with SVM, as demonstrated by (Balakrishnan et al.,
2023).

3 Datasets

The dataset employed in this research is
sourced from the Hate and Offensive Lan-
guage Detection in Telugu Code-mixed Text
(HOLD-Telugu) dataset provided by Dravidian-
LangTech@EACL(Balakrishnan et al., 2023) The
data look below in 1 The data set contains Telugu-
English code-mixed language comments, along
with the labels and text IDs. The labels indicate
whether the comment is offensive language or hate
speech Since there were only 2 category comments
in the training set and no such labeled comments
found in the test set, we have discarded those
hate or offensive labeled samples from our cor-
pus. Hence, we have viewed this as a binary clas-
sification In this dataset, we have a total of 6930
Telugu tweet comments, of which tried 5355. The
remaining 1575 samples were part of the testing
set we have tried to find a suitable representation
for Telugu language text data and also studied the
effect of stemming and stop word removal by apply-
ing various methods. The details of the proposed
methodology are presented in the following sec-
tions.

Figure 1: Categorical distributions

4 Methodology

The described methodology is extensively detailed
in this section. Figure 2 illustrates the comprehen-
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sive flowchart outlining the process of identifying
hate speech and offensive tweets. The section com-
mences with an overview of the dataset,1 followed
by an in-depth exploration of the proposed models.
We used the DravidianLangTech dataset to carry
out our experimentations. Each comment in the
dataset is labeled as offensive (Hate) or not offen-
sive (NOT hate). We experimented with different
conventional classifiers such as (i) Support Vector
Machine (SVM), (ii) Naïve Bayes (NB), (iii) Ran-
dom Forest (RF), and (iv) Convolutional Neural
Network (CNN.

We employed character N-gram TF-IDF features
in conventional machine learning classifiers and
the DNN model. In the case of CNN, we used a
100-dimensional word embedding vector to repre-
sent each word of the tweet. In our case, we fixed
the maximum word length for comments to 10000
words. As in our dataset, we found most of the
comments were less than 100 words, due to this
we chose the maximum length of 1000 words for
the experiments. It means we curtailed the words
of the comments that have more than 42 words
and padded for the comments that have less than
100 words. It means a comments matrix with a
(42 × 100) dimension is passed through the CNN
network to extract features from the comments to
classify them into hate and NOT hate classes. A
convolutional neural network is a multi-layered
neural network with a unique design that is used to
recognize complex data features.

We implemented one layered convolutional neu-
ral network with 128 filters of 3-gram to extract
features from the text and then this feature is passed
through the Max Pooling operation and the activa-
tion function to get the feature map and this feature
map is then used by the dense layer to classify
tweets into hate and not-hate classes.

Figure 2: Proposed model architecture

4.1 Conclusion

Our Task focused on evaluating the effectiveness
of diverse machine learning models in the identifi-
cation of hate speech and offensive/non-offensive

Model Hate Not-hate
CNN 0.76 0.78
SVM 0.74 0.75
NB 0.68 0.76
RF 0.7 0.73

Table 1: F1 Score in each model

content in comments. We conducted a comparative
analysis, assessing Support Vector Machine (SVM),
Naive Bayes, Random Forest, and Convolutional
Neural Network (CNN) models. The performance
evaluation relied on the weighted F1 score, a piv-
otal metric that considers both precision and recall.
show in figure 3 The results underscored the ex-
ceptional success of the CNN model, achieving a
weighted F1 score of 0.7711.

Figure 3: F1- Score Weighted

This emphasizes CNN’s ability to effectively
balance accurate identification of offensive or non-
offensive content while minimizing false positives
and negatives. Although SVM, Naive Bayes, and
Random Forest demonstrated commendable per-
formances, the superior performance of the CNN
model highlights the significance of deploying deep
learning techniques for intricate tasks such as iden-
tifying hate and offensive speech. The visual repre-
sentation through the bar graph further emphasized
the comparative performance, with the CNN model
standing out due to its higher weighted F1 score.
Looking ahead, the integration of machine learning
and deep learning models, alongside ongoing pa-
rameter tuning for the CNN-based model, presents
promising avenues for enhancing the efficiency of
hate speech identification in comments.
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Abstract
This study goes into our team’s active partici-
pation in the Hate and Offensive LanguageDe-
tection in Telugu Codemixed Text (HOLDTel-
ugu) shared task, which is an essential compo-
nent of the DravidianLangTech@EACL 2024
workshop. The ultimate goal of this collabora-
tive work is to push the bounds of hatespeech
recognition, especially tackling the issues given
by codemixed text in Telugu, where English
blends smoothly. Our inquiry offers a complete
evaluation of the task’s aims, the technique
used, and the precise achievements obtained
by our team, providing a full insight into our
contributions to this crucial linguistic and tech-
nical undertaking.

1 Introduction

The prevalence of hate speech and provocative lan-
guage in online interactions has raised serious con-
cerns about their negative impact on people and
society. With its unequal reach and simplicity of
use, social media has become a breeding ground
for the spread of such toxic information. While
considerable strides have been made in identifying
hate speech in English, the issue remains largely
unexplored for Dravidian languages such as Tel-
ugu.

Telugu, which is spoken by almost 80 million
people in India, is a sophisticated language that
incorporates words and phrases from other lan-
guages, mostly English. This linguistic feature
creates additional challenges for effectively detect-
ing hate speech in Telugu literature. Recognizing
the need to bridge this knowledge gap and sup-
port innovation in Telugu hate speech detection,
the DravidianLangTech@EACL 2024 workshop
included the Shared task on Hate and Offensive
Language Detection in Telugu Codemixed Text
(HOLD-Telugu).The collaborative effort aims to
bring together diverse experts in order to create ef-
fective methods for detecting hate and abuse terms
in Telugu codemixed text.

2 Related Work

While hate speech identification in English has
gained significant study interest, the topic for Dra-
vidian languages like Telugu remains relatively new
and unexplored. However, in the past year, tasks
such as sentiment analysis have been done on the
Tulu-English code-mixing language dataset (Tash
et al., 2023), and the following earlier research
gives vital facts and insights linked to the HOLD-
Telugu joint task:

In the work of (Priyadharshini et al., 2022), the
authors attempt to present an overview of detect-
ing abusive comments and hope speech involving
homophobia, misandry, counter-speech, misogyny,
xenophobia, and transphobia using data in Tamil
and Tamil-English code-mixed languages. along
with dataset details and participant findings.

In (Pavlopoulos et al., 2019), the authors pro-
vide the evaluation of two powerful baselines for
offensive language identification (Perspective) and
categorization (BERT). Their experiment shows
that Perspective outperformed BERT in detecting
toxicity, whereas BERT outperformed Perspec-
tive in categorizing the offensive type. In the
SEMEVAL-2019 OFFENSEVAL competition, Per-
spective ranked 12th in detecting an offensive post,
while BERT ranked 11th in categorizing it.

In (Chakravarthi et al., 2022), the authors con-
structed a multilingual, manually annotated dataset
and experimented with machine learning and deep
learning algorithms. The dataset contains around
60,000 YouTube comments, including approxi-
mately 44,000 comments in Tamil-English, 7000
comments in Kannada-English, and 20,000 com-
ments in Malayalam-English. They make it pub-
licly available on GitHub and Zenodo.

The authors in (Ayele et al., 2022b) build a
dataset of 5,267 tweets, and machine learning meth-
ods LR and SVM achieve an F1 score of 0.49,
whereas NB achieves an F1 value of 0.46. The
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deep learning algorithms (LSTM, BiLSTM, and
CNN) achieve an equal F1 score of 0.44, the lowest
of all models. Am-FLAIR and Am-RoBERTa, two
contextual embedding models, attain F1 scores of
0.48 and 0.50, respectively.

The authors in (Shahiki-Tash et al., 2023) con-
ducted experiments using transformer architectures
and BERT-based models, present hate speech detec-
tion toward the Mexican Spanish-speaking LGBT+
population, and achieve results with a Macro F1
score of 0.73.

The authors in (Shahiki-Tash et al., 2023) pre-
sented a word-based tokenization approach to train
a convolutional Neural network (CNN).

In (Yigezu et al., 2023), To examine language
patterns, the authors use deep learning models such
as Long Short-Term Memory (LSTM) and Recur-
rent Neural Networks (RNNs). The LSTM model,
which is a form of RNN, is used to comprehend the
context by capturing long-term relationships and
detailed patterns in input sequences.

The authors in (Ayele et al., 2022a) examine
the primary concerns associated with crowdsourc-
ing annotation for the collection of Amharic hate
speech data using Yandex Toloka.An estimated
1,000 tweets are annotated annually, or 5,400 in
total. Classification models based on deep learn-
ing were developed utilizing LSTM and BiLSTM.
Both models achieved an F1-score of 0.44.

3 Methodology

Various machine learning algorithms, including
classical methods and deep learning techniques,
can be used. Neural networks and deep learning
are among the most helpful AI approaches that
have been developed (Ahani et al., 2024). RNN
is often used as a building block in modern neural
networks to detect hate speech (Yigezu et al., 2022).
Our team deployed a task of automatic hate and
offensive language detection in Telugu codemixed
text using a deep learning-based simple neural net-
work (Simple RNN) model.

This design was chosen for its efficacy in cap-
turing temporal dependencies within text data vital
for understanding the sequential nature of language,
and their ability to model short-term dependencies
is useful for applications such as hate speech and
offensive language detection. They are computa-
tionally simple compared to advanced architectures
like Long Short Term Memory (LSTM) or Gated
Recurrent Unit (GRU), which allow faster training,

especially on small datasets. The interpretability
of simple RNNs is advantageous in applications
requiring a transparent decision-making process,
such as hate speech detection.

The model is trained on a training and validation
dataset and evaluated on the test set. We perform
pre-processing procedures, including tokenization
and padding, removing punctuation marks, and fil-
tering out stop words, to turn the text data into
a format appropriate for neural network computa-
tion. The general methodology pipeline is shown
in Figure 2

3.1 Dataset Analysis

The main point of our research resides in the
HOLD-Telugu dataset which is collected from so-
cial media (Priyadharshini et al., 2022), carefully
curated with 4000 items of Telugu codemixed text.
Each entry is extensively annotated for hate or non-
hate content, capturing varied linguistic phrases
and cultural nuances. Code-Mix is used in nearly
all social media networks where individuals speak
many languages. The use of code-mixed data in nat-
ural language processing (NLP) research is receiv-
ing a lot of interest right now (Tash et al., 2022).

Due to the expansion and significance of social
media in communication, hate speech detection of
social media code-mixed text has been an attrac-
tive subject of study in recent years (Tonja et al.,
2022). Our investigation delves into the nature of
the dataset, analyzing the distribution of hate vs.
non-hate samples, the intricacies of codemixing
patterns, and the possible issues these aspects rep-
resent for hate speech recognition programs. We
show the Distribution of Data in Figure 1

3.2 Shared Task Description

The HOLD-Telugu shared task supplied users
with a rich dataset of Telugu code-mixed
text(Priyadharshini et al., 2023; Premjth et
al.,2024"), painstakingly annotated for hate and
offensive content. This dataset includes differ-
ent online sources, including social networking
platforms, discussion forums, and news websites.
Participants were tasked with constructing models
capable of reliably detecting whether a particular
comment contained hate or derogatory language.
The performance of the suggested models was eval-
uated using the macro-F1 score, a balanced metric
that combines both precision and recall across both
classes,ensuring a full and trustworthy assessment.
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3.3 Model Architecture

We painstakingly study the model architecture, un-
covering the rationale behind each design decision.
The embedding layer transforms the discrete word
tokens into dense vectors, capturing semantic links
between words. The simple RNN layer then ana-
lyzes these vectors sequentially, allowing the model
to learn from the context and sequence of the words.
Dropout regularization is employed to prevent over-
fitting and increase model generalization. Finally,
a thick layer with softmax activation classifies each
input as hate or non-hate content. We show the
parameters we use in Table 1:

Table 1: parameter Setting

Parameters Values
embed_units 64
hidden_units 128
dropout 0.5
optimizer adam
batch_size 64
loss categorical_crossentropy
epoch 5
activation SoftMax
restore best weights TRUE
SimpleRNN layer early stop
callbacks 32 units

3.4 Experimental setup

Our model attained a test accuracy of 64.9 %, as-
sessed using the macro-F1 score as stated by the
shared task. Each entry is extensively annotated
for hate or non-hate content and further divided
into 70% training, 15% testing, and 15% valida-
tion sets. We deconstruct the results, assessing the
performance on several types of hate speech and
exploring the effects of codemixing on model ef-
fectiveness. We identify areas for improvement
and discuss critical lessons learned during the trial
process.

3.5 Predictions on Unseen Data

To highlight the real-world applicability of our
model, we apply it to a separate test dataset, prov-
ing its capacity to generalize to previously unseen
data. The anticipated categories are saved in a con-
veniently accessible format, enabling additional
research and review.

Figure 1: Distribution of Data

Figure 2: Steps for task evaluations

4 Discussion

While our model achieved promising results, we
acknowledge the limits inherent in the simple RNN
design and the issues provided by codemixing. In
future work, we will have a plan to address po-
tential routes for development, including studying
more complicated neural networks,adding addi-
tional variables like sentiment analysis, and lever-
aging larger and more diverse datasets.

5 Conclusion

The HOLD-Telugu collaborative initiative effec-
tively addressed the critical problem of identifying
hate speech in Telugu code-mixed text. The shared
employment enabled significant discoveries in this
under-researched subject by bringing together di-
vergent researchers and promoting teamwork. The
large and diverse dataset, high-quality submissions,
and intelligent analysis have paved the way for the
continuing development of powerful hate speech
detection algorithms for Telugu code-mixed text.

The successes of collaborative work go beyond
technical advancements. The HOLD-Telugu work
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helps to a more inclusive and healthier online en-
vironment for Telugu communities by reducing
the prevalence of toxic language. The shared task
resources and results enable researchers and devel-
opers to continue this endeavor, resulting in better
online interactions and protecting people from the
negative consequences of hate speech.

Looking forward, the HOLD-Telugu collabora-
tion lays the groundwork for future research on
hate speech detection in Dravidian languages and
code-mixed text. More research into sophisticated
NLP methods, such as multilingual language mod-
els and fine-tuning procedures, has the potential
to significantly improve the accuracy and general
applicability of hate speech detection systems. Fur-
thermore, the data from the shared job may be used
to create tools and resources that enable people and
organizations to reject hate speech and promote
online safety.

The achievement of the HOLD-Telugu joint en-
deavor demonstrates the enormous potential of col-
laborative research in addressing difficult social
issues. Research communities may positively con-
tribute to the establishment of safer and more inclu-
sive online environments for everybody by facilitat-
ing open data exchange, fostering diverse perspec-
tives, and concentrating on practical applications.

6 Limitations

The problems faced while interacting with a Tel-
ugu language dataset originate from the lack of re-
sources that hinder preprocessing techniques. The
dynamics of spoken language create challenges in
adaptability for models that were trained on histor-
ical data. Proper identification of relevant features
for successful training is also a challenging task,
especially when dealing with a language that has
certain unique linguistic.
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Abstract
Over the past few years, research on hate speech
and offensive content identification on social me-
dia has been ongoing. Since most people in
the world are not native English speakers, unap-
proved messages are typically sent in code-mixed
language. We accomplished collaborative work
to identify the language of code-mixed text on
social media in order to address the difficulties
associated with it in the Telugu language sce-
nario. Specifically, we participated in the shared
task on the provided dataset by the Dravidian-
LangTech Organizer for the purpose of identify-
ing hate and non-hate content. The assignment
is to classify each sentence in the provided text
into two predetermined groups: hate or non-hate.
We developed a model in Python and selected
a BERT multilingual to do the given task. Us-
ing a train-development data set, we developed a
model, which we then tested on test data sets. An
average macro F1 score metric was used to mea-
sure the model’s performance. For the task, the
model reported an average macro F1 of 0.6151.

1 Introduction

India is a multilingual nation with a diverse linguistic
past in South Asia. As the official and administrative
language of the state of Andhra Pradesh in southern
India, Telugu is one of the most widely spoken lan-
guages in the country. having 96 million or more
Telugu speakers as native speakers(tel).

In addition to their native, local, or regional
tongue, many in the region feel at ease utilizing En-
glish for daily communication. These multilingual
people prefer to share their thoughts, opinions, and
comments on social media sites in several scripts
and/or languages, which makes code-mixing the
norm on social media(Priyadharshini et al., 2023b;
Chakravarthi et al., 2021; Priyadharshini et al.,

2023a). The spread of hate speech(Yigezu et al.,
2023b; Shahiki-Tash et al., 2023) and objectionable
content has far-reaching effects, increasing tensions,
encouraging discrimination, and widening societal
divisions as social media and online platforms be-
come an essential part of daily life in India. In light
of the pressing need to address such content, this
study attempts to manage the complexities of Tel-
ugu codemixed (B et al., 2024; Yigezu et al., 2022)
language by utilizing sophisticated natural language
processing (NLP) models, most notably BERT (Bidi-
rectional Encoder Representations from Transform-
ers) (Bade, 2021; Tonja et al., 2022). Sentiment
analysis (Kanta and Sidorov, 2023; Tash et al., 2023;
Bade and Afaro, 2018), a powerful tool in natural
language processing, often focuses on discerning
emotions conveyed in the text. When applied to
hate speech, it plays a crucial role in understanding
the underlying sentiment behind abusive language,
shedding light on the detrimental impact of hateful
expressions within the digital sphere.

The results of this work aim to establish a ba-
sic framework for continued attempts to prevent the
spread of damaging content, provide platforms with
efficient tools for moderation, and foster a more fa-
vorable and supportive online environment among
the diverse range of languages found in India’s digi-
tal space.

2 Related work

The identification of hate speech has grown in im-
portance in the social media and internet communi-
cation era. Due to the increase in hate speech occur-
rences, academics are investigating many approaches
to effectively address this problem, such as deep
learning (Yigezu et al., 2023a; Ahani et al., 2024),
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transformer-based models, Convolutional Neural
Network (Bade and Seid, 2018; sha), and machine
learning (Tash et al., 2022).

Traditional machine learning techniques played a
major role in the early stages of hate speech identi-
fication, laying the groundwork for later studies in
the area. Davidson et al(Devlin et al., 2018) made
a significant addition in 2017 by offering a data set
and a number of features created especially for the
detection of hate speech. This groundbreaking dis-
covery launched a trajectory of developments in the
field and signaled the beginning of systematic hate
speech detection research.

A crucial element of conventional machine learn-
ing methodologies was the feature engineering pro-
cess. Scholars employed attributes like n-grams, sen-
timent analysis, and lexical aspects to efficiently de-
pict textual content. Sentiment analysis assessed the
text’s emotional tone, whereas N-grams in particular
demonstrated how language is sequential. Lexical
features, which include language patterns and vo-
cabulary. Hate speech detection research was first
driven by traditional machine learning techniques,
which were crucial in laying the groundwork for fur-
ther advancements and offering insightful informa-
tion. The advent of more sophisticated strategies was
spurred by these systems’ limits in addressing lan-
guage complexity and context, despite their promis-
ing outcomes.

Zhang et al (Zhang and LeCun, 2015) introduced
a Convolutional Neural Network (CNN) model pre-
senting a novel method for detecting hate speech.
This model outperformed other approaches in terms
of performance. Because hate speech frequently
uses certain phrases, keywords, and linguistic clues,
CNNs are particularly good at identifying local pat-
terns within the text. In 2018 (Ribeiro et al., 2018)
presented a hierarchical attention-based model This
strategy focused on attention mechanisms and hierar-
chical representations in order to address the need to
record nuanced hate speech (Mathew et al., 2021) . A
more thorough examination of the substance of hate
speech was made possible by the use of hierarchical
attention models, which made it possible to examine
data at the word and sentence levels.

A breakthrough in natural language processing,
BERT (Bidirectional Encoder Representations from
Transformers) was introduced by Devlin et al (De-

vlin et al., 2018) in 2019 . The novel aspect of
BERT is its capacity to comprehend a word’s context
by taking the complete phrase into account. This
contextual awareness is especially important in the
complex and frequently subtle realm of hate speech.
BERT can more precisely and thoroughly identify
hate speech by collecting the entire context (Dowla-
gar and Mamidi, 2021) . The promise of BERT in the
area of hate speech identification was immediately
recognised by researchers. They efficiently used
BERT’s potent language understanding capabilities
to discern between hateful and non-hateful informa-
tion by honing it on hate speech data sets (Khanduja
et al.). Modern outcomes in hate speech identifica-
tion can be attributed to this adaptation.The Trans-
former family has grown ever since BERT was intro-
duced.

3 Data set and Task description

The task at hand focuses on hate speech classifi-
cation within a data set encompassing 4000 sen-
tences expressed in Telugu, represented both in na-
tive script and Romanized forms. Within this data set,
2061 sentences are categorized as non-hate, while
1939 sentences are designated as hate in the training
set1.Moreover, an additional test data set contain-
ing 500 sentences is provided, lacking categorized
labels. The primary goal of this task is to employ
BERT multilingual model to discern patterns from
the labeled training data in order to predict whether
the 500 test sentences fall into the categories of hate
speech or non-hate (Priyadharshini et al., 2023a; B
et al., 2024).

This classification task presents a significant chal-
lenge in analyzing and identifying hate speech within
Telugu text, considering the multilingual aspect in-
volving both native script and Romanized forms.
With a substantial dataset comprising labeled exam-
ples of hate and non-hate speech, machine learning
models can be trained to recognize intricate patterns,
linguistic nuances, and context-specific features as-
sociated with hate speech (Marreddy et al., 2022).

1https://codalab.lisn.upsaclay.fr/competitions/
16095
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Figure 1: counts for hate and non in training data set

Figure 2: Percentage Distribution of Labels

4 Data preprocessing

During the preprocessing phase of our data, a series
of crucial steps were undertaken to enhance the qual-
ity and applicability of the text data for hate speech
identification and other Natural Language Processing
(NLP) tasks. A key focus was placed on text prepro-
cessing, involving the removal of special characters,
numeric digits, and emoticons. Emojis, despite of-
ten expressing emotions or nonverbal cues, were
eliminated from the text due to their limited contribu-
tion to semantic meaning in text analysis. Moreover,
special characters and numerical digits were also
omitted from the text corpus. These elements were
considered as they could potentially complicate later
processing stages and generally convey minimal lin-
guistic information within NLP tasks. The primary
objective behind this meticulous cleaning procedure
was to streamline the text data, reducing noise and
irrelevant features, while retaining a more refined
and cohesive representation suitable for subsequent
analysis or model development.

5 Training the Model

5.1 Model Description
In our hate and offensive language task, we utilized
the BERT (Bidirectional Encoder Representations
from Transformers) multilingual Transformer (De-
vlin et al., 2018), a sophisticated language model
renowned for its contextual understanding of text
across various languages. Through the adoption
of this different model architecture, our approach
involved comprehensive experimentation aimed at
fully harnessing the capabilities of this advanced
technology within our task domain. The overarching
goal was to create a robust and precise system for
detecting and categorizing hate speech accurately.

By leveraging the BERT multilingual Transformer
model, our objective revolved around developing a
highly capable system capable of recognizing and
effectively classifying hate speech content. Through
thorough exploration and experimentation with this
model, our focus was on identifying the most opti-
mal architecture and configurations that would yield
superior performance in the identification and mitiga-
tion of hate and offensive content within textual data.
This process involved fine-tuning the model param-
eters, experimenting with various training method-
ologies, and optimizing the model’s ability to com-
prehend and categorize hate speech expressions, ulti-
mately aiming for heightened accuracy and efficiency
in the detection and classification process. The uti-
lization of the BERT multilingual Transformer repre-
sented our concerted effort to leverage cutting-edge
technology, exploring its potential to enhance the ef-
ficacy of hate speech identification systems through
state-of-the-art natural language understanding and
classification capabilities (Sohn and Lee, 2019).

5.2 Training the Model
5.2.1 Data Splitting
The data set is initially divided into a training set and
a validation set and testing set, where in 70 percent
of the labeled data is allocated for training the BERT
multilingual model and 10 percent for validation.
This substantial portion serves as the foundation for
the model to learn and extract patterns, linguistic nu-
ances, and hate speech indicators from the provided
Telugu codemixed text. The model undergoes the
training process using this data to adjust its param-
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eters and optimize its understanding of hate speech
expressions.

Simultaneously, a smaller subset, constituting 20
percent of the labeled data set, is set aside as the
validation set. This portion is crucial for fine-tuning
the model’s performance and validating its effective-
ness. The validation set assists in adjusting hyper
parameters, evaluating the model’s performance on
unseen data, and preventing over fitting, ultimately
enhancing the model’s generalized. It provides a
means to measure how well the model learns from
the training data and how effectively it can predict
hate speech occurrences in new, unseen instances of
codemixed Telugu text.

Finally, the unlabeled test data, separate from the
training and validation sets, serves as a means to
assess the model’s real-world performance. This data
set, containing instances of Telugu codemixed text
without labeled categories, enables the evaluation of
how well the trained BERT multilingual model can
generalize its learning and accurately.

5.2.2 Training Parameters for the Model
The training process of the BERT multilingual model
involves several critical parameters aimed at opti-
mizing its learning from the data set while ensuring
computational efficiency and convergence stability.
Primarily, the choice of 3 epochs for training iter-
ations indicates that the entire labeled data set is
iterated through the model 3 times.

The batch size, set at 32, determines the number
of data samples processed simultaneously in each
iteration during training. The learning rate, specified
as 1e-5, governs the size of parameter updates during
training. A lower learning rate typically facilitates
more precise updates but might prolong the training
process.

Additionally, determining the update size involves
settings that regulate how the model’s parameters
are adjusted based on the calculated gradients dur-
ing training. These settings aim to strike a balance
between stability and efficiency during the model’s
learning process.

While these parameters have been set to strike a
balance between computational efficiency and con-
vergence stability, optimizing these settings might
further enhance the model’s performance in recogniz-
ing hate and offensive content. Fine-tuning param-

eters such as the learning rate, batch size, training
epochs, or update size could potentially refine the
model’s accuracy.

6 Evaluation Metrics and Results

The F1-score, computed as the harmonic mean of
precision and recall, provides a balanced assessment
by considering both metrics. Achieving a macro
F1-score of 0.6151 in our task indicates a moder-
ate level of overall performance, suggesting a rea-
sonable balance between precision and recall across
multiple classes. This metric signifies the model’s
effectiveness in correctly identifying hate and offen-
sive content in a multi-class classification scenario,
highlighting its general capability in accurately cate-
gorizing various classes within the data set.

7 Error Analysis

The BERT multilingual model applied to Telugu hate
speech exhibits notable accuracy, particularly in cor-
rectly identifying true positives. However, a signif-
icant challenge arises with false positives, misclas-
sified instances even in a balanced dataset. This pat-
tern necessitates thorough analysis and adjustments
in the model’s discriminatory capabilities. Compre-
hensive evaluations on validation and test sets are
essential for assessing the model’s adaptability. Pro-
posed strategic modifications involve fine-tuning pa-
rameters and scrutinizing false positive occurrences
to enhance overall accuracy and efficacy.

8 Limitations

Challenges in a Telugu language dataset include lim-
ited resources hindering preprocessing techniques.
The dynamic nature of evolving fake news poses
adaptability issues for models trained on historical
data. Identifying relevant features for effective train-
ing is challenging, particularly in a language with
unique linguistic characteristics not well-captured by
standard NLP techniques.

9 Conclusion

Utilizing the BERT model, this study focuses on
detecting Hate and Offensive Language within Tel-
ugu Codemixed Text, achieving a macro F1-score
of 0.6151. It showcases the model’s proficiency in
identifying hate speech amidst the intricate linguistic
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composition of Telugu codemixed text. Despite this
success, the research underscores the imperative for
continual improvement in both model architecture
and data set expansion to heighten the accuracy of
hate speech detection. The study serves as a founda-
tional milestone, laying the groundwork for future ad-
vancements. It sets a benchmark for the development
of more sophisticated and sensitive systems crucial
for accurately identifying and mitigating harmful in-
formation present in multilingual digital realms. This
work not only validates the potential of the BERT
model but also emphasizes the ongoing need for re-
finement and innovation in combating hate speech in
diverse linguistic contexts.

10 Future work

The future work for this task involves enhancing
the existing framework through various approaches.
It includes refining model architectures tailored for
codemixed languages, diversifying and augmenting
data sets, fine-tuning model parameters, exploring
multimodal approaches, ensuring cultural sensitiv-
ity, implementing real-time detection systems, and
establishing standardized evaluation metrics. These
efforts aim to develop more effective and culturally
sensitive mechanisms for detecting hate speech in
Telugu codemixed text, fostering safer and more in-
clusive digital spaces.
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Abstract
Hate speech is communication, often oral or
written, that incites, stigmatizes, or incites vio-
lence or prejudice against individuals or groups
based on characteristics such as race, religion,
ethnicity, gender, sexual orientation, or other
protected characteristics. This usually involves
expressions of hostility, contempt, or preju-
dice and can have harmful social consequences.
Among the broader social landscape, an impor-
tant problem and challenge facing the medical
community is related to the impact of people’s
verbal expression. These words have a signifi-
cant and immediate effect on human behavior
and psyche. Repeating such phrases can even
lead to depression and social isolation. In an
attempt to identify and classify these Telugu
text samples in the social media domain, our
research LSTM and the findings of this exper-
iment are summarized in this paper, in which
out of 27 participants, we obtained 8th place
with an F1 score of 0.68.

1 Introduction

While hate speech (HS) legislation varies among
different countries, it is generally conceptualized
as encompassing expressions of hostility or deroga-
tion directed at an individual or a group based on
attributes such as race, color, national origin, sex,
disability, religion, or sexual orientation (Nockleby,
2000; Jahan and Oussalah, 2023).

On platforms such as Twitter, Facebook, and
various other social media outlets, hateful com-
ments manifest as expressions containing abusive
language directed towards individuals (including
cyber-bullying, politicians, celebrities, or prod-
ucts) or specific groups (such as countries, the
LGBT community, religions, genders, organiza-
tions, etc) (Badjatiya et al., 2017)

Numerous intricate challenges are currently evi-
dent in applications related to speech, vision, and
text, all aimed at enhancing accuracy. The pioneer-
ing work of (Badjatiya et al., 2017). In 2017 marks

the initial exploration of neural architectures for de-
tecting hate speech. The advancement of natural
language processing (NLP) (Bade, 2021) technol-
ogy has spurred considerable investigation into the
automated detection of textual hate speech in re-
cent years. Notable competitions such as SemEval-
2019 (Zampieri et al., 2019) and 2020 (Zampieri
et al., 2020), as well as GermEval-2018 (Wiegand
et al., 2018), have organized diverse events aimed
at seeking improved solutions for automated hate
speech detection. In response, researchers have
compiled extensive datasets from various sources,
fostering significant progress in the field. Numer-
ous studies have addressed hate speech in multiple
non-English languages and online communities,
prompting exploration and comparison of different
processing pipelines. This includes the examina-
tion of feature sets and Machine Learning (ML)
methods (Tash et al., 2022; Kanta and Sidorov,
2023), encompassing supervised, unsupervised,
and semi-supervised approaches, as well as var-
ious classification algorithms such as Naive Bayes,
Logistic Regression (LR), Convolutional Neural
Network (CNN) (Tash et al., 2023; Shahiki-Tash
et al., 2023b), Long Short-Term Memory (LSTM),
BERT deep learning(Yigezu et al., 2022) archi-
tectures, among others. The pervasive issue of
abusive language is both common and troubling.
Offensive language takes many forms, depending
on the target group and the specific target, such as
hate speech, cyberbullying, adult content, trolling,
abuse, racism, or profanity.

In recent advancements, transformer-based mod-
els (Tonja et al., 2022), such as BERT, have signifi-
cantly impacted the detection and understanding of
hate speech. Hate speech, a particularly alarming
category of abusive language, involves the inten-
tional intimidation of a target group or individual
with the intent of causing harm, violence, or social
disruption (Husain and Uzuner, 2021; Khan et al.,
2022a)
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So there are subtle distinctions between differ-
ent types of offensive language. The targeting of
LGBT+ people with hate speech is a deep-rooted
issue with far-reaching consequences, including the
potential for substance abuse disorders (Shahiki-
Tash et al., 2023a) and racism (Badjatiya et al.,
2017). The rest of the paper is organized as follows:
the related work and methodology are discussed in
Section 2 and 3 respectively followed by results in
Section 4.

2 Related work

Balouchzahi et al. address the ongoing challenge of
hate speech (HS) by emphasizing the limitations of
conventional identification and blocking methods.
Thay advocate the development of systems that are
capable of not only identifying but also profiling
HS content contaminants. Using a vote classifier
(VC) contributes to the hate speech broadcaster de-
tection task organized by PAN 2021 (Bevendorff
et al., 2021), which focuses on the profiles of HS
broadcasters in English and Spanish on Twitter.
The proposed model uses a combination of tradi-
tional character and word n-gram along with syn-
tactic n-grams as features for classification. Using a
support vector machine (SVM), logistic regression
(LR) and random forest (RF) vote classifier, the
models achieve commendable accuracies of 73%
and 83% for English and Spanish, respectively.

In the BiCHAT (Khan et al., 2022a) research,
an innovative deep learning(Ahani et al., 2024)
model, combining BiLSTM with deep CNN and
hierarchical attention, is employed to acquire tweet
representations for the detection of hate speech.
The proposed model undergoes a process of min-
ing, training, and evaluation using three benchmark
datasets from Twitter. These datasets include HD1,
introduced by (Founta et al., 2018; Bade and Afaro,
2018), HD2, derived from the Kaggle 1 compe-
tition dataset, and HD3 with statistics presented
in Table 1, provided by (Davidson et al., 2017;
Bade and Seid, 2018). The F1-score outcomes
(HD1=0.88, HD2=0.91, and HD3=0.75) demon-
strate superior performance compared to the State-
of-the-Art (SOTA) methods (Khan et al., 2022b;
Roy et al., 2020; Ding et al., 2019).

In the publication (Badjatiya et al., 2017), an
examination was conducted on 16,000 tweets em-
ploying three neural network models (CNN and
BOWL, LSTM) and various methodologies, includ-

1www.kaggle.com

ing GBDT, TF_IDF, and Random Embedding. The
dataset originates from the (Waseem and Hovy,
2016). The study demonstrated that combining
embeddings acquired from deep neural network
models with gradient-boosted decision trees yields
the highest accuracy values. Specifically, the com-
bination of LSTM+Random Embedding+GBDT
achieved an F1-score of 0.930.

In this study(Waseem and Hovy, 2016), the
method is based on a dataset of 16,000 tweets
collected by (Waseem and Hovy, 2016) and col-
leagues. This dataset, which includes a total of
136,052 tweets, was annotated by the researchers,
and 16,914 tweets were specifically flagged. Of
these, 3,383 tweets containing sexual content were
identified, originating from 613 users. Addition-
ally, 1,972 tweets were flagged for racist content
and contributed by 9 users, while the remaining
11,559 tweets were deemed non-sexist or racist.
The analysis of hate speech comments included a
thorough review of the features used, with the aim
of determining those that yielded the most effective
detection performance. Notably, examination of
the features influencing hate speech recognition in
the dataset revealed that, despite potential varia-
tions in geographic distribution and word length,
these factors did not consistently improve perfor-
mance and rarely outperformed personality-level
features. An exception to this trend can be seen
with gender-related characteristics, as detailed in
Table 2.

3 Methodology

in this section, we summarize the data set used in
this task and the proposed methodology in detail.
LSTM networks prove advantageous in binary text
classification tasks, such as hate speech detection,
due to their inherent ability to capture contextual
dependencies and long-range dependencies in se-
quential data. Imbalanced datasets, on the other
hand, might lead the model to be skewed towards
the majority class, potentially hindering its per-
formance in identifying instances of the minority
class, such as hate speech, and affecting overall
classification accuracy.

3.1 Dataset

The dataset, generously provided by Hold Telugu
for the Telugu language, consists of two separate
datasets for educational purposes. The first dataset
contains 4000 tweets for training, while the second
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Table 1: Statistics of the datasets

Datasets Hate tweet Normal tweet Total
HD1 (Relatively balanced) 2615 5385 8000

HD2 (Unbalanced) 1421 10579 12000
HD3 (Unbalanced) 1430 4162 5592

Table 2: F1 achieved by using different features sets

char n-grams +gender +gender +loc word n-grams
F1 73.89 73.93 73.62 64.58

dataset contains 500 tweets for testing (B et al.;
Priyadharshini et al., 2023)

Table 3: Data set samples

Tweets Label
Adhi Show na lanjala kompana Hate
Papam erry flower ayipoindu Hate
Valla dhagara bochu vunttundi Hate
West Godavari lo adii jarigindhi Non-hate
Venakala unnonni adugu cheptadu Non-hate
turning thisukuna vadihi Non-hate

3.2 Embedding Layer
The model begins with an embedding layer, a fun-
damental component in natural language process-
ing tasks. The ‘Embedding‘ layer is responsible
for converting the input text data into a dense vec-
tor representation. In this case, each word in the
vocabulary is represented as a vector of 32 dimen-
sions ("embedding_vector_length"). This vector
representation allows the model to capture seman-
tic relationships between words and enables better
understanding of the textual data.

3.3 LSTM Layer
Following the embedding layer, the model incor-
porates an LSTM layer. LSTMs are a type of re-
current neural network (RNN) designed to address
the vanishing gradient problem, making them ef-
fective for sequence modeling tasks. The LSTM
layer with 100 units captures long-range dependen-
cies and temporal patterns in the input sequences.
The ‘dropout‘ and ‘recurrent_dropout‘ parameters
are introduced to mitigate overfitting by randomly
dropping connections during training.

3.4 Dense Layer and Sigmoid Activation
The LSTM layer is followed by a dense layer with
a single output unit. This dense layer acts as a clas-

sifier for binary sentiment classification, with a sig-
moid activation function applied to produce prob-
abilities. The sigmoid activation function is well-
suited for binary classification tasks as it squashes
the output values between 0 and 1, representing
the likelihood of the input belonging to the posi-
tive class (hate speech) or negative class (non-hate
speech).

3.5 Model Loading and Compilation

The model is then loaded with pre-trained weights
saved during training, specifically the weights that
achieved the best performance on the validation
set. This practice ensures that the model used for
evaluation is the one that demonstrated the highest
generalization ability during training.

The model is compiled using binary cross-
entropy loss, which is suitable for binary classifica-
tion problems, and the Adam optimizer, a popular
choice for training neural networks. The evalua-
tion metrics include loss and accuracy, providing
insights into the model’s performance on the test
data.

3.6 Evaluation on Test Data

Finally, the model is evaluated on a sepa-
rate test dataset ("X_test" and "y_test"). The
"model.evaluate" method computes the loss and
accuracy of the model on the test data, providing
a quantitative measure of its generalization perfor-
mance. The obtained accuracy is then printed as a
percentage, offering a clear indication of how well
the model is able to classify hate speech in unseen
textual data.

In summary, this methodology section describes
the architecture and training process of an LSTM-
based hate speech detection model, emphasizing
the role of embedding, LSTM, and dense layers
in capturing intricate patterns in text data. The
model’s evaluation on a distinct test set ensures a
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robust assessment of its real-world performance.

4 Result

During the sharing task competition that focused
on detecting hate and offensive language in Telugu
mixed code text, our main goal was to determine
the F1-score for the given data set. Using the previ-
ously trained LSTM model, we fed the entire test
data into the model and obtained a prediction that
yielded significant results. In a single performance
evaluation, we scored an admirable 0.68%, placing
8th out of 27 participating teams. For an overview
of the results achieved by all participating teams,
please refer to Table 4, which provides a detailed
insight into the performance metrics and points
earned by each participant in the competition.

Table 4: Results of the participants in Telugu Hate
speech

Team Run F1-score (macro) Rank
Sandalphon 1 0.7711 1
Selam 2 0.7711 1
Kubapok 1 0.7431 3
DLRG1 1 0.7101 4
DLRG 1 0.7041 5
CUET_Binary 2 0.7013 6
CUET_OpenNLP 1 0.6878 7
Zavira 1 0.6819 8
IIITDWD-zk_lstm 2 0.6739 9
lemlem 1 0.6708 10
Mizan 1 0.6616 11
byteSizedLLM 1 0.6609 12
pinealai 1 0.6575 13
IIITDWD_SVC 2 0.6565 14
MUCS 3 0.6501 15
Lemlem-eyob 2 0.6498 16
Tewodros 2 0.6498 16
Fida 2 0.6369 18
Lidoma 1 0.6151 19
MasonTigers 1 0.5621 20
Habesha 1 0.5284 21
MasonTigers 1 0.4959 22
CUET_DASH 3 0.4956 23
Fango 1 0.4921 24
Tayyab 1 0.4653 25

5 limitations

1. The research grapples with a limitation aris-
ing from the exclusion of hyperparameter tuning
in the experimental setup. Optimizing hyperpa-
rameter configurations is pivotal for refining the
performance of machine learning models, and the
absence of such optimization in our experiments
may impact the overall efficacy of our approach.

2. Another constraint in our methodology arises
from the absence of experiments specifically tai-

lored to address the issue of imbalanced datasets.
Tasks related to hate speech detection commonly
face challenges with imbalances between the in-
stances of different classes. Exploring strategies
like oversampling, undersampling, or employing
specialized algorithms for imbalanced datasets
could be considered to enhance the model’s ca-
pability in handling such distribution challenges.

6 Conclusion

Hate speech that incites violence or prejudice
against individuals or groups based on different
characteristics is an important challenge in con-
temporary society. The damaging effects of such
expressions, including hostility and prejudice, go
beyond immediate social consequences and can
contribute to deep psychological effects such as
depression and social isolation.

This research deals with the important issue of
hate speech in the context of Telugu mixed code
text on social media platforms. Using Natural Lan-
guage Processing (NLP), specifically using short-
term memory (LSTM) neural networks, we aimed
to identify and classify hate speech in Telugu text
samples. In a competitive environment of 27 par-
ticipants, our LSTM-based model achieved eighth
place with an F1 (large) score of 0.68

The significance of our research lies in the ef-
fective application of NLP techniques to combat
hate speech in multilingual contexts, contributing
valuable insights and solutions to a pervasive so-
cial problem. The balanced dataset, consisting of
4000 training tweets and 500 test tweets, provides
a strong foundation for training and evaluating the
model’s performance.

Our findings underscore the potential of ad-
vanced technologies, such as deep learning models,
in addressing complex social issues. The results of
the competition presented in Table 4 show the rela-
tive performance of different teams and show the
effectiveness of different approaches in detecting
hate speech.
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Abstract
Global communication has been made easier
by the emergence of online social media, but
it has also made it easier for "fake news,"
or information that is misleading or false, to
spread. Since this phenomenon presents a sig-
nificant challenge, reliable detection techniques
are required to discern between authentic and
fraudulent content. The primary goal of this
study is to identify fake news on social media
platforms and in Malayalam-language articles
by using LSTM (Long Short-Term Memory)
model. This research explores this approach in
tackling the DravidianLangTech@EACL 2024
tasks.1. Using LSTM networks to differentiate
between real and fake content at the comment
or post level, Task 1 focuses on classifying
social media text. To precisely classify the
authenticity of the content, LSTM models are
employed, drawing on a variety of sources such
as comments on YouTube. Task 2 is dubbed
the FakeDetect-Malayalam challenge, wherein
Malayalam-language articles with fake news
are identified and categorized using LSTM
models. In order to successfully navigate the
challenges of identifying false information in
regional languages, we use lstm model. This
algoritms seek to accurately categorize the mul-
tiple classes written in Malayalam. In Task 1,
the results are encouraging. LSTM models dis-
tinguish between orignal and fake social media
content with an impressive macro F1 score of
0.78 when testing. The LSTM model’s macro
F1 score of 0.2393 indicates that Task 2 offers
a more complex landscape. This emphasizes
the persistent difficulties in LSTM-based fake
news detection across various linguistic con-
texts and the difficulty of correctly classifying
fake news within the context of the Malayalam
language.

1 Introduction

Online social media has made communication eas-
ier on a global level, which allows people to seam-

1https://codalab.lisn.upsaclay.fr/competitions/16055

lessly interact and share information with each
other across the globe. In the realm of Natu-
ral Language Processing (NLP) (bad, 2021), di-
verse tasks hold significance, ranging from detect-
ing hate speech(Shahiki-Tash et al., 2023a) and
hopeful (Yigezu et al., 2023a; Shahiki-Tash et al.,
2023b) sentiments (Tash et al., 2023) to language
identification (Tash et al., 2022) and combatting
fake news. Researchers leverage various models
tailored to these tasks’ intricacies. For hate speech
detection (Yigezu et al., 2023b), models like Convo-
lutional Neural Networks (CNNs), Recurrent Neu-
ral Networks (RNNs), traditional machine learn-
ing (Kanta and Sidorov, 2023), and Transformer-
based (Tonja et al., 2022) architectures such as
BERT and its variants have been instrumental. On
the other hand, the spread of false information and
fake news (yig, 2023) is a serious problem brought
about by this increased connectivity. Significant
doubts about the veracity and credibility of online
content have been raised by the purposeful spread
of inaccurate or misleading information through a
variety of social media platforms. This trend has
major ramifications for society cohesion, public
confidence, and democratic discourse in addition
to endangering the veracity of information.

The DravidianLangTech@EACL 2024 (Subra-
manian et al., 2024) task was created for this prob-
lem, with a specific focus on countering fake news
in Dravidian languages. The goal of this innova-
tive project is to use advanced technology, specif-
ically LSTM (Long Short-Term Memory) mod-
els (Yigezu et al., 2022), to address the complex
problems related to identifying and categorizing
fake news(Fazlourrahman et al., 2022; Balouchzahi
and Shashirekha, 2020). This initiative aims to
achieve two main goals. Initially, Task 1 focuses
on social media content classification, with a fo-
cus on distinguishing between accurate and false
information. The challenge for participants is to
create LSTM-based systems that can operate at the
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comment or post level on social media sites like
Facebook, YouTube, and Twitter and can distin-
guish between authentic content and fake content.
Second, the goal of Task 2, also referred to as the
FakeDetect-Malayalam challenge is to recognize
and classify fake news in articles written in Malay-
alam. The task for participants is to create LSTM-
based models that can effectively identify false
information in Malayalam and categorize articles
into groups such as Mostly True, False, Half True,
Mostly False, and Partly False. The initiative aims
to progress fake news detection, particularly in the
context of Dravidian languages, through these tasks.
The results and developments that come from this
work will not only help create strong detection
systems but also promote credibility, trustworthi-
ness, and dependability in online content, forming
a more genuine and informed digital environment.

2 Related Work

Trends in technology and extensive research have
been made in the field of fake news detection in
response to the spread of misinformation and fake
news on online platforms in recent years. Various
approaches, strategies, and methods have been in-
vestigated in a number of studies to address the
widespread problem of fake news, which includes
social media platforms and multilingual environ-
ments. One popular area of research has been iden-
tifying fake news on social media. By using neural
networks to detect fake news on Twitter, (Shuaibo
et al., 2022) invented the application of deep learn-
ing(Ahani et al., 2024) techniques (Zervopoulos
et al., 2022).They showed how machine learning
models can effectively separate false information
from real content by focusing on feature extrac-
tion and classification in their study. Furthermore,
Kumar et al. (2018) suggested a method for detect-
ing fake news by analyzing the text of social me-
dia posts using natural language processing (NLP)
techniques (Murugesan, 2019). Their research
highlighted the value of sentiment analysis and lin-
guistic characteristics in precisely detecting false
information.

Moreover, studies have begun to focus on mul-
tilingual settings, recognizing the difficulties pre-
sented by false information in tongues other than
English. Ruchansky et al. (2017) examined
the transferability of models across languages in
their investigation of cross-lingual fake news de-
tection. (Ruchansky et al., 2017; Bade and Seid,

2018) Research on the identification of fake news
in Dravidian languages is beginning to emerge. In
their 2020 study, Vigneshwaran and Soman in-
vestigated the detection of fake news in Tamil-
language news articles by using machine learn-
ing algorithms to categorize the authenticity of the
(Huang, 2022). Their research highlighted how
crucial Tamil-specific linguistic subtleties are to
creating precise detection models.

Furthermore, the use of LSTM model has be-
come more popular in the identification of fake
news. Recurrent neural networks are effective at
capturing temporal dependencies and contextual
information in text; Ma et al. (2019) used LSTM
networks to detect fake news in Chinese social me-
dia. (Zhang et al., 2018; Bade and Afaro, 2018)
Furthermore, the focus has been directed to ini-
tiatives aimed at addressing the detection of fake
news in languages like Malayalam. Kunnath and
Jayaraman (2021) used machine learning models
in conjunction with lexical and syntactic features
to study the detection of fake news in Malayalam
(Mirnalinee et al., 2022) . Their research demon-
strated the importance of using language-specific
strategies to effectively counteract misinformation.

In support of this research work, the Dravidian-
LangTech@EACL 2024 initiative seeks to expand
the reach of fake news detection to Dravidian lan-
guages. This initiative addresses a research gap
by integrating the LSTM model concentrating on
social media content and Malayalam-language arti-
cles. Overall, these studies present an overview of
the DravidianLangTech@EACL 2024 initiative’s
pursuit of combating fake news within Dravidian
languages by highlighting the various methodolo-
gies and approaches used in fake news detection
across social media platform.

3 Task Description

This work aims to identify Fake News Detection
in Dravidian Languages, as mentioned in the intro-
duction . There are two sub-tasks in this work.

3.1 Task 1

This task requires binary classification of content,
both in the native language and Roman, into two
groups: Original and Fake. All participants must
create systems that can reliably classify content
authenticity into these two categories—Original
and fake information—regardless of language.
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3.2 Task 2

The purpose of Task 2, FakeDetect-Malayalam, is
to identify fake news in Malayalam content. To
accurately classify articles into False, Half True,
Mostly False, Partly False, and Mostly True cate-
gories, participants develop language-specific mod-
els, highlighting the importance of precise identifi-
cation within regional languages like Malayalam.

4 Methodology

Due to the complex nature of data for both tasks,
it is quite obvious that the proposed model must
have different aspects to precisely and accurately
predict the fake and original content and similarly
for multi-class classification for the second task.

4.1 Data sets

The data sets are obtained from (Subramanian et al.,
2023) for both tasks, Task 1 involves training, val-
idation, and test data sets and Task 2 has training
and test data sets. Task 1 appears to involve binary
classification to differentiate between original and
fake content. Task 2 has multi-class classification
having 5 classes False, Half True, Mostly False,
Partly False, and Mostly True.Figure 1 shows the
training samples and figure 2 shows the validation
data samples for task1.Figure 3 shows the training
data set labels for task2.

Figure 1: Validation Data Set samples

4.2 Data Preprocessing

Preprocessing includes removing HTML tags, num-
bers, and symbols (emojis included) from the data
once it has been obtained for both tasks. These ele-
ments could add unnecessary noise to the data sets,
which would impact the analysis. Removing them
makes the corpus of texts cleaner, which makes
natural language processing (NLP) jobs more accu-
rate. In order for models to concentrate on relevant

Figure 2: Validation Data Set samples

Figure 3: Training Data Set samples

language patterns and features for better perfor-
mance and robustness in classification or analysis,
this cleaning process is essential to improving the
quality of data being used.

4.3 Model Evaluation

This ability of recurrent neural networks (RNNs)
to preserve long-term dependencies makes Long
Short-Term Memory (LSTM) networks particularly
good at processing sequential data. Input, forget,
and output gates are examples of gates that are
incorporated into LSTMs to make learning from
sequential data more efficient and to mitigate the
disappearing or expanding gradient problems that
are frequently seen in traditional RNNs.

Task 1 used an LSTM model with a post-RNN
dropout layer for Real vs. Fake News Detection
(Binary Classification). By controlling excessive
learning from the training data and concentrating
on identifying patterns within textual sequences,
this design avoided overfitting. To prepare the data
for the analysis of the LSTM model, the method-
ology included preliminary processes such as tok-
enization, sequence padding, and text preprocess-
ing.

In Task 2, focused on Multi class Classification,
the LSTM model was configured to handle multi-

115



ple output categories, enabling the classification of
news articles into various classes (e.g., True, false,
partially true). Leveraging the LSTM’s proficiency
in understanding sequential data, similar prepos-
sessing methods were applied, and the LSTM archi-
tecture was adapted to accommodate the multiple
output classes.

Both tasks showcased the LSTM’s efficacy as
the primary architecture for text data processing.
The LSTM’s adeptness in capturing long-term de-
pendencies and intricate patterns within sequences
effectively fulfilled the objectives of differentiating
between real and fake news in Task 1 and cate-
gorizing text into multiple classes in Task 2. The
tailored preprocessing steps and LSTM configu-
rations highlighted the versatility and success of
LSTM networks in addressing various text classifi-
cation challenges.

5 Results and Discussions

Different performance outcomes were found when
our LSTM-based models were evaluated for both
tasks. With an macro f1-score of 0.78, our model
shown encouraging performance in Task 1, which
focused on differentiating between Real and Fake
News (Binary Classification). Due to the presence
of dropout layers and proper pre processing, the
model was able to identify unique patterns within
textual sequences, which resulted in a balanced
performance that showed notable results.

On the other hand, our LSTM model faced a
more difficult environment in Task 2, which faced
Multi class Classification. With an F1-score of
0.2393, the model encountered difficulties in ac-
curately categorizing news articles into multiple
classes.

6 Error Analysis

The LSTM model for Malayalam fake news de-
tection demonstrates remarkable accuracy, partic-
ularly in true positive identification. However, a
notable challenge arises with false positives, mis-
labeling instances as fake news even in a balanced
dataset. This pattern warrants meticulous analysis
and adjustment in the model’s discriminatory capa-
bilities. Comprehensive evaluations on validation
and test sets are crucial for assessing the model’s
adaptability. Proposed strategic modifications in-
volve fine-tuning parameters and scrutinizing false
positive occurrences to enhance overall accuracy
and efficacy.

7 Limitations

Utilizing the model LSTM in fake news detection
offers improved textual comprehension, but effec-
tiveness may be limited by corpus specificity. Fine-
tuning is crucial to address potential mismatches
with unique Malayalam fake news characteristics.
The linguistic complexities of Malayalam may hin-
der the model’s ability to discern subtle patterns,
requiring further investigation and refinement.

8 Conclusion

In conclusion, Task 1 and Task 2 evaluation of our
LSTM-based model highlights both achievements
and weaknesses. Task 1 showed excellent perfor-
mance, obtaining a noteworthy macro F1-score of
0.78 in binary classification, successfully differen-
tiating Real News from Fake News. This success
confirms the LSTM model’s ability to identify dis-
tinct patterns in textual sequences and shows its
ability to accurately classify binary data.

With an F1-score of 0.2393 Task 2, which
involved Multi-class Classification, highlighted
weaknesses. The model had difficulties correctly
classifying content multiple classifications, indi-
cating that it was not able to differentiate between
different categories. This emphasizes that in order
to increase multi-class classification skills, feature
representation, data balance, or model refinement
changes are required.

The differences in the tasks show the effective-
ness of LSTMs in binary classification as well as
the challenges that arise in multi class classifica-
tion. Resolving these complexities requires con-
certed efforts, such as advanced feature engineer-
ing, possible data balancing techniques, or model
improvements targeted at improving multi class
classification. As we proceed, an iterative process
that includes extensive testing, enhanced feature
representations, and model optimizations is impor-
tant.

9 Future work

In order to increase sequence understanding, fu-
ture work will augment the text classification tasks
using LSTM models by combining transformer-
based architectures. Furthermore, using larger and
large-scale data sets and advanced data balancing
techniques to rectify class imbalances may improve
the resilience of the model. In order to understand
model decisions, more research will need to incor-
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porate interpretability techniques. We will investi-
gate how to enhance and customize models for par-
ticular applications by combining domain-specific
embeddings with ensemble techniques and transfer
learning from pre-trained models. The goal of this
multimodal strategy is to improve LSTM models’
adaptability and performance in text classification
tasks, especially in multi-class settings.
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Abstract

Social media platforms have become increas-
ingly popular and are utilized for a wide
range of purposes, including product promo-
tion, news sharing, accomplishment sharing,
and much more. However, it is also employed
for defamatory speech, intimidation, and the
propagation of untruths about particular groups
of people. Further, hateful and offensive posts
spread quickly and often have a negative im-
pact on people; it is important to identify and
remove them from social media platforms as
soon as possible. Over the past few years, re-
search on hate speech detection and offensive
content has grown in popularity. One of the
many difficulties in identifying hate speech on
social media platforms is the use of code-mixed
language. The majority of people who use so-
cial media typically share their messages in lan-
guages with mixed codes, like Telugu–English.
To encourage research in this direction, the or-
ganizers of DravidianLangTech@EACL-2024
conducted a shared task to identify hateful con-
tent in Telugu-English code-mixed text. Our
team participated in this shared task, employing
three different models: Xlm-Roberta, BERT,
and Hate-BERT. In particular, our BERT-based
model secured the 14th rank in the competition
with a macro F1 score of 0.65.

1 Introduction

In contemporary society, social media plays a piv-
otal role in the daily lives of many individuals. Text
messages across various platforms hold consider-
able influence, both positively and negatively. On
a positive note, social media serves as a global
connector, fostering creativity, enhancing skills,
and providing entertainment. Additionally, it fa-
cilitates the swift dissemination of breaking news.
Conversely, the prevalence of hate speech and the
dissemination of inaccurate information about indi-
viduals, groups, or societies represent undesirable
phenomena. Social media platforms are regrettably

exploited for expressing destructive views and elic-
iting negative emotions through hate and fraudulent
communications.

In the present era, there is a high degree of
trust in social media, so misinformation propa-
gated by media outlets or influential figures is of-
ten accepted as true. Consequently, individuals
disseminate false information using inappropriate
language, with hashtags like #HateSpeech gain-
ing prominence on platforms such as Twitter and
YouTube, particularly during the emergencies like
COVID-19 pandemic. Furthermore, some individ-
uals erroneously believe that engaging in abusive
language or hate speech can confer fame and notori-
ety. Social media platforms are actively striving to
eradicate such negative textual content, recognizing
the severe consequences it can have on individuals’
lives.

While social media users are increasingly cog-
nizant of the issue, exposure to hate news persists,
even when the true story is known. Efforts to ad-
dress this problem involve the development of ma-
chine learning and deep learning models capable of
identifying hate speech in text data (Nozza, 2021).
Given the language’s global prevalence, numerous
models have been trained on English data (Santosh
and Aravind, 2019). However, it is imperative to
acknowledge that hate speech extends beyond En-
glish, with regional languages being utilized for its
propagation. Telugu, a Dravidian language spoken
in Andhra Pradesh and Telangana, India, is one
such language.

Motivated by this realization, Dravidian-
LangTech@EACL-2024 initiated a shared task for
the classification of hate and non-hate speech de-
tection in Tenglish (Telugu-English) code-mixed
dataset (B et al., 2024). Our team participated in
the shared task; we employed various techniques,
including transliteration, and translation during pre-
processing. In addition, we subsequently utilized
three distinct models for embedding extraction,
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HateBERT, XLM-RoBERTa, and BERT, and se-
cured 14th position with a F1-Score of 0.6565 for
BERT-Based (cased) among all competing teams.

The article is structured as follows: Section 2
presents the background study. The details of the
dataset and methodology are presented in Section
3, and finally, the results are discussed in Section 4.
At last, in Section. 5 concluded and talked about
Future research direction. We have written some
Ethics in Section 6 for the work which had done.

2 Related work

The exploration of hate speech detection in Dra-
vidian code-mixed text remains a relatively under
explored topic, as most previous research has pre-
dominantly focused on high-resource languages
such as English. However, recent attention from
the research community has been directed towards
hate speech detection in Dravidian code-mixed text
data (Chakravarthi et al., 2020).

The gold standard corpus for detecting
hate speech in three Dravidian languages:
Tamil (Chakravarthi et al., 2020), Malayalam
(Chakravarthi et al.), and Kannada (Hande et al.,
2020) was developed by (Chakravarthi et al., 2020).
This corpus was established as part of a shared task,
stimulating active engagement from multiple teams.
The majority of these teams concentrated on lever-
aging knowledge derived from pre-trained trans-
former models to address the challenges associated
with low-resource languages. (Biradar et al., 2021;
Fharook et al., 2022; Kavatagi et al., 2023) for in-
stance, utilized a cross-lingual pre-trained model
like Mbert in conjunction with Support Vector Ma-
chines (SVM) to identify hate speech in Tanglish
and Manglish text. Furthermore, (Saumya et al.,
2022) adopted an ensemble setup, combining ma-
chine learning (ML) and deep learning (DL) based
models to effectively detect transphobic content
in Tamil and Malayalam text. However, Telugu,
being one of the major Dravidian languages widely
spoken in Telangana and Andhra Pradesh, has been
relatively less explored in this context. This marks
the first attempt to identify hate content in Telugu-
English code-mixed text.

3 Methodology

3.1 Task and Data
The DravidianLangTech@EACL-2024 shared task
has been a significant focus of our work. The or-
ganizers of this shared task have made available a

Hate Non-hate Total
Train 1939 2061 4000
Test 250 250 500

Table 1: Data distribution

comprehensive dataset consisting of 4000 and 500
comments in the train and test stages respectively.
These comments were collected from Youtube, as
stated by the organizers (B et al., 2024). The main
objective of this task is to classify each Telugu-
English code-mixed social media comment at the
sentence level, determining whether it falls into
the hate or non-hate categories. Our team actively
participated in this task and achieved an impressive
rank of 14th position. For more detailed informa-
tion about this dataset, plese refer to Table 1

3.2 Data pre processing

Preprocessing raw data is essential in optimizing
it for compatibility with machine learning models.
Even a small adequate data preprocessing improves
a model’s efficiency significantly. The different
kinds of data preprocessing methods we used as
illustarted in Figure 1.

3.2.1 Transliteration
Transliteration is a process that does not alter the
meaning of a sentence; instead, it modifies the
words to facilitate pronunciation in the reader’s na-
tive language (Deselaers et al., 2009). Our dataset
comprises Telugu content presented in the English
script. In this context, we employed a translit-
eration model designed to accurately convert the
Tenglish (Telugu-English) script into the Telugu
script. The IndicXlit 1 model was selected for this
task; this model proficiently transliterates Tenglish
into standard Telugu, enhancing comprehension
and facilitating progress in subsequent stages of
the project.

3.2.2 Translation
Following the transliteration process, we now pos-
sess high-quality Telugu text, which needs to be
translated into English. This step is essential be-
cause the majority of the pre-trained models were
trained on English datasets. Therefore, we have
implemented a translation approach. We employed
the "IndicTrans2"2 model for translating the Tel-

1https://ai4bharat.iitm.ac.in/indicxlit-model/
2https://ai4bharat.iitm.ac.in/indic-trans2/
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Figure 1: Flow diagram for the proposed work

ugu text into English. Table 2 illustrates the sample
comments from translated text.

3.2.3 Tokenization
After translation , our training dataset is ready for
tokenization , we loaded three different tokenizers
for these models using the Hugging Face Trans-
formers library3. We specifically used the AutoTo-
kenizer class from that package to load the appro-
priate tokenizer for the chosen model architecture.

3.3 Feature Extraction
Tokenized text is subsequently employed for fea-
ture extraction. For this purpose, we deployed
three encoder-based models with frozen weights:
Bert, Hate-bert, and XLM-Roberta. The next step
involves extracting embeddings using the mean-
pooling approach, a widely adopted method in NLP
applications that involve neural networks and word
embedding. This method is employed to obtain a
comprehensive representation by averaging embed-
ding vectors along specific directions.

3.3.1 BERT
The BERT model, based on transformer architec-
ture, has been widely adopted for its pretraining
capabilities (Kenton and Toutanova, 2019). BERT

3https://huggingface.co/models

is chosen in the proposed work due to its compre-
hensive language understanding capabilities. The
embeddings from the CLS token are utilized in the
proposed work to generate sentence-level repre-
sentations. Specifically, ‘bert-base-uncased’ from
the Hugging Face library4 is employed to gener-
ate these sentence representations in the proposed
work.

3.3.2 Xlm-RoBERTa
Xlm-RoBERTa is a widely-used RoBERTa model
that supports multiple languages(English, Hindi
etc.,). The model has been trained on a larger cor-
pus comprising 100 different languages (Conneau
et al., 2020). The present study utilizes the “xlm-
roberta-base"5 for comprehending cross-lingual
representations.

3.3.3 Hate-BERT
It is a variant of the BERT model specifically de-
signed for detecting abusive language in English
text. This variant was derived through extensive
training on the BERT uncased model, utilizing over
one million posts that were banned in Reddit com-
munities. Notably, this model has demonstrated su-
perior performance compared to the original BERT

4https://huggingface.co/bert-base-uncased
5https://huggingface.co/xlm-roberta-base
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Original comment Translated text
Thappu chesina vaallaku vanike
kaadu inka anni modalithavi . Enta
kaalam students life tho aadukuntu
crores earn chedtharu illegal ga.

It is not only a pity for the wrong doers,
but also a first step towards them.
How long will you play with the
life of a student and play with him / her?

Kanipinche devudu CBN The Seeing God CBN

Pavan Kalyan gari nayakatvam
vardillali jai power star

Power Star Pawan Kalyan

Table 2: Sample comments for translated text

in understanding offensive language. The proposed
method employs the “GroNLP/hateBERT"6 model
from Hugging Face to generate domain-specific
representations.

3.4 Classifier
The generated features are subsequently passed
through the final stage of our pipeline, which is
the classifier for hate or non-hate class detection.
This classifier remains consistent across all three
models.

The proposed classifier is constructed using a
simple feed-forward neural network with three lay-
ers: the input, hidden, and output layers. The size
of the input layer is contingent upon the dimensions
of the model embeddings. Proceeding to the hidden
layer, it consists of a non-linear layer comprising
128 neurons and utilizes the Rectified Linear Unit
(ReLU) activation function. This non-linear aspect
allows the model to discern intricate patterns in the
data, enhancing its capacity for producing more
accurate predictions. A final sigmoid layer is incor-
porated to predict the output class. Subsequently,
the model undergoes training for nine epochs em-
ploying the Binary Cross-Entropy Loss with the
Adam optimizer.

4 Result and discussion

The proposed model was tested on three distinct
embedding representations generated using pre-
trained encoder-based models. The comparative
results between these models are presented in Table
3. According to Table 3, the BERT and HateBERT-
based models demonstrate a superior ability to com-
prehend the hate and non-hate nature of the text,
achieving comparable results of F1-Score 0.6565
for BERT-Based (cased) on translated text data .

6https://huggingface.co/GroNLP/hateBERT

Hate
(F1)

Non
Hate (F1) Accuracy

HateBERT 0.68 0.70 69
BERT 0.68 0.71 69
XlmRoBERTa 0.64 0.64 64

Table 3: Comparative results

Team F1 score Rank
Sandalphon 0.7711 1
Selam 0.7711 2
Kubapok 0.7431 3
DLRG1 0.7101 4
IIITDWD_SVC 0.6565 14

Table 4: Leader board

In contrast, Xlm-RoBERTa slightly lags behind,
likely due to the high-resource English text.

Our team presented the results of the best-
performing model, BERT, in the competition. The
organizers of the shared task evaluated model per-
formance using the macro F1 score, and our team
secured the 14th rank among the participating
teams. Table 4 present the leaderboard, depicting
the position of our team in the competition.

5 Conclusion and Future research
direction

The study provides the working notes of the
model presented during the DravidianLangTech-
2024 shared task. The experimental findings sug-
gest that the performance of the model can be en-
hanced by translating the original code-mixed text
and leveraging the knowledge derived from mono-
lingual pre-trained models. Additionally, this work
can be extended to incorporate the fine-tuning of
language models using domain-specific data.
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6 Ethics

In our study on detecting hate speech in Telugu-
English code-mixed text, ethical considerations
have played a crucial role. We have been care-
ful in using language models as we have openly
shared our techniques, models, and findings. Our
participation in the DravidianLangTech@EACL-
2024 shared task has also been conducted with ethi-
cal standards in mind, promoting collaboration and
knowledge exchange within the research commu-
nity. We are committed to responsible AI practices
and continuously strive to reduce biases and ensure
fair representation in hate speech detection.
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Abstract

In the digital age, identifying fake news is es-
sential when fake information travels quickly
via social media platforms. This project em-
ploys machine learning techniques, including
Random Forest, Logistic Regression, and Deci-
sion Tree, to distinguish between real and fake
news. With the rise of news consumption on so-
cial media, it becomes essential to authenticate
information shared on platforms like YouTube
comments. The research emphasizes the need
to stop spreading harmful rumors and focuses
on authenticating news articles. The proposed
model utilizes machine learning and natural
language processing, specifically Support Vec-
tor Machines, to aggregate and determine the
authenticity of news. To address the challenges
of detecting fake news in this paper, describe
the Machine Learning (ML) models submit-
ted to ’Fake News Detection in Dravidian Lan-
guages’ at DravidianLangTech@EACL 2024
shared task. Four different models, namely:
Naive Bayes, Support Vector Machine, Ran-
dom forest, and Decision tree.

1 Introduction

People are increasingly choosing to search for and
consume news from social media rather than tradi-
tional news sources as more and more of our lives
are spent communicating online via social media
platforms Albahr and Albahar (2020). Coelho et al.
(2023) Fake news propagators have an opportunity
to intentionally sway people’s attitudes, beliefs, and
trust by disseminating fake information. Rumors
and false information typically travel quickly, harm-
ing specific relationships and social ties. Moreover,
negative understanding, public scrutiny, and social
distancing can also result in worry and emotional
torment. Sharma et al. (2020) It is now necessary
to relate to and filter out comparable false news
automatically in order to lessen the harm and pain
that fake news causes associations and communi-
ties. The internet and social media have made it

much easier and more straightforward to obtain
news information. It is true Gilda (2017) that there
are a lot of websites that easily generate fake news.
They usually use social media to boost their online
presence and increase their impact. Dummy news
websites pose as authoritative sources on topics (of-
ten political) in an attempt to sway public opinion.
Jain et al. (2019) Fake information may be a global
problem as well as a global task. Many experts
think AI and machine literacy might potentially be
used to address the problem of fake news. The pa-
per is mainly concentrated on classifying whether
a piece of news is fake or not.

In this paper, Problem and system description
describes the dataset and how the dataset is pre-
processed. The methodology uses classification
algorithms to find the accuracy of models in classi-
fying real and fake news in the given dataset and
it also describes the algorithms. At last, the result
gives the best model and its accuracy.

2 Literature Review

Ahmad and Lokeshkumar (2019) investigated text
mining for the identification of false news. The
dataset is initially preprocessed and relative algo-
rithms are applied. Smitha and Bharath (2020) have
taken data from many websites. The collected data
are split into test and train and then the dataset is
preprocessed, the preprocessed data are given to the
ML algorithm after performing feature extraction.

The study Albahr and Albahar (2020) looks at
random forests, Naive Bayes, and decision trees.
The LIAR dataset, a popular dataset for identify-
ing false news, was used for the experiment. To
enhance the effectiveness of machine learning al-
gorithms in identifying false news, They have em-
ployed NLP techniques. A variety of classification
techniques, such as SVM, Bounded Decision Trees,
Random Forests, Gradient Boosting, and Stochas-
tic Gradient Descent, were employed byShaikh
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and Patil (2020). According to the Gilda (2017),
TF-IDF of bi-grams fed into a Stochastic Gradient
Descent model can identify non-credible sources
with an accuracy of 77.2%.

Sharma et al. (2020) uses a machine learning
classifier. After researching and using four distinct
classifiers to train the model, They selected the
most effective classifier for best model.

Jain et al. (2019) presented a method that com-
bined SVM, and the Naive Bayes classifier. The
three-part approach combines typical language
preparation methods with machine learning calcu-
lations that split into controlled learning processes.
In Coelho et al. (2023) they removed noise from
the dataset containing Malayalam code-mixed data.
They used ML models such as SVM and Random
forest .Mandical et al. (2020) suggested to use hard
voting with machine learning model as Multino-
mial Naive Bayes technique to detect bogus news
in code-mixed Malayalam text.

Malliga et al. (2023) Shared task focused on
categorizing social media posts in Malayalam using
machine learning and transformer-based models.
XLMRoBERTa-based model achieved exceptional
performance with F1-score of 0.90.

3 Problem and System Description

Identifying and minimizing bogus news on social
media is the aim of this collaborative effort on fake
news identification.

3.1 Dataset Description
The shared task provides the dataset that is being
utilized here. This project’s main objective is to
create machine learning-based model that can dis-
tinguish between authentic and bogus news.

Dataset Original Fake Total
Training 1658 1,599 3,257
Testing 384 635 1,019

Table 1: Dataset Description

3.2 Preprocessing
The dataset consists of comments and their related
labels such as fake and original. LabelEncoder is
used to convert the categorical labels into numerical
values as 0’s and 1’s.

4 Methodology

The methodology investigates a number of machine
learning strategies and pre-processing techniques
for the identification of fake news. The Naive
Bayes classifier, SVM, Random Forest, and Deci-
sion Tree method are a few well-known classifiers
that have been studied. The several steps taken
while processing a text in order to classify it.

Figure 1: Processed workflow

4.1 Confusion Matrix
A confusion matrix serves as a tabular represen-
tation commonly employed to assess how well a
classification model performs on a given set of test
data with known true values. This matrix facilitates
a visual depiction of the algorithm’s performance,
offering insights into its accuracy and error pat-
terns.

Figure 2: Confusion matrix

True Positive (TP) occurs when the model cor-
rectly identifies fake news as fake.
True Negative (TN) occurs when the model cor-
rectly classifies true news as true.
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False Negative (FN) happens when the model
mistakenly categorizes true news as fake.
False Positive (FP) happens when the model incor-
rectly labels fake news as true.

4.2 Naive Bayes classifier
Naive Bayes is a probabilistic algorithm that as-
sumes features are independent for quick decision-
making. It’s often used in text classification and
spam filtering, making predictions based on simple
assumptions.

This can be stated as:

which can be further expressed as:

where P(X—Y) is the likelihood that event X
will occur given that event Y has already occurred.

Figure 3: Confusion Matrix for Navie Bayes

Precision Recall f1-score
Accuracy 0.78
Macro avg 0.78 0.78 0.78

Weighted avg 0.78 0.78 0.78

Table 2: Classification Report for Naive Bayes classifier

4.3 Support Vector Machine
SVM is an effective machine learning method
for regression and classification that divides data
classes into groups by finding the best hyperplane
in high-dimensional space. support vectors are
used to establish the decision boundary, SVM is
resistant to overfitting. For big datasets, SVM can
be computationally demanding despite its efficacy.

Figure 4: Support vector Machine Graph

Figure 5: Confusion Matrix for SVM

Precision Recall f1-score
Accuracy 0.73
Macro avg 0.73 0.73 0.73

Weighted avg 0.73 0.73 0.72

Table 3: Classification Report for SVM

4.4 Random Forest
Random Forest in machine learning is like a diverse
group of decision-making experts collaborating on
a complex problem. It constructs multiple deci-
sion trees, each with its perspective on the data.
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Individually, these trees may have limitations, but
collectively, they form a robust and versatile en-
semble. The forest’s strength lies in aggregating
these diverse insights, reducing overfitting, and de-
livering a more accurate and reliable prediction,
making it a go-to choice for various tasks, from
classification to regression.

Figure 6: Confusion Matrix for Random Forest

Precision Recall f1-score
Accuracy 0.74
Macro avg 0.76 0.75 0.74

Weighted avg 0.76 0.74 0.74

Table 4: Classification Report for Random Forest

4.5 Decision Tree

A decision tree, in supervised learning, structures
attribute tests in a tree-like form for classification
and regression. Nodes represent tests, branches
show outcomes, and leaf nodes hold class labels.
Attributes are chosen during training using metrics
like entropy or Gini impurity for optimal informa-
tion gain. The decision tree is recursively built,
starting from the root node, until meeting stopping
criteria like maximum depth. Impurity measures,
such as Gini index or entropy, assess randomness,
while pruning removes non-informative branches
to prevent overfitting.

Figure 7: Confusion Matrix for Decision Tree

Precision Recall f1-score
Accuracy 0.73
Macro avg 0.73 0.73 0.73

Weighted avg 0.73 0.73 0.72

Table 5: Classification Report for Decision Tree

5 Result

A good dataset is first used to train the model.
Second, many performance metrics are used to
evaluate performance. Lastly, headlines or articles
are categorized using the best model—that is, the
model with the highest accuracy. At 77.7%, Navie
bayes and SVM proved to be the most effective
model for static search.

6 Conclusion

Finally, it should be noted that when fake news
spreads, it attempts to alter people’s perceptions
and attitudes about utilizing digital technologies.
There are two possible outcomes when individuals
fall for fake news: Initially, people begin to think
that their preconceived notions about a given sub-
ject are accurate. Our fraudulent News Detection
System was developed to stop this problem by eval-
uating user-submitted information and classifying
it as real or fraudulent. Several machine learning
and natural language processing (NLP) approaches
must be used to do this.
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Classifier Accuracy
Naive Bayes classifier 77.76

Support Vector Machine 77.76
Random Forest 74.07
Decision Tree 72.54

Table 6: algorithm and accuracy
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Abstract

The rising importance of sentiment analysis
in online community research is addressed in
our project, which focuses on the surge of code-
mixed writing in multilingual social media. Tar-
geting sentiments in texts combining Tamil and
English, our supervised learning approach, par-
ticularly the Decision Tree algorithm, proves
essential for effective sentiment classification.
Notably, Decision Tree(accuracy: 0.99, macro
average F1 score : 0.39), Random Forest ex-
hibit high accuracy (accuracy: 0.99, macro av-
erage F1 score : 0.35), SVM (accuracy: 0.78,
macro average F1 score : 0.68), Logistic Re-
gression (accuracy: 0.75, macro average F1
score : 0.62), KNN (accuracy: 0.73, macro
average F1 score : 0.26) also demonstrate com-
mendable results. These findings showcase the
project’s efficacy, offering promise for linguis-
tic research and technological advancements.
Securing the 8th rank emphasizes its recogni-
tion in the field.1

1 Introduction

Sentiment analysis is an essential tool in the ever-
changing world of social media for understand-
ing the subtleties of user expressions. Sentiment
analysis algorithms, which were previously de-
signed for high-resource languages and single ut-
terances, now confront additional difficulties in
the age of multilingual societies and code-mixed
writing. The expanding importance of sentiment
analysis is discussed in this research, especially
in light of the prevalence of code-mixed Tamil-
English statements on social media platforms. The
conventional supervised learning approaches, rely-
ing on annotated data, encounter limitations when
applied to code-mixed languages. Notably, in this
multilingual environment, lexical characteristics
like word dictionaries and parts of speech labelling
perform less than ideal. To tackle these problems,

1S. K. et al. (2024)

we concentrate our study on sentiment analysis in
code-mixed Tamil-English. Using the Decision
Tree technique, our strategy’s key component of-
fers a dependable way to classify emotions in this
peculiar language fusion. This project not only
showcases exceptional accuracy through detailed
metrics like precision, recall, and F1-score but also
introduces a substantial corpus for under-resourced
code-mixed Tanglish. Marked by a high inter-
annotator agreement, this dataset stands as a valu-
able resource for researchers exploring sentiment
analysis and linguistic phenomena in code-mixed
environments. Our project stands at the intersec-
tion of sentiment analysis, machine learning, and
code-mixed language research. Its contributions
extend beyond accurate sentiment classification,
serving as a foundational resource for future inves-
tigations in the dynamic landscape of multilingual
social media expressions.

Keywords: Sentiment analysis, Code-mixed
writing, Decision tree algorithm, Machine learn-
ing, Tamil - English dataset

2 Literature Survey

A sentiment analysis of COVID-19 vaccine-related
tweets on English-language Twitter is conducted
in Liu and Liu (2021). They found that nearly 43
percent of the more than 2.6 million tweets they
analysed were positive, 27 percent were neutral,
and 30 percent were negative. Based on the re-
search findings that these opinions varied by region
and changed over time, health officials may adjust
their efforts to educate people about vaccines. The
study claims that sentiment analysis on Twitter can
be utilised to learn more about the public’s percep-
tions on vaccinations.

In social media especially, sentiment analysis
of comments on photos or videos is crucial for
decision-making. On social media, comments,
however, are often multilingual and lack annota-
tions for languages with low resource availability,
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like Tamil 15,744 Tamil and English YouTube com-
ment threads were code-switched, and sentiment
analysis was done to establish a gold standard cor-
pus. Results in F-Score, Precision, and Recall were
obtained from Chakravarthi et al. (2020) with good
inter-annotator agreement.

Raveendirarasa and Amalraj (2020) examines
sentiment analysis of texts that move across codes
on social networking sites such as Facebook.
It suggests a method for applying natural lan-
guage processing to recognise user behavioural pat-
terns. Clustering-based pre-processing and hyper-
parameter optimisations are used by the system,
which primarily targets Facebook users in Sri
Lanka. The model’s accuracy was 75 percent, and
results for huge and uncommon words were en-
hanced by sub-word-level LSTM.

Within the field of Natural Language Process-
ing, sentiment analysis (SA) examines user senti-
ments from internet reviews. It helps consumers
comprehend and organise their travels, and search
engines depend on it. Devika et al. (2016) focuses
on four primary approaches to sentiment analysis:
machine learning, semantic analysis, rule-based,
and lexicon-based approaches.

In this study, Shanmugavadivel et al. (2022) uses
transfer learning, hybrid deep learning, deep learn-
ing, and classic machine learning models to in-
vestigate the effects of pre-processing Tamil code-
mixed data. The goal of the study is to eliminate
from the data any emojis, punctuation, symbols,
numerals, and repeated letters. With pre-processed
Tamil code-mixed data, the hybrid deep learning
model CNN+BiLSTM outperforms the others, with
an accuracy of 0.66. The study evaluates these mod-
els’ performance against the most advanced tech-
niques, such as logistic regression, random forest,
IndicBERT, multinomial Naive Bayes, and linear
support vector classification. Future work should
concentrate on multimodal data sets and context-
based algorithms to improve the accuracy of senti-
ment analysis on social media data.

The dynamic field of sentiment analysis (SA) ex-
amines user opinions as they are conveyed in writ-
ten language. It facilitates the gathering of input for
manufacturers, governments, and companies. The
limitations and future directions of research on im-
plicit aspect extraction for SA have been evaluated
in Ganganwar and Rajalakshmi (2019). Grammati-
cal errors, double implicit problems, and semantic
concept-centric aspect level sentiment analysis are

some of the topics that should be the focus of future
research.

Sentiment analysis is vital in the fast-paced
world of the internet, especially on social media
platforms like Twitter. A method for classifying
customer evaluations as positive, negative, or neu-
tral is presented in Rakshitha et al. (2021) utilising
text blobs that are retrieved from Twitter APIs. This
helps customers choose the best products more ef-
fectively, and it also allows businesses to modify
as needed in response to customer input

Alshamsi et al. (2020) investigates sentiment
analysis utilising many machine learning algo-
rithms and a dataset of tweets. The research exam-
ined 16 scholarly works. In summary, the project
excels in sentiment analysis, utilizing the Decision
Tree algorithm with exceptional accuracy. The
comprehensive classification report emphasizes
crucial metrics, illuminating the model’s robust per-
formance. Beyond sentiment analysis, it stands as
a pivotal resource for code-mixed research, marked
by a high inter-annotator agreement, showcasing
adaptability in exploring diverse linguistic phenom-
ena in code-mixed Tanglish. While addressing con-
cerns like overfitting, the project’s strong founda-
tion positions it as a commendable contribution to
sentiment analysis in code-mixed languages. Ex-
ploration of alternative algorithms holds promise
for further enhancement. Concerning text cate-
gorization and analysis on Twitter, assessing sev-
eral classifiers for both balanced and unbalanced
datasets. On balanced datasets, the ID3 and Naive
Byes classifiers demonstrated greater accuracy lev-
els; on unbalanced datasets, K-NN, Decision Tree,
Random Forest, and Random Tree outperformed
the others. The study emphasises how crucial it is
to comprehend the data produced by social media
platforms in order to enhance goods, services, and
research.

Validating social media content requires sen-
timent analysis, especially when managing com-
ments in multiple languages. Sripriya and Divya
suggests a model that codes input data based on
word frequency and applies a multiclass classifi-
cation algorithm. The model receives an average
weighted F1 score of 0.35 from the Dravidian Code-
mix dataset. Further learning techniques could en-
hance the functionality of the model.

Multilingual sentiment analysis is critical for rec-
ommendation systems, sentiment summarization,
and opinion retrieval. Existing solutions include
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machine translation and bilingual dictionary meth-
ods. Thilagavathi and Krishnakumari (2016) em-
ploys supervised and unsupervised algorithms as
well as Tamil language reviews that have been trans-
lated into English. The essay provides a product as-
pect ranking methodology for identifying essential
characteristics from online consumer reviews, in-
creasing usability, and influencing consumer opin-
ions.2

3 Problem and System Description

The objective of the sentiment analysis project is
to automatically analyse and categorize the senti-
ment expressed in a given text. The sentiment is
classified into categories such as “Positive”, “Neg-
ative”, “Mixed feelings” or “Unknown State”. The
objective of the research is to use machine learning,
namely the Decision Tree approach, to consistently
predict the emotion of textual data.

4 Dataset Description

The training dataset comprises 33,989 code-mixed
Tamil-English language samples encompassing a
wide range of themes, with emotion labels such as
Positive, Negative, Mixed Feelings, and Unknown
State. X-train-tfdf matrix was created by TF-IDF
vectorization of the text data. Achieving 99.97 per-
cent accuracy on the training data, the Decision
Tree classifier showed remarkable accuracy. The
test dataset comprises 649 samples of code-mixed
Tamil-English language. Each sample includes a
text segment unseen during training, serving to as-
sess the model’s generalization to new data. The
dataset includes predicted sentiment labels gener-
ated by the trained Decision Tree classifier, indi-
cating the model’s predictions for the sentiments
expressed in the text segments.3

Dataset No. of Comments
Train 33,989

Validation 3,786
Test 649

Table 1: Dataset Description

5 Predictions on Test Data

Text Segments: There are 649 text segments in
the test sample that are code-mixed Tamil and En-
glish. Prediction Labels: The trained Decision Tree

2Chakravarthi et al. (2020)
3(heg)

Text Category
Vera level..Waiting for FDFS Positive

Do or Die Negative
it not vijay hair,setup paaa Mixed feelings
598K left for 15M views unknown state

Table 2: Text and Category examples

Class Train Dev
Positive 15,203 2,257
Negative 3,219 480

Mixed feelings 3,031 438
unknown state 4,242 611

Table 3: Class Description

Flow chart / Work flow

Figure 1: Proposed System Workflow

classifier was used to generate predicted sentiment
labels, which classified each text segment into sen-
timents like Positive, Negative, Mixed Feelings, or
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Unknown State. Model Generalisation: The test
data predictions show how well the model can use
learned patterns to interpret previously read text,
providing insight into how well it functions with
a range of natural language expressions. Evalu-
ation: To evaluate the model’s performance and
accuracy on this new, independent dataset, the pre-
dicted sentiment labels can be compared with the
ground truth labels, if available. Among the criteria
considered are the accuracy and macro average F1
score of a model, which are two important markers
of its efficiency. First off, the Decision Tree model
has a macro average F1 score of 0.39 and an accu-
racy of 99.79 percent. Furthermore, with a 99.79
percent accuracy rate, the Random Forest model
performs admirably. Its macro average F1 score,
0.35, is a little lower.The Support Vector Machine
(SVM) is the next model, with a high macro av-
erage F1 score of 0.68 and an amazing accuracy
of 78.55 percent.In comparison, the accuracy and
macro average F1 score of Logistic Regression are
75.11 percent and 0.62, respectively. Ultimately,
the macro average F1 score and accuracy of the
K-Nearest Neighbours (KNN) model are 0.26 and
73.11 percent, respectively. The Decision Tree
model outperforms the others with an impressive
accuracy of 99.79 percent. This demonstrates a
robust classification performance, setting it out as
the top model in terms accuracy.4

6 Conclusion

Result:

Model Accuracy F1 Score
Decision Tree 0.99 0.39

Random Forest 0.99 0.35
SVM 0.78 0.68

Logistic Regression 0.75 0.62
KNN 0.73 0.26

Table 4: Accuracy and Macro average F1 Score

In summary, the project’s standout feature lies in
its adept utilization of the Decision Tree algorithm,
showcasing exceptional accuracy in analyzing sen-
timents across a spectrum of classes. The com-
prehensive classification report deepens our under-
standing by emphasizing pivotal metrics like pre-
cision, recall, and macro average F1-score, illumi-
nating the model’s robust performance. Beyond its

4Hegde et al. (2022)

proficiency in sentiment analysis, the project serves
as a pivotal resource for code-mixed research. The
meticulously annotated dataset, marked by high
inter-annotator agreement, lays a sturdy ground-
work for prospective investigations. Its versatility
extends into the exploration of diverse linguistic
phenomena in code-mixed Tanglish, underscoring
its adaptability and potential impact on linguistic
research. While recognizing these strengths, it’s
imperative to address potential concerns like the
risk of overfitting and challenges in generalizing
to diverse contexts. These considerations pave the
way for continual improvement. Nonetheless, the
project’s strong foundation, anchored by the Deci-
sion Tree algorithm and valuable resources, posi-
tions it as a commendable contribution to sentiment
analysis in code-mixed languages. Exploring al-
ternative algorithms promises to further elevate its
already noteworthy capabilities.
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Abstract

Hateful online content is a growing concern, es-
pecially for young people. While social media
platforms aim to connect us, they can also be-
come breeding grounds for negativity and harm-
ful language. This study tackles this issue by
proposing a novel framework called HOLD-Z,
specifically designed to detect hate and offen-
sive comments in Telugu-English code-mixed
social media content. HOLD-Z leverages a
combination of approaches, including three
powerful models: LSTM architecture, Zypher,
and openchat_3.5. The study highlights the
effectiveness of prompt engineering and Quan-
tized Low-Rank Adaptation (QLoRA) in boost-
ing performance. Notably, HOLD-Z secured
the 9th place in the prestigious HOLD-Telugu
DravidianLangTech@EACL-2024 shared task,
showcasing its potential for tackling the com-
plexities of hate and offensive comment classi-
fication.

1 Introduction

In today’s world, nearly everyone possesses a
smartphone and easy internet access, making so-
cial media an integral part of daily life. Partic-
ularly among the youth, there is a keen interest
in exploring the latest technologies and an ac-
tive engagement on social media platforms to con-
nect with diverse individuals and share thoughts.
While this connectivity brings numerous positive
aspects, such as information exchange and commu-
nity building, it also introduces challenges. Some
individuals exploit social media platforms, assert-
ing their right to freedom of speech, but use it to
share private or personal information about oth-
ers. Moreover, certain users engage in trolling and
spread hate on these platforms, revealing the darker
side of technology. This misuse presents a signifi-
cant challenge, especially considering the increas-
ing number of children using the internet and social
media, necessitating measures to protect them from
harmful and hateful content.

Detecting hate speech online has become a crit-
ical but challenging task due to the vast amount
of data that requires significant computing power.
Furthermore, social media utilizes specific algo-
rithms that identify repeated words in messages,
subsequently placing them on the trending list. Un-
fortunately, this process may lead to the uninten-
tional promotion of controversial content. This
rapid spread raises the possibility that hate speech
will reach a larger audience and inflict, hurt or of-
fense on those who come across it. One solution to
mitigate this issue is the development of machine
learning and deep learning-based models capable
of effectively detecting hate speech content (Nozza,
2021; Fharook et al.). However, the rising popular-
ity of social media platforms and their expanding
user bases have led to the dissemination of con-
tent in various languages, often taking the form of
script-mixed expressions. Unfortunately, a signifi-
cant proportion of existing methods are primarily
trained to handle monolingual text (Nozza, 2021),
neglecting the unique challenges posed by multi-
lingual and code-mixed contexts. There has been
only marginal effort directed towards addressing
hate speech in low-resource code-mixed text (Bi-
radar et al., 2021; Saumya et al., 2022). Moreover,
considering the widespread usage of Dravidian lan-
guages across India, it is noteworthy that these
languages remain largely unexplored in the context
of hate speech detection.

To promote research in this direction, the organ-
isers of DravidianLangTech-20241 created a shared
task for hate speech detection in Telugu-English
code-mixed text (B et al., 2024). Our team has par-
ticipated in the task. We developed three different
models, the openchat LLM which achieved a 79%
Macro F1 on the validation data, while the Zephyr
LLM reached an 80% Macro F1. Additionally, we
implemented an LSTM architecture, which yielded

1https://sites.google.com/view/dravidianlangtech-
2024/?pli=1
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a 76% Macro F1 on the validation dataset. How-
ever, when applied to the test data, Zephyr achieved
a 67.39% Macro F1, and the LSTM model achieved
a 65.04% Macro F1.

The remainder of the article is organized as
follows: Section 2 furnishes details about the
proposed architecture. Subsequently, Section 3
presents the findings from the experiments. Lastly,
Section 4 provides the conclusion and outlines fu-
ture research directions.

2 Methodology

This section provides a comprehensive overview of
the proposed HOLD-Z framework. Initially, a brief
introduction to the problem statement and dataset is
presented. Subsequently, the approaches employed
to address this challenge are discussed.

2.1 Task and Data
The proposed work considers data from the HOLD-
Telugu DravidianLangTech@EACL 2024 shared
task (Priyadharshini et al., 2023). The shared task
organizers released the data in train and test, com-
prising 4,000 and 500 comments in each stage, re-
spectively. Assuming our training dataset as D =
[s1, s2, ..., sn] of length n, where s1 represents sen-
tence 1, s2 represents sentence 2 and similarly sn
represents sentence n (≤4000) in our dataset. Ac-
cording to the organizers, the dataset were collected
from YouTube comments (B et al., 2024). The ob-
jective of the task involves sentence-level classifi-
cation of each Telugu-English code-mixed social
media comment into hate or no-hateful categories.
The detailed specifications of the dataset are pro-
vided in Table 1.

Hate Non-hate Total
Train 1,939 2,061 4,000
Test 250 250 500

Table 1: Data distribution

Code-mixing presents a unique challenge for our
models. While translating directly to English might
seem straightforward, it often misses the nuanced
meaning. Take the Telugu-English sentence (ex-
ample from training set) Students tho adukovtam
thappu, which translates literally to Playing games
with students is wrong. However, the intended
meaning is far deeper: Playing with students’ lives
is wrong. This context-dependence makes accu-
rate identification of hate and offensive comments

in code-mixed text a complex task, pushing our
models to truly understand the underlying intent.

2.2 Context focused

To understand context, Model 1 utilizes context-
aware embeddings and a multi-layered LSTM net-
work. Embeddings capture contextual information,
which is then fed into two bidirectional LSTMs
followed by a standard LSTM for deeper context
analysis and filtering. This forms the basis for the
baseline score. The model architecture consists of
an embedding layer, followed by two bidirectional
LSTM layers and one standard LSTM layer, all con-
nected to a single-neuron classifier with sigmoid
activation for hate/non-hate prediction. Figure 1
showcases the complete pipeline.

Figure 1: Model 1: Context focused LSTM Network.

We further explored alternative embedding ap-
proaches by replacing the initial layer (of Model 1)
with pre-trained options like BERT(N=768) (Ken-
ton and Toutanova, 2019), Hate-BERT (Tommaso-
Caselli and JelenaMitrovic, 2021), mBERT(Kenton
and Toutanova, 2019), and OpenAI’s ada-
embeddings-002 (N=1536) 2. While the overall
architecture remained unchanged, this experiment
yielded notable gains in performance on the test
data.

2.3 7B-LLMs cluster

Model 2 employs the capabilities of 7B LLMs, rec-
ognized for their proficiency in both Telugu and
English. These models, with their advanced lan-
guage processing abilities, can effectively capture
the contextual intricacies of sentences, as outlined
in the problem statement. Figure 2 presents an
architectural overview of the Model 2. The im-
plementation utilizes several prominent 7B LLMs,
such as "Llama-2-7b-chat-hf", "Llama-2-13b-chat-
hf" (Touvron et al., 2023), "Mistral-7B-Instruct-

2https://arxiv.org/abs/2303.08774
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v0.1" (Jiang et al., 2023), "zephyr-7b-beta" (Tun-
stall et al., 2023), and "openchat_3.5" (Wang et al.,
2023).

2.3.1 Prompt engineering
Prompt engineering lies at the heart of successful
LLM interaction. Figure 2 illustrates how each
input (s_n) is crafted into a precise prompt. Let’s
dissect an example:

Input: "Students tho adukovtam thappu".
The processed prompt (for Zephyr-7B-beta LLM)
looks something like this:

• System prompt: Defines the LLM’s role and
expected behavior within the interaction, guid-
ing its response.

<|system|> You are an expert in sentiment
analysis.

• Hypothesis prompt: Presents a statement and
requests the LLM to evaluate its truthfulness,
promoting critical thinking.

<|hypothesis|> The sentence "Students tho
adukovtam thappu" contains hateful or offen-
sive content.

• Assistant prompt: Provides an incomplete
statement or scenario, inviting the LLM to
complete it creatively, encouraging open-
ended generation.

<|assistant|>The given hypothesis is..

Each model leverages a specific prompt tem-
plate for optimal performance. We demonstrate the
Zephyr-7B-beta template for illustrative purposes.
Through rigorous experimentation, we discovered
that openchat_3.5 achieves superior results with
the Zephyr prompt. Notably, other LLMs utilize
their own prompt templates.

2.3.2 Importance of Assistant prompt
The proposed LLM operates as a text completion
model. Given an input sentence, it predicts the
most likely next word (within its vocabulary) based
on softmax probabilities. This predicted word is
appended to the input, forming a new input for
subsequent predictions. The process iterates until
reaching the end-of-sequence (<eos>) token.

Leaving the assistant prompt ( (<|assistant|>The
given hypothesis is..)) incomplete leads the LLM
to predict probabilities for all words in its vocabu-
lary, with a bias towards terms like "True", "False",

"right", "wrong", and so on. LLM selects the word
with the highest probability as next word. However,
we have now refined the output layer to solely con-
sider two options: 0 (False hypothesis) or 1 (True
hypothesis). This simplifies the LLM’s learning
process and facilitates a more definitive answer.

2.3.3 Fine Tuning with QLoRA

Given the constraints of catastrophic forgetting and
computational limitations, we are unable to con-
duct the complete training of LLM’s (7B’s). In-
stead, we have chosen Quantized Low-Rank Adap-
tation (QLoRA). This approach involves quantiz-
ing the model during inference and subsequently
applying LoRA. In LoRA, we freeze the model
parameters and add an extra low-rank matrix next
to the attention layer weights, instead of training
all parameters. This significantly reduces training
time and memory needs, while often leading to bet-
ter performance compared to traditional fine-tuning
techniques (Hu et al., 2021).In our case all models
are inferred and trained in FP16 (Half-precision,
float16). After extensive experiments we identified
hyper parameters which worked for the proposed
model are mentioned in Table 2. We also trained

Hyper parameter Value

Rank (LoRA config) 16
LoRA Alpha (LoRA config) 64
Dropout (LoRA config) 0.1, 0.2
Learning Rate 2× 10−5

Learning Rate Scheduler Constant
adam_beta1 0.9
adam_beta2 0.999
adam_epsilon 1.000× 10−8

rms_norm_eps 1.000× 10−5

Table 2: Hyper parameters for Training 7B’s

high-performing models in FP32 (float32), utilizing
our substantial RAM and computing capabilities,
with the support of 3×32G Nvidia V100 GPU’s.

3 Results

In this section we give extensive study results
conducted on different models and different ap-
proaches to the problem statement that involves
context focused approach and 7 Billion-parameter
models (7B’s).
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Figure 2: The overview of HOLD-Z framework

3.1 Context Focused approach

In Model 1, our exploration commenced with
BERT variants serving as the baseline score. Sub-
sequently, we delved into several cross-lingual pre-
trained models to generate embeddings. The exper-
imental findings are illustrated in Table 3. Notably,
the Keras embedding layer outperformed all other
models according to the results presented in Table
3.

Embedding model Macro-F1

Keras 68.17
mBERT 60.13
XLM-Roberta 65.46
Telugu-BERT 63.94
Indic-BERT 58.11
OpenAI 64.83

Table 3: Macro-F1 scores with different embedding
models

The performance of the Keras model can be
attributed to the trainability of the Keras embed-
ding layer. This feature enables the layer to au-
tonomously comprehend and acquire optimal con-
textual representations for input sentences in code-
mixed text. In contrast, the other models rely on
pre-trained embeddings. This is the rationale be-
hind our belief that Keras surpassed the perfor-
mance of all other models.

3.2 7Bb’s

In Model 2 (HOLD-Z) , we’ve conducted exper-
iments with various models, exploring different
hyperparameters, including target_modules. Af-
ter examining LoRA configurations, we concluded
that including all seven parameters in the tar-
get_modules along with optimal rank yielded better
results. Further, we understand higher the value
implies a greater number of trainable parameters
and increased computational demands. To address
this concern, we settled on the optimal community-
consensus value of r=16, and to train all seven
prameters in target_modules.
We observed minimal changes when altering
dropouts beyond 0.3. Consequently, we focused
on experimenting with dropout rates of 0.1 and
0.2, which ultimately led to the best outcomes as
illustrated in Table 4 .

Model D 0.1 D 0.2

Llama-2-7b-chat 43.52 64.95
Mistral-7B-Instruct-v0.1 72.39 72.98
Zephyr-7b-beta 73.98 73.79
openchat_3.5 72.80 74.62
Llama-2-13b-chat 75.27 71.94

Table 4: Macro-F1 of LLM’s with Dropouts (D) in FP16
QLoRA

3.3 7B’s on full precision

Training models with full precision takes a lot of
time. Because of this, we set the configurations
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based on the best models to work around the com-
putational limits. For instance, when we trained
QLoRA using FP16, we achieved the best Macro
F1 score of 75.27 with llama-2-13b-chat. We then
use the same model configurations and train it in
FP32 without quantization. Interestingly, the out-
comes show a high similarity in model-to-model
scores as illustrated in Figure 3.

1 2 3 4 5 6 7 8 9 10
0.4

0.5

0.6

0.7

0.8

llama-2-13b (LoRA)
llama-2-13b (QLoRA)

1 2 3 4 5 6 7 8 9 10
0.4

0.5

0.6

0.7

0.8

openchat_3.5 (LoRA)
openchat_3.5 (QLoRA)

Figure 3: Macro-F1 scores with LoRA vs QLoRA for
different LLM’s and epochs.

The openchat_3.5 LLM outperformed numerous
models and surpassed llama-70b-chat by 8 points in
the lmsys-chatbot-arena 3, which is the reasoning
behind considering openchat_3.5 in the proposed
work. openchat_3.5 proved it self again by outper-
forming 13b model, and stood top of the board as
illustrated in Table 5.

Model Macro-F1

Llama-2-7b-chat 73.77 (D 0.2)
Mistral-7B-Instruct-v0.1 72.96 (D 0.2)
Zephyr-7b-beta 73.55 (D 0.2)
openchat_3.5 75.28 (D 0.2)
Llama-2-13b-chat 73.99 (D 0.1)

Table 5: Macro-F1 of LLM’s with FP32 LoRA

4 Conclusion and Future work

In conclusion, our study introduced the HOLD-
Z framework for Telugu-English code-mixed so-
cial media comments classification. Leveraging
context-focused approaches and 7B LLMs, partic-
ularly openchat_3.5, proved its effectiveness. The

3https://huggingface.co/spaces/lmsys/chatbot-arena-
leaderboard

exploration of prompt engineering and fine-tuning
with QLoRA demonstrated promising results. The
proposed work and model are added to Github4

and HuggingFace5 respectively. Future work in-
volves refining model architectures, exploring ad-
ditional embeddings, and addressing the evolving
challenges of code-mixed text classification. The
proposed work achieved 9th rank in the HOLD-
Telugu DravidianLangTech@EACL-2024 shared
task signifies the potential for further advancements
in this domain.
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Abstract
Detecting hate speech in code-mixed language
is vital for a secure online space, curbing harm-
ful content, promoting inclusive communica-
tion, and safeguarding users from discrimina-
tion. Despite the linguistic complexities of
code-mixed languages, this study explores di-
verse pre-processing methods. It finds that the
Transliteration method excels in handling lin-
guistic variations. The research comprehen-
sively investigates machine learning and deep
learning approaches, namely Logistic Regres-
sion and Bi-directional Gated Recurrent Unit
(Bi-GRU) models. These models achieved F1
scores of 0.68 and 0.70, respectively, contribut-
ing to ongoing efforts to combat hate speech
in code-mixed languages and offering valuable
insights for future research in this critical do-
main.

1 Introduction

The surge in hateful speech online challenges main-
taining respectful discourse. Hate speech, involv-
ing hostility or discrimination, has profound im-
plications for social harmony. Digital platforms
invest heavily in hate detection models to automate
content flagging and removal, aiming to curb its
spread. Addressing hate speech in Telugu code-
mixed language is a growing concern due to the
rapid adoption of digital platforms by the Indian
population.

Automating hate speech detection is feasible for
widely adopted languages like English, with am-
ple models and labeled data. However, applying
the same processes to niche languages like Telugu,
Tamil, Malayalam, etc., remains unexplored due
to complexities and nuances, making it a more ex-
pensive endeavor. The demand for automated hate
speech detection in code-mix languages is under-
scored by the infeasibility of the conventional man-
ual review approach for low-resourced languages
in handling the vast amount of digital data.

In this study, two distinct models, the Bi-GRU
and Logistic Regression, were carefully chosen to
address the complexities of hate speech detection
in code-mixed Telugu language. The Bi-GRU, a
deep learning model, excels in capturing intricate
contextual relationships, leveraging its ability to
analyze sequences of data bidirectionally. This is
particularly advantageous for understanding the nu-
anced linguistic structures present in code-mixed
languages. On the other hand, Logistic Regres-
sion, a machine learning model, proves efficient
in utilizing linguistic features, word embeddings,
and statistical patterns. These models aims to har-
ness the strengths of both paradigms, allowing for
a comprehensive and nuanced approach to hate
speech classification. These techniques reflects a
thoughtful strategy to effectively tackle the multi-
faceted nature of hate speech detection in Telugu
code-mixed languages in social media.

2 Related Works

Dealing with challenges in low-resource languages
such as Dravidian languages involves addressing
class imbalances as a major concern. These chal-
lenges were addressed by generating synthetic
data through paraphrasing, utilizing the PEGA-
SUS fine-tuned model, and employing backtransla-
tion with the M2M100 neural machine translation
model (Ganganwar and Rajalakshmi, 2023). A
study on part-of-speech (POS) tagging for code-
mixed English-Telugu social media text tackled
challenges in combining elements from different
languages. Classifiers like Linear SVMs, CRFs,
and Multinomial Bayes, with varied feature combi-
nations, were evaluated. CRF outperformed SVMs
and Bayes classifiers in this context (Nelakuditi
et al., 2018).

Hate speech and offensive content detection in
Malayalam and Tamil code-mixed text used the
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HASOC-FIRE 2021 dataset. The MuRIL model
achieved the best performance with a weighted
F1-score of 0.636 for Tamil and 0.734 for Malay-
alam (Bhawal et al., 2022). Advanced multilingual
Transformer models, adopting a unique fine-tuning
approach with learning rate scheduling based on
macro F1-scores (Ghosh Roy et al., 2021), have
shown success in identifying hate speech. The
mBERT-GRU framework for hate speech detection
in multilingual societies outperforms monolingual
and state-of-the-art methods (Singh et al., 2023).

The rise of hate speech on social media calls
for automated detection using NLP models. Inte-
grating convolutional and recurrent layers yields
77.16% accuracy in identifying hate speech (Shub-
hang et al., 2023). Multinomial Logistic Regres-
sion for hate speech on Twitter achieves an average
precision of 80.02%, recall of 82%, and accuracy
of 87.68% (Br Ginting et al., 2019). Hate speech
detection in Bengali comments, with a dataset
of 7,425 comments, successfully addresses chal-
lenges. The attention mechanism surpasses other al-
gorithms with 77% accuracy (Das et al., 2021). The
exploration of abusive comment detection within
the Tamil+English dataset involved the utilization
of Random Forest, resulting in a weighted average
F1-score of 0.78 (Rajalakshmi et al., 2022).

The Random Forest Classifier exhibited a no-
table performance in the Hate Speech and Offen-
sive Content Identification in Marathi and Hindi
tweet datasets by achieving a macro F1 score of
75.19% and 73.12% (Rajalakshmi et al., 2021).
Earlier study (Rajalakshmi, 2014) explored term
weighting methods aimed at selecting pertinent
URL features and assessing their influence on the
effectiveness of URL classification, extending be-
yond the realm of text classification . In the do-
main of multilingual social media content, a novel
relevance-based metric was introduced through the
application of a statistics-based approach, facili-
tating the swift processing of multilingual queries
(Rajalakshmi and Agrawal, 2017). As a progres-
sive phase in social media data analysis, multi-
modal face emotion recognition on code-mixed
Tamil memes was conducted by applying Convo-
lutional Neural Network (CNN) with an efficiency
of 0.3028 (Kannan et al., 2023). For sentiment
analysis, various deep learning methods were ap-
plied (Sivakumar and Rajalakshmi, 2021, 2022). In

Tamil hate and offensive content identification, the
role of stemming and stop words were analysed in
(Rajalakshmi et al., 2023)

3 Methodology

3.1 Data Overview

The dataset used in this study is a part of
the shared task (B et al., 2024) in Codalab
(https://codalab.lisn.upsaclay.fr/
competitions/16095). The task given was
to identify hate content in Telugu code-mixed
text (Priyadharshini et al., 2023). The dataset has
training and testing sets, comprising of 4000 and
500 entries respectively. The composition of data
is shown in Table 1. The near-equal distribution of
labels minimises sampling biases, enhancing the
reliability of the subsequent analysis.

Data Hate Non-Hate

Training data 2,061 1,939

Testing Data 250 250

Table 1: Dataset Statistics

3.2 Data Pre-processing

Text pre-processing in Telugu code-mixed com-
ments is crucial for enhancing model performance,
addressing language variations, removing noise,
and ensuring consistency for accurate analysis. The
process begins with comment cleaning by remov-
ing unnecessary white spaces and lines. AI4Bharat
Indic-Transliteration (Madhani, 2022) was em-
ployed for transliteration, converting text from one
script to another without focusing on meaning of
the translation. Transliteration aids hate speech
identification in code-mixed Telugu on social me-
dia by converting mixed-script content to a uniform
script. This process ensures consistent language
representation, facilitating more effective and accu-
rate detection of offensive language patterns. Post-
transliteration, additional cleaning removes non-
alphanumeric characters, and the text is converted
to lowercase for uniformity. Tokenization using
the Natural Language Toolkit (NLTK) follows stan-
dardized text processing. For machine learning
models, Term Frequency-Inverse Document Fre-
quency (TF-IDF) vectorizer extracts features, while
deep learning models utilize tokenization and se-
quence padding to ensure consistent input sequence
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lengths.

3.3 Model Building
In this study, two different classification algorithms
have been applied and the details are presented
below.

3.3.1 Logistic Regression
Logistic regression is a common statistical classi-
fier for binary classification tasks, utilizing a sig-
moid function to transform the linear combination
of input features. This mapping, ranging between
0 and 1, represents the probability of an instance
belonging to the positive class. Default parameters,
including L2 regularization (C = 1.0) to prevent
over-fitting and the ’lbfgs’ solver, were employed
for hate speech classification. These defaults strike
a balanced trade-off between model complexity and
generalization, suitable for small to medium-sized
datasets in logistic regression tasks.

The logistic regressor is represented as –

P (y = 1) =
1

1 + e−(w1x1+w2x2+...+wnxn+c)
(1)

where P (y = 1) is the probability of the in-
stance belonging to the positive class, x1, . . . , xn
are the input features, w1, . . . , wn are the weights
assigned to each feature, and c is the bias.

3.3.2 Bidirectional Gated Recurrent Unit
(Bi-GRU)

Bi-GRU, a variant of RNNs, uses gating mecha-
nisms to control information flow. With two gates
(update and reset) capturing contextual informa-
tion bidirectionally, it enhances understanding of
sequential dependencies. This bidirectional nature
improves classification accuracy and overall per-
formance by enabling the model to grasp nuanced
relationships within the text.

The architecture of Double cell Bi-GRU model
has an input layer which processes a 71-feature
sequence vector, followed by an embedding layer.
Two Bi-GRU layers with 128 and 64 neurons cap-
ture intricate patterns. Three dense layers use
ReLU activation (64 and 32 neurons), and the fi-
nal output layer employs sigmoid activation. The
model uses the Adam optimizer with default set-
tings, binary cross-entropy loss function, and trains
for 5 epochs with a batch size of 32. This design
ensures effective learning while maintaining com-
putational efficiency in the Bi-GRU model.

4 Results and Discussion

Both proposed models for the classification task
were studied and the results are discussed below.
From Table 2, we can observe that Bi-GRU out-
performs Logistic Regression in training accuracy
(99.6% vs. 92.9%), indicating superior fitting to the
training data. However, during testing, Bi-GRU’s
accuracy (69.4%) only slightly surpasses Logistic
Regression (68.2%). Despite significantly lower
training loss for Bi-GRU (0.014) compared to Lo-
gistic Regression (0.418), its testing loss (1.143)
is higher than Logistic Regression (0.612), sug-
gesting potential over-fitting. In summary, while
Bi-GRU excels in training accuracy and loss, both
models exhibit similar testing accuracy, with Lo-
gistic Regression demonstrating slightly better gen-
eralization performance.

Model Bi-GRU Logistic
Regression

Training Accuracy 0.996 0.929
Testing Accuracy 0.694 0.682
Training Loss 0.014 0.418
Testing Loss 1.143 0.612

Table 2: Comparison of Performance

Class Precision Recall F1-
Score

Hate 0.68 0.70 0.69
Non-hate 0.69 0.67 0.68

Accuracy 0.68
Macro Avg 0.68 0.68 0.68
Weighted Avg 0.68 0.68 0.68

Table 3: Logistic Regression Classification Report

The classification report of models are shown
in Table 3 and Table 4. The Bi-GRU model out-
performs logistic regression. Logistic regression
achieves balanced precision (0.68) and recall (0.70
for hate, 0.67 for non-hate) with F1-scores of 0.69
and 0.68, and contributing to an overall accuracy
of 0.68. In comparison, Bi-GRU excels with preci-
sion (0.68 for hate, 0.71 for non-hate) and a high
recall of 0.74 for hate. F1-scores for "Hate" and
"Non-hate" are 0.71 and 0.68, respectively, culmi-
nating in an overall accuracy of 0.70, highlighting
the model’s performance across both classes.
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Class Precision Recall F1-
Score

Hate 0.68 0.74 0.71
Non-hate 0.71 0.65 0.68

Accuracy 0.70
Macro Avg 0.70 0.70 0.70
Weighted Avg 0.70 0.70 0.70

Table 4: Bi-GRU Classification Performance

Figure 1: Logistic Regression Model - Confusion Ma-
trix

The confusion matrix of Logistic regression and
Bi-GRU are illustrated in Fig. 1 and Fig. 2. In Bi-
GRU, 185 out of 250 hate comments were correctly
classified, compared to 174 by Logistic Regres-
sion. For non-hate comments, Logistic Regression
accurately classified 167, while bi-GRU correctly
classified 163 out of 250. Although misclassifica-
tions are limited in both models, fine-tuning could
further enhance performance.

A Receiver Operating Characteristic (ROC) plots
visually showcase a binary classification model’s
ability to distinguish between classes across various
threshold values. Fig. 3 and Fig. 4 depict the trade-
off between sensitivity and specificity for logistic
and Bi-GRU models. A curve closer to the top-left
corner indicates superior discrimination compared
to random chance (diagonal line). The Area Under
the Curve (AUC) summarizes overall performance,
and a higher AUC reflects better discrimination for
both models in the hate speech detection task.

Figure 2: Bi-GRU Model - Confusion Matrix

Figure 3: Logistic Regression - ROC Curve

Figure 4: Bi-GRU - ROC Curve

Reduction in accuracy observed with incorpo-
rating regularization and dropout methods can be
attributed to the dataset’s limited size, leading to
under-fitting. With a small dataset, regularization
may hinder model complexity, exacerbating under-
fitting issues. To enhance accuracy, the pragmatic
approach involves adding more layers, compromis-
ing on simplicity but addressing the under-fitting
challenge. The paper’s suggestion of regularization
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methods aligns with the need for improved model
generalization, yet the dataset’s size necessitates a
nuanced trade-off, favoring increased model com-
plexity for enhanced performance on the limited
training data.

Name Score Rank
Sandalphon 0.7711 1

Selam 0.7711 1
Kubapok 0.7431 3
DLRG1 0.7101 4
DLRG 0.7041 5

CUET_Binary_Hackers 0.7013 6
CUET_OpenNLP_HOLD 0.6878 7

Zavira 0.6819 8
IIITDWD-zk_lstm 0.6739 9

lemlem - Moein Tash 0.6708 10

Table 5: Ranklist of HOLD-Telugu

The outcomes of the Hate and Offensive
Language Detection in Telugu code-mixed Text
(HOLD-Telugu) Shared task of Codalab competi-
tion are presented in Table 5. Our proposed model
achieved the 5th position, demonstrating excep-
tional performance attributed to its effective han-
dling of code-mixed Telugu through transliteration.
This critical step involved in mitigating variation
in code-mixed text significantly contributed to the
model’s success. Furthermore, the employed meth-
ods, logistic regression along with word embed-
ding, and Bi-GRU bidirectional sequence analysis,
have proven to be effective in handling code-mixed
Telugu language and accurately classifying them.
Therefore, the ultimate goal of detecting and elimi-
nating hate speech from social media, contributing
to building a safe and inclusive digital society, has
been achieved.

Future work involves expanding data collection
across diverse platforms and regions to enhance
dataset representativeness. Employing data aug-
mentation techniques, such as oversampling and
synthetic data generation, will address class im-
balances. Implementing a data curation strategy
is crucial to mitigate biases and ensure ethically
sound models. Exploring alternative deep learning
architectures aims to enhance overall model per-
formance. Additionally, integration of the model
into real-time systems on social media platforms

will enable swift intervention against hate speech,
contributing to a safer online environment.

5 Conclusion

Classifying code-mixed, low-resource Dravidian
languages like Telugu in social media is challeng-
ing due to the availability of limited labeled data,
diverse language variations, and informal expres-
sions. Ambiguous language use and the absence
of standardized resources make building effective
models difficult, requiring tailored approaches for
accurate sentiment and content analysis. Logistic
regression and Bi-GRU for Telugu code-mix hate
classification effectively capture complex patterns,
enhancing contextual understanding for nuanced
hate speech detection in Telugu code-mix. Refin-
ing fine-tuning and pre-processing techniques can
further improve model efficacy.

Limitations

Despite the valuable insights provided by the
dataset, its small size may limit the model’s repre-
sentation of online discourse, potentially impact-
ing overall robustness. The presence of poten-
tial class imbalances within specific hate speech
types could hinder accuracy, and inherent biases in
the data based on social and cultural perspectives
might result in unfair detection. The constrained
model architecture may benefit from exploration
of advanced approaches tailored for code-mixed
languages. Transliteration errors introduced by
IndicXlit-AI4Bharath further challenge the model’s
understanding of Telugu nuances. Additionally, re-
lying solely on individual comments disregards
surrounding context, affecting sarcasm and irony
detection. This section underscores the need for
continued research to address these limitations and
advance the model’s effectiveness in diverse lin-
guistic and contextual scenarios.

Ethics Statement

This study on hate speech detection in code-mixed
languages aligns with ACL’s Ethics Policy, uphold-
ing principles of integrity and responsibility. We
emphasize the significance of fostering a secure
online environment and mitigating harmful con-
tent. Adhering to ethical considerations, we ex-
plore diverse pre-processing methods, identifying
the Transliteration approach as effective in han-
dling linguistic complexities. Our research delves
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into machine learning methods, presenting Logis-
tic Regression and Bi-GRU models with F1 scores
of 0.68 and 0.70. The ethical impact of our work
is acknowledged, and we encourage further dis-
course on its societal implications. This statement,
post-conclusion, reflects our commitment to trans-
parency and responsible research, contributing to
ethical standards in scientific inquiry.
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Abstract
This study presents a strong methodology for
detecting offensive content in multilingual text,
with a focus on Kannada and Kannada-English
mixed comments. The first step in data pre-
processing is to work with a dataset contain-
ing Kannada comments, which is backed by
Google Translate for Kannada-English trans-
lation. Following tokenization and sequence
labeling, BIO tags are assigned to indicate the
existence and bounds of objectionable spans
within the text. On annotated data, a Bidirec-
tional LSTM neural network model is trained
and BiLSTM model’s macro F1 score is 61.0 in
recognizing objectionable content. Data prepa-
ration, model architecture definition, and it-
erative training with Kannada and Kannada-
English text are all part of the training pro-
cess. In a fresh dataset, the trained model accu-
rately predicts offensive spans, emphasizing
comments in the aforementioned languages.
Predictions that have been recorded and in-
clude offensive span indices are organized into
a database.

Keywords: Offensive Content Detection,
Deep Learning, Bidirectional Long Short-Term
Memory(BiLSTM), Natural Language Process-
ing(NLP), (B stands for Beginning, I for Inside,
and O for Outside)BIO Tagging.

1 Introduction

The research focused on comments that were com-
bined Kannada and English in order to investigate
language processing processes for identifying un-
acceptable content in multilingual situations. In
the first phase, which was called Data Preparation,
a rich set of unacceptable spans in Kannada com-
ments were chosen. Subsequently, the dataset was
transformed and transliterated by Google Translate,
facilitating an extensive examination of patterns in
the usage of foul language.

During the labeling process, text was separated
into tokens, such as words or subwords, using se-
quencing and tokenization. The offensive spans

were classified as Beginning (B), Inside (I), or Out-
side (O) by the innovative BIO Tagging approach.
This made it possible to assess the offensive context
inside the language context more precisely.

A Bidirectional Long Short-Term Memory (BiL-
STM) neural network was employed in this study
to detect objectionable content in comments that
were written in both Kannada and English. By
addressing code-mixed text and distinct linguistic
patterns, the natural language processing approach
improved the detection of such information in a
range of linguistic situations.

The research was focused on identifying in-
correct information within mixed Kannada and
Kannada-English comments, which contributed to
the growing interest in Dravidian languages. It rec-
ognized the value of applying specialist techniques
to successfully negotiate the nuances of diverse lin-
guistic contexts. Using keywords and knowledge
from earlier research, the goal was to make NLP
applications more inclusive and culturally sensi-
tive.

After training was finished, the computer confi-
dently moved on to new datasets, tokenizing text
and correctly identifying problematic spans. This
step focused on the concept’s adaptability and gen-
eralizability to different language situations. The
model’s work was arranged into a TSV file at the
Export Results phase, signifying the conclusion
of the ground-breaking inquiry. The offensive con-
tent that was discovered required more examination
and in-depth analysis, which was made possible by
these forecasts that included offensive span indices.

This study addresses the problem of multilingual-
ism in natural language processing by providing a
systematic way to find offensive gaps in comments.
It combined state-of-the-art technology with a flow
diagram that offered insights and strategies for over-
coming language obstacles in order to lower lan-
guage barriers and promote safety and inclusivity
in the online environment.
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2 Related Works

The multilingual analysis was development (Ra-
jalakshmi et al., 2021) of a Transformer-based tech-
nique for identifying inappropriate language in
code-mixed Tamil text. However, (Arivazhagan
et al., 2020) concentrated on Named Entity Recog-
nition (NER) in Tamil, demonstrating the variety of
NLP applications in this language.Further, (Srini-
vasagan et al., 2014) translation explored sentiment
analysis in Tamil using deep learning approaches.

Along with Tamil, there have been significant
efforts done in Kannada language processing. Kan-
nada text summarization challenges were the pri-
mary focus (Jk and Nn, 2015) , (R et al., 2019)
concentrated on Kannada part-of-speech tagging,
highlighting the diverse range of Kannada natural
language processing (NLP) problems.

Morphological study and applications of Tamil
text (Rekha et al., 2010). Additionally, in 2019
(B. et al., 2019) a deep learning-based machine
translation system for the English language was
developed for the Indian language (Amarappa and
Sathyanarayana, 2015) a multinomial Naïve Bayes
(MNB) classifier was used for the Kannada Named
Entity Recognition and Classification (NERC). In
2019 (Shah and Bakrola, 2019) Indo-European
Neural Machine Translation System. Moreover,
using Tamil tweets, (Ramanathan et al., 2019) pre-
dicted the sentimental reviews of Tamil movies.

These initiatives shows the increasing interest in
and need for Dravidian language-specific method-
ologies. For effective NLP applications, cus-
tomized methods are needed due to the challenges
inherent in these languages, such as code-mixed
text and unique linguistic structures.

3 Problem and System Description

The dataset was shown in Table 1. The objective
was to determine, given the supplied text, the range
of spans that related to offending material. In the
sample, the text "Tik tok Shata adds to offensive-
ness" matched a character offset between 8 and 13.
As part of the shared effort on offensive span identi-
fication, the details of an offensive span annotation
dataset were made available 1.

3.1 Dataset Description

One file had span annotations, while the other con-
tained a shared task dataset that was open to the

1(Ravikiran et al., 2022)

public. There were 444 unannotated cases in the
testing dataset and 1800 offensive span samples in
the training dataset.

Sample Text Spans
Tik tok shata [8,9,10,11,12,13]

Ade old same story [0,1,2,3,4,5,6,7]
Bindu gowda lofer avlu [12,13,14,15,16,17,18]

Eppa all fake [5,6,7,8,9,10,11,12,13]

Table 1: Example of the dataset

4 Development Pipeline

The proposed system pipeline employed in this
study was shown in Figure 1. Our pipeline con-
sisted of four modules: (a) preparation of the data;
(b) tokenization and sequence labeling; (c) training
of the model; and (d) predictions on test data. After
that, the predictions were exported and stored in
a TSV file. This description was correct in every
way.

4.1 Data Preparation Phase

Standardizing a group of unwanted spans in Kan-
nada remarks was the main objective of the
project’s data preparation. Standardizing the of-
fensive span annotations required pre-processing in
order to give consistency for further analysis. The
code sample demonstrated a practical technique for
managing and enhancing the raw dataset, laying
the groundwork for language normalization. With
the use of language recognition and translation al-
gorithms, the project attempted to give a consistent
representation of text data, especially when convert-
ing Kannada comments into English. This stage
was important because it laid the groundwork for
an offensive span identification strategy that was
both coherent and linguistically consistent. Making
the dataset more appropriate for additional machine
learning model training and evaluation was the ul-
timate goal.

4.2 Tokenization and Sequence Labeling

In order to assess Kannada comments with prob-
lematic spans during the Tokenization and Se-
quence Labeling step, the project employs a thor-
ough technique. Two objectives are involved: first,
tokenize the text into meaningful units like as
words or subwords; second, assign a BIO tag to
each token designating where it falls within the of-
fensive spans (B stands for Beginning, I for Inside,
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Figure 1: Proposed system pipeline

and O for Outside). This step involves creating
a meticulously planned Python script that uses a
bespoke function to carry out the BIO tagging strat-
egy and the NLTK package for word tokenization.
Using the dataset, the code functions flawlessly,
guaranteeing that every token is categorized cor-
rectly based on how close it is to potentially dan-
gerous text spans. This initial stage, which enables
the creation of annotated papers, is essential for
later phases.

4.3 Model Training phase

During the Model Training Phase, the project
moves forward from the preliminary stages to the
deployment of a Bidirectional Long Short-Term

Memory (BiLSTM) neural network with the pur-
pose of detecting offensive spans in Kannada com-
ments. The main goal is to provide a numerical
representation of the tokenized text data that can be
fed into the model. Using a tokenizer, the textual
content is transformed into numerical sequences.
For model compatibility, the relevant BIO tags de-
noting offending span labels are one-hot encoded
and encoded. The dataset is cleverly divided into
training and testing subsets to facilitate in-depth
model evaluation, guaranteeing strong performance
on both known and unknown data. The definition
of the neural network architecture, which has an
embedding layer for word recognition, is crucial to
this step.
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The significance of this step in the research is
that it marks the transition from data preparation
to the application of sophisticated neural network
architectures for offensive span recognition in Kan-
nada literature. The careful coordination of the
tokenizer makes sure that the model absorbs and
comprehends the nuances of the language, and the
encoding of BIO tags that follows establishes the
basis for the neural network’s ability to recognize
and anticipate problematic spans. With the aid
of the previously indicated iterative training tech-
nique that makes use of the BiLSTM architecture
and fine-tuning parameters in Figure 2, the model
is able to capture complex patterns in the Kannada
comments dataset. The project’s potential impact
on multilingual content moderation is highlighted
by its alignment with wider objectives and incorpo-
ration of deep learning and natural language pro-
cessing technology.The adaptability of the model
architecture makes it a flexible tool for resolving
the problems caused by offensive language, enhanc-
ing the capacity to identify and reduce instances
of hazardous content and promoting a safer online
environment.

4.4 Predictions On Test Data

During the Predictions on Test Data phase, the
study extends its offensive span identification capa-
bilities to a fresh dataset of Kannada or Kannada-
English statements. This step includes loading the
test dataset, tokenizing the comments using the pre-
established tokenizer, and padding the sequences
to the maximum length allowed by the model. The
trained BiLSTM model incorporates intricate pat-
terns from the linguistic environment to provide
offensive span predictions. In order to identify
violating spans, the post-processing stage evalu-
ates the model’s predictions; the findings are then
recorded in a new column within the test dataset.
The project’s flexibility in adjusting to new data
is highlighted in this phase, showcasing its poten-
tial for reliable and sensitive problematic material
identification in multilingual settings.

5 Results

The goal of the study was to create a technique
for finding unacceptable stretches in multilingual
literature by concentrating on mixed Kannada and
English comments. Google Translate was used to
train a Bidirectional LSTM neural network model
for translation, tokenization, and sequence labeling

on annotated data. Table 2 displays the BiLSTM
model’s macro F1 score of 61.0 and accuracy of
0.9759, demonstrating its capacity to identify prob-
lematic content. Next, using a Test dataset with an
emphasis on multilingual comments, the algorithm
predicted problematic spans.

Figure 2: BiLSTM Model Architecture

E TL TA VL VA
1 0.2144 94.18 0.0807 96.36
2 0.0763 96.36 0.0786 96.44
3 0.0705 96.73 0.0794 96.22
4 0.0651 97.20 0.0782 96.41
5 0.0594 97.59 0.0779 96.48

Table 2: BiLSTM Model Accuracy

Epoch (E)
Training Loss (TL)
Training Accuracy (TA)
Validation Loss (VL)
Validation Accuracy (VA)

6 Conclusion

A multilingual approach was employed in the
study to pinpoint problematic spans in Kannada
and Kannada-English literature. The Bidirectional
LSTM model’s macro F1 score of 61.0 was made
possible by extensive pre-processing of the data.
Because of its flexibility, the model was able to be
used with new datasets to predict offensive spans in
situations with a mixture of Kannada and English
as well as pure Kannada. An important advance-
ment in natural language processing was made by
this work, which tackled the issue of culturally
acceptable material filtering in online communica-
tion.
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Abstract

Sentiment analysis has been an active field of
research for over 20 years and has gained im-
mense popularity due to its applications in both
academia and industry. Sentiment Analysis
of code-mixed posts and comments on social
media, especially in Dravidian languages, is
gaining more and more traction. This paper
describes the team Transformers’ submission
to the Sentiment Analysis in Tamil shared task
organized by DravidianLangTech 2024 work-
shop at EACL 2024. A BERT-based architec-
ture, RoBERTa was used for the shared task.
The best macro average F1-score achieved was
0.212. We secured the 5th rank in the Sentiment
Analysis shared task in Tamil.

1 Introduction

Sentiment analysis can be defined as the task of
classifying text on the basis of the subjective ideas
presented in it. The shared task1 facilitated by
DravidianLangTech aimed to identify the sentiment
polarity of code-mixed dataset of comments and
posts in Tamil-English from various social media
platforms (S. K. et al., 2024).

With millions of people across the world gain-
ing access to the internet, freedom of speech and
expression now knows no borders. Posts and com-
ments shared on social media platforms like Twit-
ter and YouTube can be accessed by anyone, any-
where in the world, in just a few milliseconds
(Shanmugavadivel et al., 2022). The amount of
user-generated content available online has set new
records. Many scholars have, hence, directed their
efforts to identify the sentiments expressed in the
content shared online (Yue et al., 2019).

Tamil holds the status of being one of the
twenty-two scheduled languages recognized by
the Constitution of India (Ghanghor et al., 2021b).

1https://codalab.lisn.upsaclay.fr/
competitions/16088

Tamil is also is a part of the Dravidian lan-
guages’ (Chakravarthi and Raja, 2020), dating back
over 4500 years. However, Tamil remains under-
resourced (Ghanghor et al., 2021a). Most of the
resources available for Tamil are code-mixed in na-
ture, i.e., the text comprises of different languages.

Recent advances in the field of Natural Lan-
guage Processing (NLP) have helped overcome
many of the challenges presented by long texts,
under-resourced languages and code-mixed data.
Some of these include Long Short Term Memory
(Hochreiter and Schmidhuber, 1997) and Gated Re-
current Units (Chung et al., 2014). But transform-
ers (Vaswani et al., 2017), have helped researchers
reach new heights which was not possible earlier.

In this paper, we discuss our use of a transformer-
based model, RoBERTa in the shared task of Sen-
timent Analysis in Tamil organized by Dravidian-
LangTech at EACL 2024.

2 Related Work

In the past multiple researchers have proposed var-
ious approaches for sentiment analysis. Special
efforts have been directed towards performing sen-
timent analysis on code-mixed and under-resourced
languages such as Tamil.

Varsha et al. (2022) experimented with different
tokenizers on various models, including Random
Forest, Support Vector Machine, Adaboost, etc., on
Tamil-English, Malayalam-English, and Kannada-
English. They also tested how different feature
extraction techniques, such as Count Vectorizer,
TF-IDF, XLM feature extraction, etc., affected the
performance of these models. They found that for
Tamil-English data, the Count Vectorizer with the
Random Forest model gave the best performance
and achieved an F1-score of 0.61.

A 6-layer deep learning model was proposed
by Ugursandi and Anand Kumar (2022). The first
layer was an embedding layer, which used one-hot
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Table 1: Dataset Distribution for Sentiment Analysis Task

Dataset
Label

Total
Positive unknown_state Negative Mixed_feelings

Dev 2257 611 480 438 3768

Train 20070 5628 4271 4020 33989

encoding followed by a convolutional layer, which
created a new vector over a specific geographic
dimension. The third layer was a Max Pooling
layer, which returned the maximum values for each
feature in the vector returned by the convolutional
layer. This was followed by a dropout layer to elim-
inate the contribution from some of the neurons in
the subsequent dense layer.

Three Bidirectional Long Short Term Memory
(Bi-LSTM) networks were concatenated together
for feature extraction in the approach adopted by
Mishra et al. (2021) for sentiment analysis in Dra-
vidian languages. They found that on the Tamil
dataset, the performance of the traditional machine
learning classifiers was not at par with the deep
learning approaches. A hybrid model of word2vec,
random word embedding, and random char embed-
dings with three parallel BiLSTM models gave the
best weighted F1 of 0.55.

Jada et al. (2021) used a soft voting approach
from the results derived from various transformer
models. They used multiple pre-trained models
including MuRIL (Khanuja et al., 2021), mBERT
(Devlin et al., 2019), DistilmBERT (Sanh et al.,
2019) and XLM Roberta (Conneau et al., 2019).
After obtaining the prediction from all the models,
soft voting was performed by taking the weighted
average for each class label and assigning the la-
bel with the highest probability. This approach
achieved an F1 score of 0.626 on the Tamil text.

3 Dataset Description

The code-mixed Tamil dataset was provided by the
organizers of the shared task (Chakravarthi et al.,
2020; Hegde et al., 2022, 2023). The train and dev
dataset comprised of three columns: id, text, and
label. The test set comprised of only columns, i.e.,
id and text. The distributions of the dev and train
datasets have been shown in the table 1.

The labels provided for the text were, ‘Positive’,
‘unknown_state’, ‘Negative’, and ‘Mixed_feelings’.
These labels were assigned to the text based on the
polarity of sentiment expressed in the comment or

post.

4 Methodology

Sentiment analysis is a text classification problem.
This is one of the most important problems in NLP
that researches are working on. Text classification
can be described as a task where the given texts
need to be categorized based upon context. Senti-
ment analysis makes use of the sentiment polarity
to determine what is the sentiment expressed in a
given piece of text.

After concatenating the dev and the train dataset,
the procedure shown in 1 was used to fine-tune
RoBERTA. Then the fine-tuned RoBERTa was
used to classify the sentiment of an unseen text
into one of the four possible classes, which
are ‘Positive’, ‘unknown_state’, ‘Negative’, and
‘Mixed_feelings’, as represented in Figure 2.

4.1 Data Preprocessing

The data provided in the dataset had been collected
from comments and posts on social media. Natu-
rally, there was use of emojis, numbers, and other
special characters. Emojis, numbers, and other spe-
cial characters usually do not convey much about
the sentiment and were hence removed from the
text.

Table 1 shows the number of comments or posts
for the various classes. It was observed that there
was a data imbalance problem in the dataset, i.e.,
the number of samples for one class was much
greater than the number of samples for another
class. To tackle the issue of data imbalance, under-
sampling was performed on the data to randomly
select samples from all the classes such that the
number of samples for all the classes is same. Since
‘Mixed_feelings’ has the least number of samples,
random sampling was performed on ‘Positive’, ‘un-
known_state’, and ‘Negative’ to select samples
such that the total number of samples from each
class were equal. After performing undersampling,
4458 samples were present for each class in the
dataset.
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Figure 1: Proposed Methodology

Figure 2: Label Generation for Unseen Data

4.2 Model Building

The XLM RoBERTa model is a transformer model
trained using the unsupervised learning approach.
It was based on the 2019 RoBERTa architecture by
Facebook. This is a large multi-lingual language
model that was trained on 2.5TB of data obtained
from CommonCrawl after filtering. The model was
trained for 100 different languages and then fine-
tuned for various downstream tasks like sentiment
analysis.

After preprocessing was completed, the text was
tokenized using the XLM RoBERTA (Conneau
et al., 2019) Tokenizer. The tokenized text was
then used to fine-tune an XLM RoBERTA Large
model, as shown in Figure 1.

After performing tokenization, the sentences
were padded to the maximum length during the
encoding procedure, where the maximum length
was chosen as 512. Truncation was performed if
the length exceeded the maximum limit of 512.
The encoded sentences were then passed through
the XLM Roberta Large to fine-tune the model.
The performance of the model was tested from 5
to 40 epochs while performing hyperparameter tun-
ing. Adam optimizer and cross entropy loss were
chosen as the optimizer and the loss function, re-
spectively. The highest performance was achieved
at 20 epochs.

After the model was fine-tuned, the unseen or
the test data was passed to the model to predict the
labels as illustrated in Figure 2.

5 Results and Discussion

A transformer-based approach, XLM RoBERTa
was discussed to perform sentiment analysis on
code-mixed Tamil posts and comments.

The data imbalance issue was addressed by un-
dersampling the majority class randomly. This
was followed by text pre-processing to remove
any special symbols, numbers, and emojis. The
pre-processed text was used for fine-tuning various
transformer based models for performing sentiment
analysis.

At 20 epochs, the performance of the XLM
RoBERTa model gave the highest F1 score com-
pared to the other transformer-based models. The
proposed methodology achieved an F1 score of
0.212.

6 Conclusion and Future Work

Sentiment analysis is the process of classifying
text based on the subjective ideas it represents.
The shared task by DravidianLangTech at EACL
2024 was focused on finding the sentiment of code-
mixed dataset of comments and posts in Tamil-
English on different social media platforms.

In this paper, we discussed our use of a BERT-
based architecture, XML RoBERTa, in the Senti-
ment Analysis in Tamil shared task. We achieved
a highest F1-score of 0.212 with the discussed ap-
proach.

Ensembling techniques using different multilin-
gual transformers such as IndicBert and other deep
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learning-based techniques may help further im-
prove the performance. Also, since Tamil is an
under-resourced language, fine-tuning the model
on different datasets may give better results.
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Abstract

This research tackles the issue of fake news
by utilizing the RNN-LSTM deep learning
method with optimized hyperparameters iden-
tified through grid search. The model’s perfor-
mance in multi-label classification is hindered
by unbalanced data, despite its success in bi-
nary classification. We achieved a score of 0.82
in the binary classification task, whereas in the
multi-class task, the score was 0.32. We sug-
gest incorporating data balancing techniques
for researchers who aim to further this task,
aiming to improve results in managing a vari-
ety of information.

1 Introduction

Getting updates about what’s happening in the
world is important for us. It helps us learn more
about the different things going on. Many people
like to watch the news or read the newspaper in the
morning with a cup of tea to stay informed. Fake
news is one of the most significant scourges in our
digitally interconnected world. It is broadly defined
as a subject encompassing news, data, reports, and
information that is either wholly or partially false
(Kong et al., 2020).

If the news is not true, it can confuse people and
spread false information. Sometimes, fake news is
used to create rumors or harm the reputation of po-
litical leaders. To tackle this issue, we’ve suggested
a system to identify fake news. However, with the
enormous amount of data on the internet and social
media, it’s challenging to manually check if each
piece of news is fake or not (Yigezu et al., 2023e;
Bade, 2021).

This pervasive phenomenon acts as a wildfire,
influencing countless individuals daily. The reach
of fake news is extensive and can pose a significant
threat to a nation’s security, economy, prosperity,
and the well-being of its citizens. Unfortunately,
many people may not be fully aware of how pro-
foundly fake news can affect the matters that sur-

round them, and they may lack the necessary skills
to discern and handle such situations when they
arise (Arif et al., 2022; Yigezu et al., 2023c; Bade
and Afaro, 2018).

Fake news is crafted with the explicit intent of
disseminating information under the guise of pro-
paganda or a hoax, ultimately aimed at achieving
financial or political gains (Yigezu et al., 2023d).
This deceptive practice manipulates public opinion,
steering it towards falsehoods and distortions. The
creators of fake news strategically weave narratives
designed to exploit vulnerabilities and biases, with
the ultimate goal of influencing individuals and, in
turn, shaping societal perceptions. This insidious
tactic not only undermines the credibility of infor-
mation but also poses a significant threat to the
foundations of democracy and the well-being of
communities. Recognizing the nefarious intentions
behind fake news is essential for fostering a more
discerning public and cultivating a media landscape
rooted in truth and integrity (Yigezu et al., 2023b;
Shahiki-Tash et al., 2023).

The organizers of a shared task organized this
study, which consists of two tasks: identifying mul-
tiple labels in Malayalam news and classifying a
given social media text as either original or fake
(Subramanian et al., 2024).

The organization of this paper is as follows: In
Section 2, we thoroughly examine several related
research studies. Section 3 focuses on explaining
the tasks we are considering, while Section 4 gives
a detailed discussion of the chosen methodology
and experiments carried out for the task. Section
5 is where we present results and have discussions
about them. Lastly, in Section 6, we draw conclu-
sions and discuss possible future trends in research
within this field.

2 Related Works

Numerous researchers have delved into the study
of fake news detection, employing a variety of ap-
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proaches to unravel the complexities of understand-
ing and categorizing fake news. Notably, these ap-
proaches encompass machine learning, deep learn-
ing, and transformer-based methodologies. Below,
we explore a few notable studies that showcase the
diversity of techniques employed:

In earlier studies, researchers leveraged on the
traditional machine learning techniques (Reis et al.,
2019; Shu et al., 2017; Yigezu et al., 2023a; Tash
et al., 2022; Liu and Wu, 2018; Singh et al., 2018).

Ahmed et al. (2017) introduces a model for fake
news detection utilizing n-gram analysis and ma-
chine learning methodologies. The study delves
into an examination and comparison of two dis-
tinct feature extraction techniques and six varied
machine classification methods. The experimental
evaluation reveals optimal performance when em-
ploying Term Frequency-Inverted Document Fre-
quency (TF-IDF) as the feature extraction tech-
nique and Linear Support Vector Machine (LSVM)
as the classifier, achieving an impressive accuracy
rate of 92%.

Granik and Mesyura (2017) employed a straight-
forward method for fake news detection, utiliz-
ing a naive Bayes classifier. This approach was
translated into a software system and evaluated
against a dataset comprising Facebook news posts.
The achieved classification accuracy on the test set
reached approximately 74%, a commendable re-
sult given the relatively uncomplicated nature of
the model. The article discusses various avenues
for potential improvement, indicating that the ob-
tained results offer insights into addressing the fake
news detection problem using artificial intelligence
methods.

Mahabub (2020) introduces an intelligent detec-
tion system for news classification, addressing both
real and fake news tasks, utilizing an Ensemble Vot-
ing Classifier. The approach involves the incorpo-
ration of eleven well-established machine-learning
algorithms, including Naïve Bayes, K-NN, SVM,
Random Forest, Artificial Neural Network, Logis-
tic Regression, Gradient Boosting, Ada Boosting,
among others. Through cross-validation, the top
three performing machine-learning algorithms are
selected for integration into the Ensemble Voting
Classifier. The experimental results validate the
efficacy of the proposed framework, achieving an
impressive accuracy rate of approximately 94.5%.
Additionally, other key metrics such as ROC score,
precision, recall, and F1 demonstrate outstanding

performance. The proposed detection framework
not only attains high accuracy but also effectively
identifies crucial features within news data. These
identified features hold promise for implementa-
tion in other classification techniques, extending
the utility of the system to detect fake profiles and
messages.

With the advent of deep learning, researchers
explored the application of neural networks, (Kong
et al., 2020; Kumar et al., 2020; Hiramath and
Deshpande, 2019; Yigezu et al., 2022; Tash et al.,
2023). These deep learning models demonstrated
improved performance in capturing sequential de-
pendencies within textual data.

To tackle the issue of fake news, the Thota et al.
(2018) propose a neural network architecture de-
signed to precisely predict the stance between a
provided pair of headline and article body. Their
model surpasses the performance of existing archi-
tectures by 2.5%, achieving an impressive accuracy
rate of 94.21% on the test data.

The authors Sahoo and Gupta (2021) present an
innovative approach to automatic fake news detec-
tion within the Chrome environment, enabling the
detection of fake news on Facebook. Their method-
ology involves the utilization of various features
linked to a Facebook account, coupled with certain
news content features, to analyze account behavior
through deep learning techniques. Through exper-
imental analysis on real-world data, the authors
demonstrate that their proposed fake news detec-
tion approach attains higher accuracy compared to
existing state-of-the-art techniques.

In response to the proliferation of fake news,
the imperative for computational methods to de-
tect them has become increasingly apparent. The
primary objective of fake news detection is to em-
power users to discern various forms of fabricated
information. The determination of the news verac-
ity hinges on a decision-making process influenced
by previously encountered instances of fake or au-
thentic news. Various models can be employed to
discern deceptive news circulating on social media
platforms. Kaliyar (2018) makes a two fold con-
tribution to the field. Firstly, the authors introduce
datasets encompassing both fake and real news, un-
dertaking diverse experiments to design effective
fake news detectors. Leveraging Natural Language
Processing, Machine Learning, and deep learning
techniques, they classify the datasets, providing a
comprehensive assessment of fake news detection.
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Their contribution extends to encompass fake news
categorization, incorporating existing algorithms
derived from machine learning techniques.

In this research Chauhan and Palivela (2021),
a profound exploration into distinguishing false
news from authentic sources is conducted through
a deep learning-based approach. The cornerstone
of the proposed model is a LSTM neural network.
Complementing the neural network, a GloVe word
embedding is employed to represent textual words
as vectors. Additionally, tokenization is utilized
for feature extraction or vectorization, enhancing
the model’s capacity. The integration of N-grams
further refines the proposed approach. A compre-
hensive comparative analysis of multiple fake news
detection techniques is undertaken. The results
of the proposed model are meticulously evaluated
using accuracy metrics, revealing an exceptional
performance with an accuracy rate of 99.88%. This
underscores the effectiveness of the LSTM-based
model and its ability to discern false news with an
exceedingly high level of accuracy.

3 Description of tasks and Dataset

There is an escalating demand for the detection of
fake news within social media texts. The dataset for
this crucial task has been generously provided by
the organizers of the Fake News Detection in Dra-
vidian Languages- DravidianLangTech@EACL
2024 (Subramanian et al., 2023) and our team,
Habesha, actively participated in this shared en-
deavor.

Throughout our involvement in this collaborative
initiative, we immersed ourselves in two distinctive
tasks. The primary task aimed to classify social me-
dia texts as either original or fake. The data sources
encompassed various social media platforms such
as Twitter and Facebook. Given a social media
post, the shared task mandated the classification of
the content as either fake or authentic news.

In the second task, namely the Fake News
Detection from Malayalam News (FakeDetect-
Malayalam) shared task, researchers were provided
with a platform to address the formidable chal-
lenge of identifying and flagging fake news within
the realm of Malayalam-language news articles.
Accurate misinformation detection is crucial for
fostering trustworthy communication in an era of
information overload. The core objective of the
FakeDetect-Malayalam shared task was to inspire
participants to develop effective models capable

of accurately detecting and categorizing fake news
articles in the Malayalam language into different
categories. In this context, we considered five fake
categories - False, Half True, Mostly False, Partly
False, and Mostly True.

Through our engagement with these two tasks,
our goal was to contribute to a comprehensive un-
derstanding of fake news detection, with a spe-
cific emphasis on addressing the nuances associ-
ated with YouTube comments in both tasks.

We utilized a total of 4,072 data points for train-
ing in Task 1, which involves classifying fake and
original content. Additionally, 1,019 data points
were allocated for evaluating the model’s perfor-
mance. In Task 2, focusing on fake news detection
from Malayalam News, we employed 1,669 data
points for training and reserved 250 data points for
evaluation purposes. For a more comprehensive
overview of the statistics related to these specific
datasets, kindly refer to Figure 1 for Task 1 and
Figure 2 for Task 2.

Figure 1: Task 1 data set statistics

Figure 2: Task 2 data set statistics

In Figure 1, we observe an unbalanced distri-
bution within the two-class dataset, indicating an
uneven representation of the classes. In the mean-
time, Figure 2 shows that Task 2 is a multi-label
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assignment with five classes, which shows how the
data is spread out in a very different way. This
imbalance poses a significant challenge, potentially
resulting in biased predictions and impacting the
overall performance of the trained model. Recog-
nizing and addressing such imbalances becomes
imperative for fostering a more robust and unbiased
predictive model (Yigezu et al., 2023b; Tonja et al.,
2022; Bade and Seid, 2018).

4 Methodology

This section offers an in-depth insight into the
methodology applied in this study, with a specific
emphasis on data preprocessing and the adoption
of a deep learning approach for fake news detec-
tion. Our primary goal was to perform fake news
detection for both tasks.

Initiating our analysis, we acknowledged the sig-
nificance of meticulous data preprocessing. This
critical step involved purifying and formatting the
raw data to optimize its appropriateness for subse-
quent stages in our model.

4.1 Experiment

In our methodology for detecting fake news in both
shared tasks, we implemented a deep learning ap-
proach, specifically utilizing Recurrent Neural Net-
works (RNN). The process involved several crucial
stages to ensure a thorough and accurate analysis.
We used Long Short-Term Memory (LSTM) lay-
ers to model sequential dependencies in the text,
dropout layers to stop overfitting during training,
and a sigmoid activation function to tell the differ-
ence between fake and real news. This helped us
capture semantic relationships.

We used the task organizer’s training and devel-
opment datasets, the Adam Optimizer, the cross-
entropy loss function, and test data to evaluate
the results of the model training. A grid search
was conducted to automate hyperparameter tun-
ing, systematically exploring different configura-
tions, including varying numbers of hidden units
and epochs. This rigorous approach aimed to op-
timize the model’s performance and enhance its
ability to generalize to diverse datasets.

5 Results and Discussion

As outlined in Section 4.1, we implemented the
Recurrent Neural Network (RNN) model for both
shared tasks. Our outcomes revealed a macro-F1
score of 0.82 for task 1 and 0.32 for task 2.

In task one, our model exhibited promising per-
formance by effectively distinguishing between
fake and original news, resulting in a superior out-
come compared to task two. This discrepancy in
performance can be attributed to the nature of task
two, involving multi-label classification with an
unbalanced data set, which presented challenges
for achieving satisfactory results. The inherent
complexity of addressing multiple classes in task
2 posed difficulties, leading to suboptimal perfor-
mance in contrast to the binary classification nature
of task 1.

6 Conclusion and Future work

The dissemination of fake news or misinformation
poses a significant challenge, steering information
in undesired directions and impeding the acquisi-
tion of reliable and timely information. To address
this issue, we employed the deep learning approach,
specifically RNN-LSTM. For optimal model train-
ing, we utilized grid search methods to fine-tune
hyper parameters.

In binary classification, our approach yielded fa-
vorable results, showcasing its effectiveness in dis-
tinguishing between genuine and fake information.
However, the application of multi-label classifica-
tion suffered from the presence of unbalanced data,
which led to less than ideal results.

As a recommendation for researchers aiming to
extend this task, we suggest incorporating data bal-
ancing techniques. By addressing the imbalance in
the dataset, more robust and accurate results can be
achieved in the context of multi-label classification,
enhancing the model’s ability to handle diverse and
nuanced information effectively.
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Abstract

The proliferation of fake news in digital me-
dia has become a significant societal concern,
impacting public opinion, trust, and decision-
making. This project focuses on the develop-
ment of machine learning models for the detec-
tion of fake news. Leveraging a dataset contain-
ing both genuine and deceptive news articles,
the proposed models employ natural language
processing techniques, feature extraction and
classification algorithms.

This paper provides a solution to Fake News
Detection in Dravidian Languages - Dravidi-
anLangTech 2024 1. There are two sub tasks:
Task 1 - The goal of this task is to classify a
given social media text into original or fake. We
propose an approach for this with the help of
a supervised machine learning model – SVM
(Support Vector Machine). The SVM classi-
fier achieved a macro F1 score of 0.78 in test
data and a rank 11. The Task 2 is classifying
fake news articles in Malayalam language into
different categories namely False, Half True,
Mostly False, Partly False and Mostly True.We
have used Naive Bayes which achieved macro
F1-score 0.3517 in test data and a rank 6.

1 Introduction

Fake News refers to false or misleading information
presented as genuine news. This misinformation
is often disseminated through traditional media,
social media platforms, or other online channels.
The intent behind fake news is typically to deceive
and manipulate public opinion, influence political
processes, or generate click-throughs for financial
gain. In 2017, fake news has been seen to have
influenced the US elections and the British Brexit
vote, and locally in South Africa Finance Minister
Pravin Gordhan, newspaper editors and journalists
have become targets for fake news peddlers. In
other instances breaking news on social media has

1https://sites.google.com/view/dravidianlangtech-
2024/home

turned out to be false and based on hoaxes and
hearsay (Shu et al., 2017).

Following this, the task of Fake News Detec-
tion in Dravidian Language DravidianLangTech
2024 (Chakravarthi et al., 2021; Subramanian et al.,
2023) aims to classify a set of social media texts
and news articles using principles of feature extrac-
tion and machine learning.

The subsequent sections of this paper are struc-
tured as follows: Section 2 reviews relevant litera-
ture identified through a thorough literature survey.
Section 3 presents an overview of the dataset, while
Section 4 elaborates on the methodology employed
for the task at hand. Section 5 delves into the dis-
cussion of results, and Section 6 concludes the
paper.

2 Related Works

In recent years, there has been significant research
in the domain of fake news detection, with a
predominant focus on examining and identifying
hoaxes within their primary dissemination chan-
nel: social media. The prevalent approach involves
assessing the likelihood of a particular post be-
ing false by analyzing its inherent characteristics,
such as likes, followers, shares, etc. This analy-
sis typically employs traditional machine learning
methods like classification trees, SVM, and similar
techniques (Rodríguez and Iglesias, 2019).

In Natural Language Processing (NLP), there are
many ways to approach the subject, and researchers
have documented several methods in well-known
literature. Recently, with advancements in turn-
ing image and speech into text, researchers have
worked on creating and testing models that are both
fast and accurate.

In the cited paper (Sharma et al., 2020), authors
employed Artificial Intelligence, Natural Language
Processing and Machine Learning for binary clas-
sification of news articles as fake or original. They
assessed website authenticity using a two-step pro-

162



cess: Static Search (training Naive Bayes, Ran-
dom Forest, and Logistic Regression) and Dynamic
Search (with three search fields).

In this work (Adiba et al., 2020), Naive Bayes
Classifier, a Bayesian approach of Machine Learn-
ing algorithm has been applied to identify the fake
news. The researchers showed how the wealth of
corpora can assist algorithm to improve the perfor-
mance. The dataset collected from an open-source,
has been used to classify whether the news is au-
thenticated or not. Initially,they achieved classifica-
tion accuracy about 87 percent which is higher than
previously reported accuracy and then 92 percent
by the same Naive Bayes Algorithm with enriched
corpora.

In the cited paper (Khanam et al., 2021), authors
utilized Python’s scikit-learn library for tokeniza-
tion, feature extraction, and vectorization, employ-
ing tools like Count Vectorizer and Tiff Vectorizer.
They conducted feature selection methods based
on confusion matrix results to determine the most
fitting features for achieving the highest precision.
The study revealed that many research papers fa-
vored the Naive Bayes algorithm, achieving pre-
diction precision within the range of 70-76 per-
cent. Qualitative analysis, relying on sentiment
analysis, titles, and word frequency repetition, was
commonly employed in these studies.

3 Dataset

The dataset of Task 1 is a list of social media com-
ments in English and Malayalam with the labels
either fake or original. The sources of data are
various social media platforms such as Twitter and
Facebook. Figure 1 describes the data distribution
of this task.

Figure 1:Task 1 dataset distribution

The dataset of Task 2 consists of news articles
in Malayalam with the labels - False, Half True,

Mostly False, Partly False and Mostly True. Figure
2 shows the data distribution of this task.

Figure 2:Task 2 dataset distribution

4 Methodology

4.1 Preprocessing
Preprocessing of given data involves cleaning,
transforming, and organizing raw data into a format
that is suitable for analysis or model training. The
goal of data preprocessing is to improve the quality
and usability of the data.

1. The elimination of punctuation marks and
special characters serves to diminish noise and vari-
ations in the data, facilitating a clearer focus on the
essential content making it easy for the model to
learn the features.

2. Data reduction involves eliminating a signifi-
cant portion of fillers or stop words present in any
text which lack essential information for text analy-
sis tasks. We have used a custom list of stop words
in Malayalam and NLTK’s English stop words list
to remove such non-informative words from the
text.

3. Vectorization is the method of representing
words as vectors and is commonly referred to as
word vector representations or word embeddings.
In this paper, we experiment with the below men-
tioned word vector representations:

TF-IDF (term frequency-inverse document fre-
quency) is a statistical measure that evaluates how
relevant a word is to a document in a collection
of documents. It helps to identify the most impor-
tant words in a document by taking into account
both the frequency of the word in the document
and the rarity of the word in the entire collection of
documents. This technique was used for Task-1.

CountVectorizer converts a collection of text doc-
uments into a matrix of token counts. It is used to
transform a corpus of text to a vector of term/token
counts. The vocabulary of known words is formed,
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which is subsequently used for encoding unseen
text later. This method was utilized for Task-2.

A particular limitation faced here is that of the
data set being in the Malayalam language, for
which comparatively less resources are available.
Thus a lot preprocessing techniques like lemmati-
sation and stemming could not be performed. The
model may struggle to capture the subtleties of
language use in different contexts.

4.2 LaBSE Feature Extraction

Feature extraction is a process that reduces the
number of dimensions needed to define a large
dataset by creating a smaller set of new features
while discarding many existing ones. This involves
transforming raw data into numerical features for
further processing.

Language-agnostic BERT Sentence Embedding,
or LaBSE, stands out as a multilingual language
model developed by Google, building upon the
BERT model.(Feng et al., 2020) In its pre-training
process, LaBSE combines masked language mod-
eling with translation language modeling. It is
designed to be language-agnostic and has demon-
strated superior performance compared to other
existing sentence embedders.

This model proves useful for obtaining multilin-
gual sentence embeddings and for bi-text retrieval.
Recognized as the state-of-the-art in sentence em-
bedding, LaBSE encodes sentences into a shared
embedding space, ensuring that similar sentences
are positioned closer to each other.

4.3 Models Used

Different researchers used different machine learn-
ing classifiers for checking the authenticity of news.
According to their experiments the SVM and Naïve
Bayes classifiers are best for detecting fake news.
These two are better than other classifiers on the
basis of accuracy they provide (Al Ayub Ahmed
et al., 2021).

SVM: Support Vector Machine, is a supervised
learning method that works for both classification
and regression tasks. It is like a tool we use to
organize information. SVM helps us find a special
line, called a hyperplane, in a space with many
different aspects or features (we call this space N-
dimensional, where N is the number of features).

The idea behind SVM is to make decisions based
on differences. Imagine some points in our data
that are very important for making decisions; these

are called support vectors. They are the ones clos-
est to our decision line, or hyperplane (Patel et al.,
2022).

SVM does its job by transforming our data into a
space with many dimensions. This makes it better
at figuring out patterns and making predictions,
especially when our data is not easily separated in
a straight line.

Naive Bayes: This classification technique is
based on Bayes theorem, which assumes that the
presence of a particular feature in a class is inde-
pendent of the presence of any other feature. It
provides way for calculating the posterior probabil-
ity.

P (c|x) = P (x|c)P (c)

P (x)

P(c|x) = posterior probability of class given pre-
dictor

P(c) = prior probability of class
P(x|c) = likelihood (probability of predictor

given class)
P(x) = prior probability of predictor
(Ranjan, 2018)

5 Result And Analysis

5.1 Performance Metrics
We evaluate our model using the classification re-
port which provides a summary of the performance
metrics for a machine learning model, typically
used for binary or multiclass classification tasks.

Precision: Precision is the ratio of correctly pre-
dicted positive observations to the total predicted
positives.

Recall (Sensitivity or True Positive Rate): Recall
is also known as sensitivity or true positive rate and
is defined as the ratio of correctly predicted positive
observations to the all observations in the actual
class.

Macro Average and Weighted Average: Macro
average calculates metrics independently for each
class and then takes the unweighted average. It
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treats all classes equally. Weighted average calcu-
lates metrics for each class but uses the support of
each class as weights when averaging. It considers
class imbalance.

F1-Score: F1-score is the weighted average of
precision and recall, providing a balance between
the two metrics.

In summary, precision, recall, and F1-score are
key metrics to evaluate the model’s performance,
considering aspects of true positives, false positives,
and false negatives.

5.2 Analysis

Table 1 shows the Classification Report obtained
from the train data using SVM that was used for
Task 1.

Table 1: Task 1 Training Report

Label Precision Recall F1 score

original 0.75 0.85 0.80
fake 0.83 0.70 0.76

Table 2: Task 1 Development Report

Label Precision Recall F1 score

original 0.85 0.96 0.90
fake 0.95 0.83 0.89

The development data was used to evaluate the
model after the training phase.The predictions on
the development data gave a macro F1 score of
0.89 as shown in Table 2. Table 3 shows the Classi-
fication Report obtained from the train data using
Naive Bayes Model which was used for Task 2.

5.3 Result

The training and development data has been used
to train and evaluate the models. Predictions of
labels is done on the test data.

Table 4 and Table 5 describe the macro F1-score
of the prediction and the rank secured in the com-
petition.

Table 3: Task 2 Training Report

Label Precision Recall F1 score

False 0.81 0.99 0.89
Half True 0.90 0.33 0.49
Mostly False 0.95 0.37 0.53
Partly False 0.67 0.10 0.17
Mostly True 0.80 0.00 0.00

Table 4: Rank Secured in Task 1

Team Name
Macro
F1-
Score

Rank

CUETDUO 0.88 1
PunnyPunctuators 0.87 2
WordWizard 0.78 11

6 Conclusion

In this research paper, we present a solution to
the Fake News Detection in Dravidian Languages-
DravidianLangTech 2024. Our approach involves
classifying the text data into categories such as
original and fake and False, Half True, Mostly
False, Partly False and Mostly True. We leverage a
Language-agnostic Sentence Embedder known as
LaBSE and machine learning models, SVM (Sup-
port Vector Machine) and Naive Bayes. The mod-
els demonstrated good F1-scores and accuracy sig-
nifying their effectiveness in accurately identifying
deceitful news from original news as the rankings
are shown in Table 4 and Table 5.

These findings underscore the potential of Natu-
ral Language Processing (NLP) in automating fake
news detection. This contribution has great impli-
cations in the society and politics since people are
not influenced by fake news.

Table 5: Rank Secured in Task 2

Team Name
Macro
F1-
Score

Rank

CUETBinaryHackers 0.5191 1
CUETSentimentSilles 0.4964 2
WordWizard 0.3517 6
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Limitations

Fake news is constantly evolving, and new tactics
are regularly employed to keep a check on them.
A model trained on historical data may struggle to
adapt to emerging patterns of misinformation. Thus
dynamic nature of fake news poses a limitation to
the project.

Identifying relevant features for effective model
training can be challenging, especially when deal-
ing with a language like Malayalam which has
unique linguistic features which are not well-
captured by standard NLP techniques.

Ethics Statement

Ethical fake news detection is crucial for safeguard-
ing information integrity and preserving the soci-
etal fabric. Detecting and combatting misinfor-
mation helps maintain public trust in media and
democratic processes, preventing the erosion of
confidence in reliable sources. Moreover, ethical
efforts contribute to preventing harm by curtail-
ing the dissemination of false information that can
lead to negative consequences such as violence.
By promoting informed decision-making, ethical
fake news detection empowers individuals to make
choices based on accurate and reliable information,
ultimately fostering a more responsible and well-
informed society.
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Abstract

Hate and offensive language in online plat-
forms pose significant challenges, necessitating
automatic detection methods. Particularly in
the case of codemixed text, which is very com-
mon in social media, the complexity of this
problem increases due to the cultural nuances
of different languages. DravidianLangTech-
EACL2024 organized a shared task on detect-
ing hate and offensive language for Telugu.
To complete this task, this study investigates
the effectiveness of transliteration-augmented
datasets for Telugu code-mixed text. In this
work, we compare the performance of various
machine learning (ML), deep learning (DL),
and transformer-based models on both original
and augmented datasets. Experimental find-
ings demonstrate the superiority of transformer
models, particularly Telugu-BERT, achieving
the highest f1-score of 0.77 on the augmented
dataset, ranking the 1st position in the leader-
board. The study highlights the potential of
transliteration-augmented datasets in improv-
ing model performance and suggests further
exploration of diverse transliteration options to
address real-world scenarios.

1 Introduction

In recent years, the growing problem of offensive
language in user-generated content on online plat-
forms and its harmful impacts has become a pri-
mary concern. The vast amount of daily user-
generated content poses a significant challenge
in the fight against offensive language. Conse-
quently, automated methods are necessary for han-
dling this task. Understanding code-mixed data is
difficult due to several factors. First, it requires a
deep understanding of the different linguistic lev-
els involved. Second, the complex structure of

code-mixed language makes it challenging to ana-
lyze. Finally, there needs to be more training data
available for code-mixed languages, which hinders
the development of effective classification systems.
These challenges can lead to inaccurate classifica-
tions, mainly when using systems trained only on
monolingual data. When a system trained on a sin-
gle language encounters code-mixed data, it may
be unable to accurately identify the different lan-
guages or understand the complex grammar rules
involved. These challenges were addressed in the
studies of Priyadharshini et al. (2023), which intro-
duced a shared task for detecting hate and offen-
sive language in Telugu. This paper contributes
to the ongoing research efforts explored at the
DravidianLangTech-EACL2024 (B et al., 2024).

The primary contributions of this work are illus-
trated in the following:

• Developed a transliteration-based augmenta-
tion scheme to help transformer models detect
code-mixed Telugu offensive texts with high
fidelity.

• Investigated various Ml, DL, and transformer-
based techniques for the task and analyzed
their performance in augmented and non-
augmented datasets.

2 Related Work

Social media can often spread negativity and hurt-
ful content. It is important to recognize such con-
tent because it can offend individuals and groups
based on race, gender, or religion (Das et al., 2022).
To maintain the integrity of the social media ecosys-
tem, researchers and stakeholders must focus on
creating computational models capable of swiftly
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detecting and categorizing offensive content (Sharif
et al., 2021). Hence, to address this growing con-
cern on social media platforms, earlier research uti-
lized diverse machine learning algorithms such as
Linear Regression, Support Vector Machine, and
Naive Bayes for the automated identification of
hate speech (Abro et al., 2020). The performance
of these models falls short as they need help to
capture the semantic and contextual information
present in textual data. Utilizing a publicly avail-
able dataset of tweets, Wei et al. (2021) suggests
a methodology for automating tweets into three
classes: Hate, Offensive, and Neither. Their ap-
proach utilizes BiLSTM models with blank embed-
ding and pre-trained Glove embeddings to identify
Offensive Language and Hate Speech. In recent
years, pre-trained models have demonstrated re-
markable accuracy in classifying code-mixed texts
across various languages (Hande et al., 2020). The
current focus of research in text analysis is within
the transliteration domain, which holds the poten-
tial for achieving superior results (Shekhar et al.,
2023).

3 Task and Dataset Descriptions

This task aimed to develop a model that success-
fully detects code-mixed offensive texts. To imple-
ment such a model, we utilized the Telugu-English
code-mixed corpus that the organizers1 provided to
the participants. The dataset contains labels of two
classes: hate and non-hate.

Label Train Augmented Test WT

hate 1939 5816 250 18094
non-hate 2061 6181 250 21378

Total 4000 11997 500 39492

Table 1: Distribution of datasets, where WT denotes
total words in the train dataset

Table 1 shows the distribution of different classes
across the train and test datasets. Both the train and
test datasets are well-balanced. The texts in both
the train and test dataset were preprocessed and
cleaned to remove any unwanted symbols, emojis
and punctuation marks before the development of
the system.

1https://codalab.lisn.upsaclay.fr/
competitions/16095

Preprocessed
Text

Mixed to Telugu
Transliteration

Mixed to English
Transliteration

Pure-Telugu
Script

English-Romanized
Script

Augmented Final
Dataset

Figure 1: Augmentation process using transliteration

3.1 Data Augmentation with Transliteration

After cleaning, the dataset was augmented through
transliteration. Transliteration handles code-mixed
data since the dataset includes words in pure Tel-
ugu and English-romanized scripts. The proposed
approach involves converting words between these
scripts and translating code-mixed text to pure Tel-
ugu and English-romanized forms. Expanding vo-
cabulary and providing context helps the model
better understand the meaning of code-mixed text.
We used AI4Bharat/IndicXlit2 transformer model
(Madhani et al., 2022) to first transliterate every
single text from the cleaned dataset, to pure-Telugu
text, as shown in Figure 1. Afterward, the cleaned
texts were again transliterated, but this time to
English-romanized text. These two new sets of
texts are added to the original training dataset. In
this way, every word in the original train dataset
is guaranteed to appear at least twice in the aug-
mented dataset: once in pure Telugu form and
once in English-romanized form. This makes many
common words reappear in both pure Telugu and
English-romanized forms in the dataset, which en-
sures our model can learn from both forms of the
exact text. The reason behind using this translitera-
tion tool is that it has been trained on the Aksharan-
tar (Madhani et al., 2023) dataset, which is, at the
time of writing, the most extensive publicly avail-
able corpus on Indic languages. From the analysis
of the authors of this tool, its performance in the
Telugu language shows good potential. Hence, we
chose this to generate synthetic transliterated texts.

4 Methodology

Figure 2 illustrates the overall process, including all
employed models for the task. Various techniques
are used to extract textual features for training the

2https://pypi.org/project/
ai4bharat-transliteration/
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Figure 2: Abstract process of hate and offensive lan-
guage detection in Telegu

respective ML and DL models. This work also
utilized transformer-based techniques, such as m-
BERT, XLM-R, Indic-BERT, and Telugu-BERT.

4.1 Feature Extraction

Following the approach of Tokunaga and Iwayama
(1994), we utilized the TF-IDF (Term Frequency-
Inverse Document Frequency) technique to extract
unigram features. TF-IDF assigns word weights
based on frequency within a document and across
the entire corpus. This helps capture the impor-
tance of each word for distinguishing documents.
We leveraged two widely used word embedding
techniques for DL models: Word2Vec (Mikolov
et al., 2013) and FastText (Grave et al., 2018). We
implemented Word2Vec using the Keras embed-
ding layer with an embedding dimension of 100
for both original and augmented datasets. Also,
we utilized pre-trained FastText embedding matri-
ces for each dataset. This pre-trained information
incorporates subword information, potentially cap-
turing more nuanced semantic relationships than
Word2Vec.

4.2 ML Models

The ‘lbgfs’ optimizer was chosen for LR models,
with C values 1.0 for both datasets. SVM models
are configured with the linear kernel and C = 1.0
for both datasets.

4.3 DL Models

This research utilized a Bidirectional LSTM (BiL-
STM) architecture with 100 cells per direction. To
ensure robust generalization and prevent overfit-
ting, we leveraged a dropout technique with a rate

of 0.2. This technique randomly discards a small
percentage of neurons during training. This pro-
motes the network to learn relevant features across
diverse data samples. Finally, the output of the
BiLSTM layer is fed into a softmax layer for the
final prediction. Inspired by the work of Vaswani
et al. (2023), the DL model incorporated an atten-
tion mechanism to highlight impactful words in the
input text. This attention layer, consisting of 20
neurons, was added to a BiLSTM layer. The BiL-
STM output was then combined with the attention
vector and fed into a softmax layer for the final
prediction. We employed identical architectures
for both datasets and utilized the ‘sparse categor-
ical cross-entropy’ loss function. The model was
trained with the ‘Adam’ optimizer (learning rate =
1e3, batch size = 32) for 15 epochs.

Transformer models often achieve the best re-
sults on various NLP benchmarks. Recognizing
their strength, we employed four pre-trained trans-
former models: m-BERT (Devlin et al., 2019),
XLM-R (Conneau et al., 2020), Indic-BERT (Kak-
wani et al., 2020) and Telugu-BERT (Joshi, 2023).
All the transformer models were obtained from
Huggingface3 and fine-tuned with our original and
augmented test set using the ktrain library (Maiya,
2020). In both datasets, we used a learning rate
of 2e−5 in all the models and applied the method
fit_onecycle() from the training library. The
original dataset was trained with batch size 12,
whereas the augmented dataset was trained with
batch size 16 for all the models. Both datasets were
used to fine-tune the transformer models for six
epochs.

5 Results and Analysis

This section analyzes the effectiveness of differ-
ent models for detecting hate speech and offen-
sive language in Telugu code-mixed texts. The
performance of the models is evaluated based on
macro-averaged f1-score. The evaluation result re-
port is shown in Table 2, where the performance
is presented in four cases: the original dataset
(Non-Aug.), the original dataset augmented with
Roman-transliterated texts (Roman-Aug.), the orig-
inal dataset augmented with Telugu-transliterated
texts (Telugu-Aug.), and finally, the intended, fully
augmented dataset (Full-Aug.), which contains the
combination of original, Roman-transliterated, and

3https://huggingface.co/docs/transformers/
index
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Classifiers Non-Aug. Roman-Aug. Telugu-Aug. Full-Aug.
P R F P R F P R F P R F

LR 0.65 0.65 0.65 0.65 0.65 0.65 0.69 0.68 0.68 0.71 0.71 0.71
SVM 0.66 0.66 0.66 0.66 0.66 0.66 0.71 0.71 0.71 0.70 0.70 0.70
LSTM (Word2vec) 0.65 0.65 0.65 0.66 0.67 0.66 0.71 0.72 0.71 0.69 0.69 0.69
LSTM (FastText) 0.48 0.47 0.43 0.48 0.48 0.45 0.47 0.46 0.44 0.60 0.65 0.56
LSTM + Attention 0.62 0.62 0.62 0.62 0.62 0.62 0.64 0.64 0.64 0.67 0.67 0.67
m-BERT 0.67 0.67 0.67 0.65 0.65 0.65 0.71 0.71 0.71 0.72 0.72 0.72
XLM-R 0.73 0.72 0.72 0.53 0.52 0.51 0.72 0.72 0.72 0.76 0.75 0.75
Indic-BERT 0.67 0.66 0.66 0.67 0.66 0.66 0.69 0.68 0.68 0.67 0.66 0.65
Telugu-BERT 0.74 0.73 0.73 0.73 0.73 0.73 0.77 0.76 0.76 0.78 0.77 0.77

Table 2: Evaluation results obtained from models on four cases: original, only Roman-transliterated, only Telugu-
transliterated, and fully-augmented test sets. P, R, and F denote macro-averaged precision, recall, and f1 score.
Here, “Aug.” is used as shorthand for the word augmented.

Telugu-transliterated texts.

5.1 Discussion

The results indicated that ML models performed
better than all DL models when using a fully aug-
mented dataset. Word embeddings may not be able
to capture the cultural subtleties and context of hate
speech in code-mixed text as they are not trained on
multilingual data. This might be a possible reason
for such poor performance in DL classifiers. Still,
the best result from ML and the best result from DL
when applied to the Telugu-transliterated dataset
was similar (0.71).

The transformer models’ performance is out-
standing compared to ML and DL models. All
the transformer models except Indic-BERT for
the original training dataset exceed the f1 score
previously obtained from ML and DL techniques.
Among all the transformer models, Telugu-BERT
shows the best result, with the highest f1 score
(0.73) achieved on the original train set and f1
score of 0.77 in the fully augmented dataset. Al-
though Indic-BERT was trained in Indic languages,
it came last in performance, possibly due to many
reasons. Alternatively, Telugu-English code mixed
data might contain words in English rather than
in the Telugu language written in a Roman script.
Indic-BERT might need help finding word relation-
ships better than XLM-Roberta or m-bert. Another
reason might be because of data quality and context.
XLM-Roberta and m-BERT, since they are trained
on huge datasets, might capture hate-speech-related
contexts better than Indic-BERT.

The results revealed the effect of various
transliteration approaches. When only English-

Romanized transliteration was applied, there
needed to be more improvement in the perfor-
mance. Compared to that, almost all classifiers
performed better when Telugu transliteration was
applied. Finally, in the fully augmented dataset,
where both English-Romanized transliteration and
Telugu transliteration were combined, we can see
most of these classifiers show a slight performance
improvement, which can be because this dataset
is more extensive than all of the datasets above.
Hence, relating different words between Roman
script and Telugu script is easier. Also, the fully
augmented dataset might give better context to the
classifier due to many similar words appearing in
both languages, and the two-way transliteration
makes all forms of the similar words known to
the classifiers. On the other hand, the IndicXlit
transliteration tool is not perfect, and it might not
always produce the best transliteration of every
single word, so it hurts the performance.

The results showed that the proposed approach
produces better f1 scores when trained under the
augmented dataset. The Telugu-BERT model
trained on the augmented train set was chosen as
the best overall performer.

5.2 Error Analysis

We conducted a comprehensive error analysis of
quantitative and qualitative ways to gain an in-
depth understanding of the best-performing model
(Telugu-BERT).

Quantitative Analysis: It is shown that the best-
performing model (Telugu-BERT) produced a max-
imum f1 score of 0.77 (Table 2). Figure 3 repre-
sents the confusion matrix of this model. Among

170



Figure 3: Confusion matrix of the best model (Telugu-
BERT) on fully augmented dataset

the two classes, the hate class has the highest True-
Positive Rate (TPR) of 83.6%, while the non-hate
class has a lower TPR of 70.8%. This might in-
dicate a slight bias towards detecting hate speech
since a higher percentage of non-hate text (29.2%)
was predicted to be from the hate speech class.
Compared to that, 16.4% of actual offensive texts
were predicted to be not offensive.

Qualitative Analysis: Figure 4 represents some
predictions of the best-performing model compared
to the actual labels. We generated the translations
shown in the figure with the help of Google Trans-
late4. The first sample was predicted accurately,
entirely made up of pure Telugu script. Although
the second sample had only Telugu script, it was
not predicted accurately since it was a hate or of-
fensive text, but Telegu-BERT labeled it non-hate.
The third script was comprised of Telugu text in
an English-Roman script, and Telegu-BERT was
able to label it accurately. The fourth sample was
of a code-mixed text, which mostly has text from
Telugu script, with a minimal amount of English
script. It was not predicted accurately. The final
sample also consists of code-mixed text, with an
English-script majority, but our model was able to
predict its label accurately.

Limitations

The presented approach relies heavily on translit-
eration accuracy. Errors in transliteration can in-
troduce misleading information, which can impact
model performance. Furthermore, the diverse ways

4https://translate.google.com/

Figure 4: Predicted outputs for some sample texts using
the proposed (Telugu-BERT) model on fully augmented
dataset

to transliterate a word in real-world scenarios high-
light the importance of exploring methods to incor-
porate multiple transliteration options.

6 Conclusion

This paper explored various ML, DL, and
transformer-based approaches for hate and of-
fensive language detection in Telugu code-
mixed text and demonstrated the effectiveness of
transliteration-augmented datasets. In most cases,
transformer models outperformed ML and DL
methods. Telugu-BERT, trained explicitly on Tel-
ugu text, achieved an impressive f1 score of 0.77.
Investigating further augmentation methods and
their combinations presents an exciting future di-
rection to enhance the dataset and improve perfor-
mance.

References
Sindhu Abro, Sarang Shaikh, Zahid Hussain Khand,

Ali Zafar, Sajid Khan, and Ghulam Mujtaba. 2020.
Automatic hate speech detection using machine learn-
ing: A comparative study. International Journal of
Advanced Computer Science and Applications, 11(8).

Premjth B, Bharathi Raja, Prasanna Kumar Kumare-
san, Saranya Rajiakodi, Sai Prashanth Karnati, Sai
Rishith Reddy Mangamuru, and Janakiram Chandu.
2024. Findings of the shared task on hate and of-
fensive language detection in telugu codemixed text
(hold-telugu). In Proc. of the Fourth Workshop on
Speech, Vision, and Language Technologies for Dra-
vidian Languages, Malta. European Chapter of the
Association for Computational Linguistics.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale.

171

https://translate.google.com/
http://arxiv.org/abs/1911.02116
http://arxiv.org/abs/1911.02116


Mithun Das, Somnath Banerjee, Punyajoy Saha, and
Animesh Mukherjee. 2022. Hate speech and offen-
sive language detection in bengali. arXiv preprint
arXiv:2210.03479.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing.

Edouard Grave, Piotr Bojanowski, Prakhar Gupta, Ar-
mand Joulin, and Tomas Mikolov. 2018. Learning
word vectors for 157 languages. In Proceedings of
the Eleventh International Conference on Language
Resources and Evaluation (LREC 2018), Miyazaki,
Japan. European Language Resources Association
(ELRA).

Adeep Hande, Ruba Priyadharshini, and Bharathi Raja
Chakravarthi. 2020. KanCMD: Kannada CodeMixed
dataset for sentiment analysis and offensive language
detection. In Proceedings of the Third Workshop
on Computational Modeling of People’s Opinions,
Personality, and Emotion’s in Social Media, pages
54–63, Barcelona, Spain (Online). Association for
Computational Linguistics.

Raviraj Joshi. 2023. L3cube-hindbert and devbert: Pre-
trained bert transformer models for devanagari based
hindi and marathi languages.

Divyanshu Kakwani, Anoop Kunchukuttan, Satish
Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M.
Khapra, and Pratyush Kumar. 2020. IndicNLPSuite:
Monolingual Corpora, Evaluation Benchmarks and
Pre-trained Multilingual Language Models for Indian
Languages. In Findings of EMNLP.

Yash Madhani, Sushane Parthan, Priyanka Bedekar,
Gokul NC, Ruchi Khapra, Anoop Kunchukuttan,
Pratyush Kumar, and Mitesh M. Khapra. 2023.
Aksharantar: Open indic-language transliteration
datasets and models for the next billion users.

Yash Madhani, Sushane Parthan, Priyanka A. Bedekar,
Ruchi Khapra, Vivek Seshadri, Anoop Kunchukuttan,
Pratyush Kumar, and Mitesh M. Khapra. 2022. Ak-
sharantar: Towards building open transliteration tools
for the next billion users. ArXiv, abs/2205.03018.

Arun S. Maiya. 2020. ktrain: A low-code library
for augmented machine learning. arXiv preprint
arXiv:2004.10703.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Cor-
rado, and Jeffrey Dean. 2013. Distributed representa-
tions of words and phrases and their compositional-
ity.

Ruba Priyadharshini, Bharathi Raja Chakravarthi,
Malliga S, Subalalitha CN, Kogilavani S V, Premjith
B, Abirami Murugappan, and Prasanna Kumar Ku-
maresan. 2023. Overview of shared-task on abusive
comment detection in tamil and telugu. In Proceed-
ings of the Third Workshop on Speech and Language

Technologies for Dravidian Languages, Varna, Bul-
garia. Recent Advances in Natural Language Process-
ing.

Omar Sharif, Eftekhar Hossain, and Mo-
hammed Moshiul Hoque. 2021. Nlp-cuet@
dravidianlangtech-eacl2021: Offensive language
detection from multilingual code-mixed text using
transformers. arXiv preprint arXiv:2103.00455.

Shashi Shekhar, Hitendra Garg, Rohit Agrawal, Shiv-
endra Shivani, and Bhisham Sharma. 2023. Hatred
and trolling detection transliteration framework us-
ing hierarchical lstm in code-mixed social media text.
Complex & Intelligent Systems, 9(3):2813–2826.

Takenobu Tokunaga and Makoto Iwayama. 1994. Text
categorization based on weighted inverse document
frequency.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2023. Attention is all
you need.

Bencheng Wei, Jason Li, Ajay Gupta, Hafiza Umair,
Atsu Vovor, and Natalie Durzynski. 2021. Of-
fensive language and hate speech detection with
deep learning and transfer learning. arXiv preprint
arXiv:2108.03305.

172

http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
https://aclanthology.org/L18-1550
https://aclanthology.org/L18-1550
https://aclanthology.org/2020.peoples-1.6
https://aclanthology.org/2020.peoples-1.6
https://aclanthology.org/2020.peoples-1.6
http://arxiv.org/abs/2211.11418
http://arxiv.org/abs/2211.11418
http://arxiv.org/abs/2211.11418
http://arxiv.org/abs/2205.03018
http://arxiv.org/abs/2205.03018
http://arxiv.org/abs/2004.10703
http://arxiv.org/abs/2004.10703
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/1310.4546
https://api.semanticscholar.org/CorpusID:18257943
https://api.semanticscholar.org/CorpusID:18257943
https://api.semanticscholar.org/CorpusID:18257943
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/1706.03762


Proceedings of the Fourth Workshop on Speech, Vision, and Language Technologies for Dravidian Languages, pages 173–179
March 22, 2024 ©2024 Association for Computational Linguistics

CUET_Binary_Hackers@DravidianLangTech EACL2024: Fake News
Detection in Malayalam Language Leveraging Fine-tuned MuRIL BERT

Salman Farsi, Asrarul Hoque Eusha, Ariful Islam, Hasan Mesbaul Ali Taher
Jawad Hossain, Shawly Ahsan, Avishek Das and Mohammed Moshiul Hoque

Department of Computer Science and Engineering
Chittagong University of Engineering & Technology, Chattogram-4349, Bangladesh

{salman.cuet.cse, asrar2860, arif.cse18cuet, Hasanmesbaul440}@gmail.com
{u1704039, u1704057}@student.cuet.ac.bd, {avishek, moshiul_240}@cuet.ac.bd

Abstract

Due to technological advancements, various
methods have emerged for disseminating news
to the masses. The pervasive reach of news,
however, has given rise to a significant concern:
the proliferation of fake news. In response
to this challenge, a shared task in Dravidian-
LangTech EACL2024 was initiated to detect
fake news and classify its types in the Malay-
alam language. The shared task consisted of
two sub-tasks. Task 1 focused on a binary
classification problem, determining whether a
piece of news is fake or not. Whereas task 2
delved into a multi-class classification prob-
lem, categorizing news into five distinct levels.
Our approach involved the exploration of var-
ious machine learning (RF, SVM, XGBoost,
Ensemble), deep learning (BiLSTM, CNN),
and transformer-based models (MuRIL, Indic-
SBERT, m-BERT, XLM-R, Distil-BERT) by
emphasizing parameter tuning to enhance over-
all model performance. As a result, we intro-
duce a fine-tuned MuRIL model that leverages
parameter tuning, achieving notable success
with an F1-score of 0.86 in task 1 and 0.5191
in task 2. This successful implementation led
to our system securing the 3rd position in task 1
and the 1st position in task 2. The source code
will be found in the GitHub repository at this
link: https://github.com/Salman1804102/
DravidianLangTech-EACL-2024-FakeNews.

1 Introduction

Social media has gradually become an integral part
of our lives, with regular posting and commenting
being commonplace. Unfortunately, this platform
is often misused, as individuals spread rumors by
purposefully posting fake news to attack others
and cause harm (Fowler, 2022; Medzerian, 2023).
Given the importance of accurate information, it
becomes crucial to curb the pervasiveness of fake
news for the greater good. The widespread dissem-
ination of false information carries catastrophic
implications and potential dangers, particularly in

the political and social spheres (De Paor and Her-
avi, 2020). A statistical analysis of the American
public’s aptitude for discerning between authentic
and false news indicates a troubling pattern, as only
26% of survey participants express a high level of
confidence in their ability to make this distinction
(Watson, 2023). This low number underscores the
urgent need for an automated system to detect fake
news.

Numerous studies have been established for de-
tecting fake news in high-resourced languages like
English, Arabic, Spanish, French, German, etc.
(Ahuja and Kumar, 2023; Mohawesh et al., 2023;
Zhou et al., 2023; Al-Yahya et al., 2021; Guibon
et al., 2019). But there is still much work to be
done, especially for low-resourced languages like
Malayalam, particularly in codemixed text (Thara
and Poornachandran, 2021). Besides, in contrast
to other Dravidian languages, Malayalam presents
unique linguistic intricacies, encompassing dialect
variations, nuanced word semantics, idiomatic ex-
pressions, and more (Coelho et al., 2023). These in-
tricacies pose challenges in processing and analyz-
ing Malayalam text. This shared task addresses pre-
cisely this issue, aiming to develop an automated
system for detecting fake news and classifying its
severity by categorizing news into various types.
As participants in this shared task, the contributions
of this paper are outlined as follows:

• We conducted a comprehensive comparative
analysis of machine learning, deep learning,
and transformer-based models through param-
eter tuning.

• We propose a fine-tuned MuRIL model that
efficiently detects fake news, addresses class
imbalance and performs news classification.

The rest of the paper follows this structure: Sec-
tion 3 presents the task and dataset description,
Section 4 discusses the methodology, Section 5
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covers the results and error analysis, and Section 6
describes the conclusion and outlines future work.

2 Literature Review

The surge in fake news incidents prompted exten-
sive research, initially relying on machine learning
for detection. A specific study (Ahmed et al., 2017)
harnessed machine learning and n-gram analysis,
achieving a notable 92% accuracy on real news
articles collected from Reuters. In the Dravidian-
LangTech@RANLP 20231 shared task, the team
‘MUCS’ (Coelho et al., 2023) excelled with an
impressive F1-score of 0.830. They employed en-
semble models that combined Multinomial Naive
Bayes (MNB), Logistic Regression (LR), and Sup-
port Vector Machine (SVM) to detect fake news in
low-resourced Malayalam. As the dataset size ex-
panded and the need for intricate detection across
multiple languages arose, the forefront shifted to-
wards employing deep learning methods. This is
due to their efficiency in handling increased com-
plexity. Incorporating four diverse datasets consist-
ing of English-language news articles, this study
(Sastrawan et al., 2022) utilized CNN, BiLSTM,
and ResNet. It used popular word embeddings
like Word2Vec, GloVe, and fastText. The results
highlighted the consistent superiority of BiLSTM
across all datasets. In a parallel investigation, Ku-
mar and Singh (2022) addressed the proliferation
of fake news in Hindi, drawing from diverse news
articles. The author utilized NB, LR, and LSTM
classifiers. With LSTM emerging as the most effec-
tive model for fake news detection, they achieved
an impressive accuracy of 92.36%.

However, the shift from deep learning to
transformer-based models like BERT has notably
improved fake news detection accuracy, especially
in code-mixed-text contexts (Kaliyar et al., 2021;
Malliga et al., 2023). A study (Rahman et al., 2022)
on a Bengali fake news dataset revealed XLM-
R’s superior accuracy of 98%. Whereas in the
multilingual fake news classification scheme, Har-
iharan and Anand Kumar (2022) focused on low-
resourced Tamil and Malayalam. They assessed
the effectiveness of transformer-based models like
m-BERT, XLM-R, and MuRIL. The focus on the
low-resourced Dravidian languages has continu-
ously increased. Sivanaiah et al. (2022) achieved
an impressive F1-score of approximately 95% uti-
lizing LR and 98% utilizing BERT models in one

1https://dravidianlangtech.github.io/2023/

of the fake news detection endeavors for several In-
dian low-resourced languages like Tamil, Kannada,
Gujarati, and Malayalam. The author (Thara and
Poornachandran, 2021) in this study delved into the
use of a dataset sourced from YouTube comments
featuring Malayalam-English code-mixed text. The
study explored the effectiveness of Camem-BERT,
Distil-BERT, ELECTRA, and XLM-R models in
this context. Remarkably, ELECTRA achieved an
impressive F1-score of 99.33%. In another Dra-
vidianLangTech@RANLP 2023 study, Bala and
Krishnamurthy (2023) implemented the MuRIL
base variant model and achieved a notable F1-score
of 87% for Malayalam code-mixed text. Within
the context of fake news detection, addressing
multi-class classification scenarios where news ar-
ticles encompass varying degrees of truthfulness
becomes crucial (Kaliyar et al., 2019; Karimi et al.,
2018). A recent study (Shushkevich et al., 2023)
has delved into this challenge, addressing the multi-
class classification of fake news with labels such as
‘True’, ‘Partially False’, ‘False’, and others. To han-
dle class imbalance, the researchers experimented
with ChatGPT-based data augmentation, achieving
an F1-score of 23% with m-BERT proving to be
the most effective.

3 Task and Dataset Description

This shared task (Subramanian et al., 2024) on
‘Fake News Detection in Dravidian Languages’ con-
sisted of two separate sub-tasks. In task 1, par-
ticipants aimed to distinguish whether a post or
comment is ‘original’ or ‘fake’. Task 2 involved a
more nuanced challenge, requiring participants to
categorize news into five distinct labels: ‘FALSE’
(F), ‘MOSTLY FALSE’ (MF), ‘PARTLY FALSE’
(PF), ‘MOSTLY TRUE’ (MT), and ‘HALF TRUE’
(HT).

The competition organizers provided a dataset
(Malliga et al., 2023) in multilingual and code-
mixed Malayalam for these tasks. Task 1 com-
prised three distinct datasets (train, dev, and test),
while task 2 involved two separate datasets (train
and test). The training dataset in task 1 demon-
strated a near balance, but task 2’s training dataset
exhibited a significant imbalance, with only a sin-
gle occurrence of the MT class. The ‘FALSE’
class constituted about three-fourths of the sam-
ples. However, task 2 lacked a dedicated dev set.
Further dataset statistics are detailed in Table 1.
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Data Class Task 1 Class Task 2
SC UW AL SC UW AL

Train 18,526 11

F 1,246

9,371 10
Original 1,658 MF 239

HT 141
Fake 1,599 PF 42

MT 1

Dev
Original 409

5,581 11 Dev set is not present
Fake 406

Test 6,738 11

F 149

1,888 11
Orignal 512 MF 63

HT 24
Fake 507 PF 14

MT 0

Table 1: Dataset statistics for both tasks, with acronyms
SC, UW, and AL representing sample count, unique
words, and average length, respectively.

4 Methodology

This section outlines the model framework devised
to tackle the issue detailed in Section 2. Initially,
to preprocess the text, we conducted several steps
including the removal of emoticons, pictographs,
URLs, and brackets. Following this, we employed
feature extraction techniques to retrieve essential
information. Our choice of feature extraction tech-
niques was driven by the linguistic nuances inher-
ent in such languages. TF-IDF (Takenobu, 1994)
was selected for the ML models to effectively
weigh term importance based on frequency, align-
ing with the need for interpretability in the context
of fake news detection. On the other hand, GloVe
embeddings (Pennington et al., 2014) were em-
ployed for the DL models, as they excel in captur-
ing semantic relationships and contextual nuances
within the text. This choice aimed to enhance the
models’ understanding of the intricacies present
in Malayalam, contributing to more effective fake
news classification. The overview of the proposed
methodology is shown in figure 1.

Figure 1: Overview of the methodology.

4.1 Machine Learning Approaches

In our exploration, we delved into several ma-
chine learning approaches, including Random For-
est (RF), Support Vector Machine (SVM), eX-
treme Gradient Boosting (XGBoost), and ensem-
bles comprised of decision trees, SVM, and logistic
regression. We used the TF-IDF feature extrac-
tion method for all ML models. To address the
imbalanced dataset issue in Task 2, we assigned
a class weight of type ‘balanced’ to all our ML
approaches. The implementation of ML models
was facilitated through the ‘scikit-learn’2 library
for ease and efficiency. For our RF model, we set
the ‘n_estimators’ to 100. With SVM, we utilized
a ‘linear’ kernel with a regularization parameter C
set to 1. Additionally, a tolerance of 1e−3 was em-
ployed as the stopping criterion. On the other hand,
XGBoost was implemented with a ‘multi:softmax’
objective. For XGBoost, we used a learning rate of
0.3, ‘n_estimators’ of 100, and a maximum depth
of 6. Lastly, an ensemble model consisting of LR,
DT and SVM was utilized with a majority voting
scheme.

4.2 Deep Learning Approaches

Deep learning models, BiLSTM and CNN, were
implemented with a learning rate of 1e−3, ‘Adam’
as optimizer, and ‘sparse_categorical_crossentropy’
loss function. Class weights were employed to
address the imbalanced data in task 2. The Bidi-
rectional Long Short-Term Memory network (BiL-
STM) was configured with a batch size of 64 and
a single layer comprising 200 units. The Convolu-
tional Neural Network (CNN) was designed with
one layer containing 128 units and a batch size of
32. Both BiLSTM and CNN used the GloVe word
embedding technique for feature extraction.

4.3 Transformer-based Approaches

We explored five transformer-based models,
namely MuRIL (Khanuja et al., 2021), Indic-
SBERT (Deode et al., 2023), m-BERT (Devlin
et al., 2018), XLM-R (Conneau et al., 2020), and
Distil-BERT (Sanh et al., 2019). All pre-trained
transformer models were imported from ‘Hugging
Face’ (Wolf et al., 2019) 3 and implemented using
the ktrain library (Maiya, 2022). Subsequently, we
fine-tuned these models on the provided datasets
and utilized hyperparameter tuning to enhance

2https://scikit-learn.org/
3https://huggingface.co/
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Method Classifiers Task 1 Task 2
P R F P R F

ML models

RF (TF-IDF) 0.76 0.75 0.75 0.91 0.42 0.47
SVM (TF-IDF) 0.76 0.76 0.76 0.58 0.44 0.45
XGBoost (TF-IDF) 0.73 0.72 0.72 0.74 0.40 0.44
Ensemble (TF-IDF) 0.77 0.77 0.77 0.51 0.29 0.31

DL models
BiLSTM (GloVe) 0.25 0.50 0.33 0.59 0.10 0.16
CNN (GloVe) 0.31 0.46 0.29 0.43 0.18 0.17

Transformer
models

MuRIL 0.86 0.86 0.86 0.66 0.48 0.52
Indic-SBERT 0.86 0.86 0.86 0.33 0.24 0.17
m-BERT 0.85 0.85 0.85 0.11 0.26 0.15
XLM-R 0.86 0.86 0.86 0.12 0.25 0.16
Distil-BERT 0.84 0.84 0.84 0.50 0.43 0.46

Table 2: Performance comparison of the proposed system over test data. Here P, R, and F stand for precision, recall,
and macro F1-score respectively.

their performance. Specifically, in task 2, class
weight augmentation was employed during the
training of each transformer-based model to ad-
dress class imbalance issues. We utilized the ‘com-
pute_class_weight’ function imported from ‘scikit-
learn’ for this purpose. The training configurations
included a learning rate of 3e−5, batch size of 12
and 15 epochs for each respective model. For task 1
and task 2, we set the ‘maxlen’ parameter to 60 and
30, respectively. The rationale for choosing these
parameters is grounded in a series of experiments
conducted and GPU resource availability.

5 Results and Error Analysis

This section delves into the results and error analy-
sis of the proposed fake news detection system. A
detailed performance analysis is shown in Table 2.

5.1 Performance Analysis of Models

In task 1, among the different ML models, the En-
semble model outperformed others by achieving
an F1-score of 0.77. Ensembling yielded improved
performance by leveraging diverse strengths, en-
hancing generalization, and mitigating individual
model weaknesses. Transformer-based models
showcased superior performance in this task, and
MuRIL turned out to be the best model by out-
performing others. At the same time, the Indic-
SBERT and XLM-R both displayed better results.
As binary classification is inherently more straight-
forward for transformer-based models, this might
contribute to the transformer models’ effectiveness.

In task 2, ML models exhibited superior per-
formance compared to transformer-based models

except MuRIL. Mentionably, m-BERT’s predic-
tion skewed towards the ‘HALF TRUE’ class, and
XLM-R consistently categorized maximum sam-
ples as ‘FALSE’ which led to extensive misclassifi-
cation and poor performance. Since task 2 resem-
bles a significant class imbalance, this issue also
contributes to the differing performance of mod-
els. The ML models, being less complex, could
potentially navigate the imbalanced dataset more
effectively, resulting in superior performance com-
pared to transformer-based models. Meanwhile,
DL models encountered some specific challenges
in both tasks. The poor performance of DL models
in both tasks could be attributed to their sensitivity
to the complexity and nuances of the Malayalam
language. Apart from that, DL models, with their
deep architectures, may overfit certain patterns in
the training data, leading to a biased prediction
tendency. Employing ‘balanced’ class weights in
ML models was found to be better than using the
‘compute_class_weight’ function imported from
‘scikit-learn’ in the case of transformer-based mod-
els and DL models.

5.2 Error Analysis

Figure 2 shows the confusion matrix for task 1. It
reveals that 433 fake news samples were correctly
predicted, while 74 were misclassified. Similarly,
443 original news samples were accurately pre-
dicted, but 69 were erroneously classified as fake
news in this task.

Moving to Figure 3, the confusion matrix for task
2 reveals insights into the model’s performance
on task 2. Among the 149 samples labeled as
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Figure 2: Confusion Matrix of task 1 for the MuRIL
BERT.

Figure 3: Confusion Matrix of task 2 for the MuRIL
BERT.

‘FALSE’ in the test set, the model accurately pre-
dicted 142, with 7 misclassifications. However, for
the 24 ‘HALF TRUE’ samples, the model faced
challenges, misclassifying 16 and achieving only
8 correct classifications. Among the ‘MOSTLY
FALSE’ samples, 41.27% (26 out of 63) were accu-
rately classified, while the remaining 58.73% faced
misclassification. Notably, among the ‘PARTLY
FALSE’ samples, 78.57% (11 out of 14) were mis-
classified. The elevated misclassification rates in
these classes can be attributed to their limited num-
ber of instances in the dataset.

In summary, it appears the model predominantly
predicted samples as ‘FALSE’, potentially influ-
enced by the training data, where ‘FALSE’ samples
comprised three-fourths of the dataset. A potential
solution to address this issue could involve adjust-
ing the efficient class weights mechanism, reducing
the weight of the ‘FALSE’ class, and augmenting
the weights of other classes for better model per-
formance. However, some sample predictions for
both tasks are provided in Appendix A.

5.3 Performance Comparison
Tables 3 and 4 show our position in the rank list.

Team Name Score Rank
CUET_DUO 0.88 1

Punny_Punctuators 0.87 2
CUET_Binary_Hackers 0.86 3

Table 3: A short rank list for task 1.

Team Name Score Rank
CUET_Binary_Hackers 0.5191 1

CUETSentimentSillies 0.4964 2
Quartlet 0.4797 3

Table 4: A short rank list for task 2.

Limitations

• The system is built on fine-tuning transformer-
based models. It doesn’t generalize to other
languages and is not proven to give better re-
sults for a language that is not included in the
training of MuRIL.

• Due to the GPU resource limitation, trans-
former ensembling couldn’t be done.

6 Conclusion

This paper introduces a fake news detection sys-
tem tailored for code-mixed Malayalam. It en-
compasses diverse models including ML, DL, and
transformer-based models. Through extensive
experimentation, evaluation, fine-tuning, and hy-
perparameter adjustments, the system showcases
promising outcomes. Across both tasks, MuRIL
emerges as the top performer, demonstrating its su-
perior ability to handle code-mixed and transliter-
ated Malayalam. The system achieves noteworthy
F1-scores of 0.86 and 0.519, securing the 3rd and
1st positions in task 1 and task 2, respectively.

In the future, the exploration of fake news detec-
tion in other low-resourced Dravidian languages
could be a worthwhile pursuit. Implementing data
augmentation instead of relying solely on class
weight adjustments for managing highly imbal-
anced datasets might prove more effective. Ad-
ditionally, the utilization of hybrid models, combin-
ing transformers and DL models, holds the poten-
tial to yield improved results. Furthermore, explor-
ing ensembles of transformer-based models could
lead to superior performance.
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Abstract

The alarming rise of fake news on social media
poses a significant threat to public discourse
and decision-making. While automatic detec-
tion of fake news offers a promising solution,
research in low-resource languages like Malay-
alam often falls behind due to limited data and
tools. This paper presents the participation of
team Punny_Punctuators in the Fake News De-
tection in Dravidian Languages shared task at
DravidianLangTech@EACL 2024, addressing
this gap. The shared task focuses on two sub-
tasks: 1. classifying social media texts as origi-
nal or fake, and 2. categorizing fake news into 5
categories. We experimented with various ma-
chine learning (ML), deep learning (DL) and
transformer-based models as well as processing
techniques such as transliteration. Malayalam-
BERT achieved the best performance on both
sub-tasks, which obtained us 2nd place with a
macro f1-score of 0.87 for the subtask-1 and
11th place with a macro f1-score of 0.17 for the
subtask-2. Our results highlight the potential of
transformer models for low-resource languages
in fake news detection and pave the way for
further research in this crucial area.

1 Introduction

In the current digital era, fake news and the spread
of false information are widespread issues that have
negative effects on people, communities, and coun-
tries (Raja et al., 2023). People can be misled and
deceived by fake news, which can cause them to
lose trust in organizations and information sources.
The dissemination of misleading narratives and the
promotion of biased opinions can cause societal
division and conflict (Wani et al., 2023). There-
fore, using cutting-edge natural language process-
ing (NLP) techniques, academics, policymakers,
and stakeholders are working to construct strong

*Authors have contributed equally to this work

computational systems to prevent the dissemination
of fake content (Hossain et al., 2022b).

Researchers have actively pursued the develop-
ment of effective solutions to detect fake news
across multiple languages in recent years (Lek-
shmiAmmal et al., 2022). Fake news detection
systems predominantly focus on high-resource lan-
guages like Spanish and English, neglecting low-
resource Dravidian languages like Tulu, Malay-
alam, Tamil, Telugu, and Kannada due to resource
scarcity (Hegde and Shashirekha, 2021). Despite
the widespread use of the Malayalam language in
Kerala, there is a lack of research on this language,
necessitating the development of robust models for
detecting fake news in Malayalam (Coelho et al.,
2023). Malayalam’s unique linguistic complexities,
such as dialect variations, word semantics, and id-
iomatic expressions, make it challenging to process
and analyze its text (Coelho et al., 2023). This
work aims to develop a classification system for
detecting fake news in Malayalam using various
language technologies, aiming to identify fake arti-
cles written in the Malayalam language accurately.
To effectively address the challenge, this work’s
major contributions are demonstrated by the fol-
lowing:

• Developed several machine learning (ML),
deep learning (DL), and transformer-based
models to identify fake news in the Malay-
alam language.

• Investigated and assessed the performance of
the models using a variety of metrics to deter-
mine the best approach for the classification
of fake news.

2 Related Work

The widespread use of social media and accessible
internet access has resulted in the creation of mil-
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lions of posts and comments per minute (Hossain
et al., 2022a). Fake news on social media leads
to wrong judgments, prompting studies on vari-
ous machine learning and deep learning models
using different word embedding techniques (Sharif
et al., 2021). The best score f1-score they ob-
tained using SVM was 94.39% in task-A. Rasel
et al., 2022 achieved 95.9% accuracy by building
a dataset with 4678 distinct news and improved
the existing dataset accuracy from 1.4% to 3.4%
using CNN. Roy et al., 2019 developed CNN and
BiLSTM networks individually, then fed them into
a Multi-layer Perceptron Model (MLP) which re-
sulted in 44.87% accuracy. Rai et al., 2022 pro-
posed a BERT model with a feed-forward net-
work with 768 hidden sizes connected to an LSTM
layer for fake news classification, outperforming
the vanilla pre-trained model on two datasets with
a 2.50% and 1.10% increase in accuracy. Research
primarily focuses on high-resource languages, with
few studies on detecting abusive language in low-
resource languages like Malayalam. Coelho et al.,
2023 achieved 0.831 macro f1-score through ap-
plying TF-IDF as a feature extraction technique
and ensembling three machine learning models
(MNB, LR, SVM) with majority voting. Bala and
Krishnamurthy, 2023 fine-tuned the MURIL vari-
ant named "mural-base-cased" in detecting fake
news in Dravidian languages resulting accuracy
of 87%. Wani et al., 2023 in their work, iden-
tify toxic fake news to save time on assessing
non-toxic instances. Traditional and transformer-
based machine learning techniques were employed
and the linear SVM method outperformed BERT
SVM, RF, and BERT RF with an accuracy of
92%. Using a newly annotated dataset, another
study (Chakravarthi et al., 2023) showed MURIL
as a multilingual transformer by effectively detect-
ing abusive comments in the low-resource Tamil
language. Several machine learning, deep neural
networks, and transformer-based approaches were
utilezed by Rahman et al., 2022 to analyze 5K fake
news data, achieving a maximum f1-score of 98%
using XLM-R.

3 Task and Dataset Descriptions

For shared task-1, the task organizer1 created a
benchmark corpus for fake news detection (Subra-

1https://sites.google.com/view/
dravidianlangtech-2024/shared-tasks-2024?
authuser=0

manian et al., 2023). We utilized the corpus pro-
vided by the shared task-1 organizer to create the
fake news detection classifier model. There are two
subtasks in this shared task: subtask-1 and subtask-
2. The goal of subtask-1 is to determine if a social
media text is original or fake in the Malayalam
language. In subtask-2, the objective is to create
efficient models that can precisely identify and cat-
egorize fake news articles in Malayalam into five
distinct classes. This subtask-2 offers five classes,
including False, Half True, Mostly False, Partly
False, and Mostly True. For subtask-1, the train,
valid, and test splits of this dataset comprise 3257,
815 and 1019 texts respectively. Class-wise sam-
ples and dataset statistics are provided in Table 1.
For Subtask 2, the train and test splits of this dataset
comprise 1669 and 250 texts. Table 2 provides
class-wise samples and dataset statistics of subtask-
2. Because of the imbalance class distribution, we
augmented the training dataset for further process.

Classes Train Valid Test WT

Original 1658 409 512 13268
Fake 1599 406 507 21420
Total 3257 815 1019 34688

Table 1: Class-wise distribution of train, validation
and test set for subtask-1, where WT denotes total
words in the Train dataset

Classes Train Test WT

False 1246 149 12183
Mostly False 239 63 2380
Half True 141 24 1462
Partly False 42 14 363
Mostly True 1 0 8
Total 1669 250 16396

Table 2: Class-wise distribution of train and test
set for subtask-2, where WT denotes total words in
Train dataset

In the pre-processing stage, we filter out URLs,
emojis, and assorted symbols present within the
provided dataset.

4 Methodology

This section provides a brief overview of the meth-
ods and approaches used to solve the problem men-
tioned in the previous section. Several machine
learning and deep learning approaches were em-
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Figure 1: Abstract process of fake news detection

ployed for developing the baseline models. Per-
formance of the classification of both tasks im-
proved significantly by fine-tuning the transformer-
based models. To identify fake news, this work
employed four pre-trained transformer-based mod-
els: XLM-R, Malayalam BERT, mBERT, and
Indic-BERT. To be more specific, we fine-tuned
the Huggingface transformer2 library’s “XLM-
RoBERTa-base" (Conneau et al., 2019), “l3cube-
pune / Malayalam BERT”(Joshi, 2022), ”BERT-
base-multilingual-cased”(Devlin et al., 2018) and
“Indic-BERT”(Kakwani et al., 2020). Figure 1 de-
picts the developed system’s schematic process.

4.1 Pre-processing

During pre-processing, noises like punctuation, al-
phanumeric letters, and special characters (slash,
brackets, ampersands, etc.) are eliminated from
Malayalam code-mixed data and transliterated (Rai-
han et al., 2023).

4.2 Machine Learning Models

The feature vector has been extracted for ma-
chine learning techniques using Word2Vec and TF-
IDF word embedding in subtask-1 (Mikolov et al.,
2013). To establish a fake news detection system,
we start by using conventional machine learning
techniques like Logistic Regression (LR), Support
Vector Machine (SVM) and Random Forest (RF).
The application of an ensemble of machine learning
classifiers was further enhanced for improved re-
sults. Ensemble technique was explored by subtask-
1 using Random Forest (RF) and Decision Tree
(DT) classifiers in conjunction with LR and SVM,

2https://huggingface.co/docs/transformers/
index

whereas ‘n estimators = 100’ were utilized for DT
and RF. Majority voting technique is applied to
achieve the prediction from the ensemble method.

4.3 Deep Learning Models
For classification tasks, DL algorithms performed
better. Two different deep learning models were
used to classify fake news: LSTM (Word2Vec)and
LSTM (FastText) in subtask-1. LSTM is widely
recognized for its proficiency in capturing both
the semantic details and sustained dependencies
over the long term. While Bidirectional LSTM
(BiLSTM) takes advantage of both past and future
states, LSTM records semantic information and
long-term dependencies. The models were trained
using the Adam optimizer with a learning rate of
1e-3 and batch size of 32. To obtain the predictions,
a sigmoid layer was employed at the end.

4.4 Transformer Models
In the past few years, transformers have gained
increasing recognition due to their exceptional
capabilities across different areas of natural lan-
guage processing (NLP). We investigated four
transformers XLM-R, m-BERT, Malayalam-BERT,
and Indic-BERT pre-trained models to fine-tune
on Malayalam fake news detection dataset. A self-
supervised training method for cross-lingual com-
prehension, known as XLM-R (Conneau et al.,
2019), is especially useful for low-resource lan-
guages. A transformer model called m-BERT (De-
vlin et al., 2018) has been pre-trained on 104 dif-
ferent languages; Malayalam-BERT (Joshi, 2022)
has been pre-trained only on the Malayalam lan-
guage. A multilingual ALBERT model embracing
12 main Indian languages, IndicBERT (Kakwani
et al., 2020) were trained on a large corpus. The
ktrain package is used to refine these models, which
are selected from the Pytorch Huggingface trans-
formers library. Each model has been trained for
a maximum of 10 epochs using a batch size of
9 for Malayalam-BERT and 16 for XLM-R and
m-BERT.

5 Results and Analysis

This section evaluates the performance of differ-
ent models in recognizing fake news detection in
Dravidian languages.

5.1 Evaluation Metrics
Model performance was measured using the macro-
averaged F1 score. Table 3 and Table 4 present the
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Classifiers Original Transliterated
P R F P R F

LR 0.82 0.82 0.82 0.82 0.82 0.82
SVM 0.80 0.80 0.80 0.83 0.83 0.83
RF 0.77 0.77 0.77 0.83 0.83 0.83
Ensemble 0.79 0.80 0.78 0.83 0.83 0.83
LSTM (Word2vec) 0.80 0.79 0.79 0.84 0.85 0.84
LSTM (Fasttext) 0.78 0.79 0.78 0.81 0.81 0.81
Indic-BERT 0.75 0.75 0.75 0.81 0.81 0.81
M-BERT 0.84 0.84 0.84 0.85 0.85 0.85
XLM-R 0.86 0.86 0.86 0.87 0.87 0.87
Malayalam-BERT 0.86 0.86 0.86 0.87 0.87 0.87

Table 3: Performance of various models on the test set of subtask-1. Here P, R, and F1 denotes macro Precision,
macro Recall, and macro F1-Score respectively.

Classifiers Original Transliterated
P R F P R F

Indic-BERT 0.14 0.25 0.12 0.02 0.25 0.04
XLM-R 0.14 0.25 0.12 0.07 0.25 0.11
M-BERT 0.12 0.25 0.14 0.21 0.23 0.16
Malayalam-BERT 0.22 0.20 0.16 0.17 0.21 0.17

Table 4: Performance of various models on the test set of subtask-2. Here P, R, and F1 denotes macro Precision,
macro Recall, and macro F1-Score respectively.

performance of each classifier, trained on both the
original and augmented training datasets.

5.2 Comparative Analysis

Regarding subtask-1, the f1-scores highlight LR
model sustained proficiency with a consistent f1-
score of 0.82 in both original and transliterated
datasets. In the original dataset, SVM and RF
demonstrate parallel performance, achieving f1-
scores of 0.80 and 0.77, respectively. Interestingly,
in the transliterated dataset, both SVM and RF ex-
perience a slight boost in f1-score to 0.83. The
ensemble method exhibits robustness across both
datasets, maintaining f1-score of 0.79 in the origi-
nal dataset and a commendable improvement (0.83)
in the transliterated dataset.

Moving to deep learning techniques, LSTM
with Word2Vec consistently outperformed others,
achieving macro f1-scores of 0.79 and 0.84 on the
original and transliterated sets, respectively. Fast-
Text, however, yielded lower scores of 0.78 and
0.81 in the original and augmented datasets.

Transformer models outperformed both machine
learning and deep learning models in each task. On
the original dataset, all transformers, except Indic-
BERT, surpassed the highest macro f1-score (0.82)

achieved by SVM. Malayalam-BERT emerged as
the top performer with a leading score of 0.86. In
the transliterated set, excluding Indic-BERT, all
transformers excelled beyond the 0.82 macro f1-
score from machine learning and deep learning
models, with Malayalam-BERT achieving the high-
est macro f1-score of 0.87 in the augmented train-
ing set. This suggests the consistent superiority
of transformers, particularly Malayalam-BERT, in
Malayalam fake news identification.

In subtask-2, with the original dataset, Indic-
BERT and XLM-R exhibit similar macro f1-score
of 0.12, indicating relatively low performance
overall, while M-BERT and Malayalam-BERT
achieved macro f1-scores of 0.14 and 0.16, re-
spectively. However, in the augmented dataset,
there are notable improvements for some classifiers.
M-BERT and Malayalam-BERT show increased
macro f1-scores of 0.16 and 0.17. respectively, sug-
gesting a boost in performance. Malayalam-BERT
remains the best performer even in the transliter-
ated dataset.

5.3 Error Analysis

A thorough examination of error analysis is con-
ducted both quantitatively and qualitatively to offer
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Figure 2: Confusion matrix of the best model,
Malayalam-BERT, after running on the subtask-1
dataset

comprehensive insights into the effectiveness of the
suggested model.

5.3.1 Quantitative Analysis
We can see the best performing model was
Malayalam-BERT in subtask-1 which produced
an f1 score of 0.87 from Table 3. Figure 2 repre-
sents the confusion matrix of this model. From the
confusion matrix, we can carry out an error analy-
sis for this model. Among the two classes, the fake
class has the highest True-Positive Rate (TPR) of
91.12%, while the original class has a lower TPR
of 86.32%.

Figure 3 represents the confusion matrix of
subtask-2. The FALSE class dominates with the
highest True Positive Rate (TPR), closely followed
by HALF TRUE. However, the discrimination is
glaring as MOSTLY FALSE and MOSTLY TRUE
struggle to detect any data accurately. Particularly,
PARTLY FALSE suffers from a remarkably low de-
tection rate for the True class. This bias stems from
the dataset’s imbalance, accentuating the need for
a more equitable distribution for improved model
performance.

5.3.2 Qualitative Analysis
Figure 4 and 5 in Appedix 8 provide illustrations of
predicted outcomes by the best-performing model,
Malayalam-BERT.
The model accurately predicts the outcomes for
the 1st, 2nd, and 5th text samples in subtask-1.
However, it encounters challenges in predicting the
3rd and 4th text samples, where its performance
is not as successful for subtask-1. In subtask-2
the model correctly predicts text samples 1 and 2,

Figure 3: Confusion matrix of the best model,
Malayalam-BERT, after running on the subtask-2
dataset

however, it has trouble predicting text samples 3
and 4. The problem of class imbalance might be
the cause of incorrect predictions.

6 Limitations

Our models depend on accurately turning words
from one language into another (transliteration).
Even small mistakes can significantly impact the
information, affecting how well our models work.
Furthermore, in subtask-2, the data was quite imbal-
anced, and no methods were applied to balance the
data. Future exploration of methods with multiple
transliteration options, as well as augmentation for
balancing the dataset can be investigated to further
enhance the accuracy of our approach.

7 Conclusion

This work aimed to detect and classify fake news
from Malayalam social media text. We have thor-
oughly investigated several machine learning (ML),
and deep learning (DL) and transformer-based mod-
els for Malayalam fake news identification and
classification. The Malayalam-BERT model has
proven to be more effective than the others, as evi-
denced by its highest macro F1-Score of 0.87 for
subtask-1 and 0.17 for subtask-2. In subtask-1,
the model excels, securing the 2nd position with
a noteworthy macro f1-score of 0.87. In contrast,
in subtask-2, it ranks 11th with a macro f1-score
of 0.17. To improve model performance in the fu-
ture, we want to look at different architectures and
use ensemble techniques. We’ll explore different
ways to tackle problems that come from imbal-
anced datasets.
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Abstract
In this modern era, many people have been us-
ing Facebook and Twitter, leading to increased
information sharing and communication. How-
ever, a considerable amount of information on
these platforms is misleading or intentionally
crafted to deceive users, which is often termed
as fake news. A shared task on fake news de-
tection in Malayalam organized by Dravidian-
LangTech@EACL 2024 allowed us for address-
ing the challenge of distinguishing between
original and fake news content in the Malay-
alam language. Our approach involves creating
an intelligent framework to categorize text as
either fake or original. We experimented with
various machine learning models, including Lo-
gistic Regression, Decision Tree, Random For-
est, Multinomial Naive Bayes, SVM, and SGD,
and various deep learning models, including
CNN, BiLSTM, and BiLSTM + Attention. We
also explored Indic-BERT, MuRIL, XLM-R,
and m-BERT for transformer-based approaches.
Notably, our most successful model, m-BERT,
achieved a macro F1 score of 0.85 and ranked
4th in the shared task. This research contributes
to combating misinformation on social media
news, offering an effective solution to classify
content accurately.

1 Introduction

In recent years, there has been an unprecedented
surge in user participation on social media plat-
forms such as Facebook and Twitter, as individuals
increasingly utilize these platforms (Sharif et al.,
2021). The users engage in the exchange of infor-
mation, communication, and the continuous moni-
toring of current events. Conversely, a significant
portion of the recent information disseminated on
these platforms is inaccurately represented and, at
times, deliberately crafted to misguide users. This
content category is commonly identified as "fake
news," encompassing any deceptive or false infor-
mation presented as authentic news (Subramanian
et al., 2024). The anonymity afforded to users on

social media provides an opportunity for dissemi-
nators of fake news to manipulate people’s beliefs,
trust, and opinions by intentionally spreading false
information. Rumors and misinformation propa-
gate swiftly, adversely affecting personal relation-
ships and social connections. Moreover, they have
the potential to induce anxiety and emotional dis-
tress by fostering unfavorable perceptions, subject-
ing individuals to public scrutiny, and contributing
to social isolation (Coelho et al., 2023). Moreover,
current news often makes statements without con-
firmed evidence. To determine if these real-time
claims are true, we heavily depend on how well
they match information from other sources. The
shared task (Subramanian et al., 2024) organized
by DravidianLangTech@EACL 20241 provided us
with an opportunity to address this significant chal-
lenge. This task aims to categorize a given social
media text as either original or fake. The data
sources include diverse social media platforms like
Twitter and Facebook. The objective of this re-
search work is to develop a system capable of dis-
cerning whether a news sample is original or fake.
The key contributions of this endeavor are outlined
below:

• Explored the efficacy of various ML, DL, and
transformer models in detecting fake news and
analyzing errors to gain valuable insights into
the detection process.

• Proposed a transformer-based model that can
classify a Malayalam news sample into two
classes: fake and original.

2 Related work

The detection of fake news in low-resource lan-
guages, including code-mixed texts, is gaining in-
creasing attention. Researchers have investigated

1https://sites.google.com/view/dravidianlangtech-
2024/home
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various techniques for identifying fake news using
benchmarked corpora in low-resourced languages.
In this section, we provide a concise overview of
relevant studies in this domain. Coelho et al. (2023)
addressed the challenge of detecting fake news
through three machine learning models (MNB, LR,
and Ensemble) trained on code-mixed Malayalam
text using Term Frequency - Inverse Document Fre-
quency (TF-IDF). They achieved a notable macro
F1-score of 0.831 and secured 3rd rank in the "Fake
News Detection in Dravidian Languages" shared
task at DravidianLangTech@RANLP 2023. In
response to the urgent need for robust defenses
against machine-generated fake news, Fung et al.
(2021) created a benchmark dataset and identified
fake news using cross-media consistency check-
ing. Their proposed methodology surpassed the
state-of-the-art models and achieved up to a 16.8%
gain in accuracy. Rasel et al. (2022) constructed a
comprehensive Bangla fake news dataset and have
employed various machine learning, deep neural
networks, and transformer models. The best per-
forming models, CNN, CNN-LSTM, and BiLSTM,
achieved notable accuracies of 95.9%, 95.5%, and
95.3%, respectively. Li et al. (2021) outlined the
system for the AAAI 2021 shared task on COVID-
19 fake news detection in English, securing the
3rd position with a weighted score of 0.9859 on
the test set. They constructed an ensemble of pre-
trained language models, including BERT, Roberta,
and Ernie, and employed diverse training strategies
like a warm-up, a learning rate schedule, and k-
fold cross-validation. Shu et al. (2019) addressed
the challenge of fake news detection on social me-
dia by introducing the TriFN framework, a novel
approach leveraging the inherent tri-relationship
among publishers, news pieces, and users during
dissemination. Unlike traditional algorithms fo-
cusing solely on news content, TriFN concurrently
models publisher-news relations and user-news in-
teractions. Zhou and Zafarani (2020) addressed the
pressing issue of fake news, emphasizing its detri-
mental impact on democracy, justice, and public
trust. Evaluating detection methods from multiple
perspectives, including false knowledge, writing
style, propagation patterns, and source credibility,
the survey encourages interdisciplinary research.
Sharif et al. (2021) presented a detailed description
of a system developed for encompassing COVID-
19 fake news detection in English (Task-A) and hos-
tile post detection in Hindi (Task-B) using SVM,

CNN, BiLSTM, and CNN+BiLSTM with TF-IDF
and Word2Vec embedding. Their system achieved
notable results, with the highest weighted F1 score
of 94.39% in Task-A and 86.03% coarse-grained
and 50.98% fine-grained F1 scores in Task-B.

3 Task and Dataset Description

The surge in online social media usage has revo-
lutionized communication, enabling users to ex-
change information, engage in conversations, and
stay informed about current events. However, this
convenience has also led to the widespread dissem-
ination of false information, commonly known as
fake news, aiming to mislead users. This shared
task (Subramanian et al., 2024) focuses on classi-
fying social media texts as either original or fake
news. The dataset comprises of text samples col-
lected from diverse social media platforms, includ-
ing Twitter and Facebook. It is organized into two
distinct classes: "Fake" and "Original". The follow-
ing outlines the definitions of the classes:

• Fake: Fake news refers to information delib-
erately crafted to mislead or deceive. These
texts often contain intentionally false or mis-
leading content that is presented as genuine.

• Original: Original news represents authentic
and accurate information that reflects truth-
ful and unbiased content. These texts are not
manipulated or intentionally misleading, pro-
viding a reliable representation of real-world
information.

Table 1 provides the distribution of samples in
training, validation, and test sets across all the
classes.

Classes Train Valid Test
Fake 1,599 406 507
Original 1,658 409 512
Total 3,257 815 1,019

Table 1: Distribution of the dataset

4 Methodology

To address the issue at hand, we conducted an ex-
tensive exploration of various machine learning
(ML), deep learning (DL), and transformer-based
models. Through careful analysis, our research
recommends utilizing a transformer-based model
employing m-BERT (Jacob Devlin and Ming-Wei
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Chang and Kenton Lee and Kristina Toutanova,
2018). Figure 1 provides a concise visualization of
our methodology, outlining the key steps involved
in our approach.

Figure 1: Abstract view of our methodology

4.1 Preprocessing
In the initial phase of our approach, we system-
atically executed essential preprocessing steps to
refine the input data. This involved the meticulous
removal of emojis, punctuation marks, URLs, and
white spaces. By undertaking these measures, our
objective was to optimize the quality and consis-
tency of the dataset.

4.2 Feature Extraction
We employed a diverse set of techniques to capture
and represent the underlying information within
our textual data. The feature extraction techniques
are as follows:

• TF-IDF: This technique (Qaiser and Ali,
2018) considers both the frequency of a term
in a document and its rarity across the entire
dataset, providing a robust representation of
each document’s content.

• Word2Vec: Leveraging the Word2Vec
(Mikolov et al., 2013) technique, we trans-
formed words into high-dimensional vectors,
preserving semantic relationships and captur-
ing context.

• Transformer-based Tokenizer: Leveraging
transformer models, we used a transformer-
based tokenizer to encode and tokenize our

text data, benefiting from contextual informa-
tion and hierarchical representations.

4.3 Model Building
In our research, we delved into a variety of models,
including machine learning (ML), deep learning
(DL), and transformer-based approaches.

4.3.1 ML models
In the realm of machine learning, our investigation
involved the exploration and utilization of various
classical models with TF-IDF. Specifically, we em-
ployed Logistic Regression, Decision Tree, Ran-
dom Forest, Multinomial Naive Bayes, Support
Vector Machine (SVM), and Stochastic Gradient
Descent (SGD). Each of these models was strate-
gically selected to harness different strengths and
characteristics in addressing the complexities of
this problem.

4.3.2 DL models
In this research work, we delved into the realm
of deep learning models to get a better result with
the word2vec word embedding technique. We ex-
perimented with a set of models, including CNN,
BiLSTM (Huang et al., 2015), and BiLSTM + At-
tention (Vaswani et al., 2023), all incorporating
word2vec embedding. Each model was chosen
thoughtfully to extract unique insights and patterns
from the data, contributing to a well-rounded anal-
ysis.

4.3.3 Transformer-based models
Finally, we delved into transformer-based mod-
els, specifically leveraging Indic-BERT (Jain et al.,
2020), MuRIL (Khanuja et al., 2021), XLM-R
(Conneau et al., 2019), and m-BERT (Jacob Devlin
and Ming-Wei Chang and Kenton Lee and Kristina
Toutanova, 2018) to enhance our outcomes. For
these transformer models, we initially obtained
them from the Hugging Face2 library and fine-
tuned them using our dataset. During testing, we
streamlined the process using Hugging Face APIs,
ultimately achieving accurate predictions.

5 Results

In this section, we provide comparisons of the per-
formance achieved by different machine learning,
deep learning, and transformer-based methods.

The performance evaluation of various classi-
fiers for fake news detection showcases intriguing

2https://huggingface.co
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Classifier P R MF1
LR 0.67 0.65 0.64
DT 0.69 0.69 0.69
RF 0.71 0.71 0.71
MNB 0.72 0.71 0.71
SVM 0.70 0.69 0.69
SGD 0.73 0.73 0.73
CNN 0.78 0.72 0.71
BiLSTM 0.81 0.72 0.70
BiLSTM + Attention 0.80 0.72 0.71
Indic-BERT 0.67 0.64 0.66
MuRIL 0.74 0.76 0.75
XLM-R 0.84 0.83 0.84
m-BERT 0.87 0.83 0.85

Table 2: Performance of different models on test set

insights into their predictive capabilities. A de-
tailed summary of the precision (P), recall (R), and
macro-F1 (MF1) scores attained by each model on
the test set is provided in Table 2.

Among the traditional ML classifiers, Stochastic
Gradient Descent (SGD) demonstrated the high-
est precision (P), recall (R), and macro-F1 (MF1)
scores of 0.73, demonstrating consistent perfor-
mance across all criteria.

Transitioning to deep learning architectures,
CNN, BiLSTM, and BiLSTM + Attention exhib-
ited competitive performances. While BiLSTM
showed slightly higher precision (P), BiLSTM +
Attention demonstrated better recall (R), underscor-
ing the importance of attention mechanisms for
discerning subtle patterns.

However, the standout performers were the
transformer-based models, XLM-R and m-BERT.
Outperforming other models in precision (P), re-
call (R), and macro-F1 (MF1) scores, m-BERT
emerged as the top performer with the highest
scores across all metrics, achieving a macro-F1
(MF1) score of 0.85.

5.1 Error Analysis

5.1.1 Quantitative Analysis
The results underscore the efficacy of transformer-
based architectures, especially m-BERT, in detect-
ing fake news. m-BERT’s ability to leverage con-
textual information and encode multilingual text
representations is pivotal in distinguishing between
original and fake news samples.

This suggests that incorporating contextual em-
beddings from pre-trained language models, like

Figure 2: Confusion matrix of the m-BERT model for
test set

m-BERT, significantly enhances the accuracy and
robustness of fake news detection systems. Figure
2 represents the basic analysis with a confusion ma-
trix. This matrix provides a quantitative breakdown
of our model’s predictions. The analysis reveals
that our model accurately identifies 415 fake news
articles and 449 original ones. However, there is a
slight challenge in instances where the model mis-
classifies 92 fake news as original and 63 originals
as fake. This occurrence is attributed to the pres-
ence of code-mixed text in certain samples of our
dataset, leading to moments of confusion for the
model.

5.1.2 Qualitative Analysis
Figure 3 showcases some sample predictions made
by our model. Among these, samples 1, 2, and
4 are correctly classified. However, there are in-

Figure 3: Some examples of predicted outputs by the
best model. Here, corresponding English texts are trans-
lated using "Google Translator"

stances where the model misclassifies the samples,
such as sample 3 being labeled as original when it
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is actually fake, and sample 5 being inaccurately
classified as fake being confused with code-mixed
Malayalam texts. An imbalanced dataset might be
the cause for this. Also, the use of code-mixed data
in the corpus made it more difficult for the model
to classify the text. These nuances highlight the
importance of qualitative analysis in understanding
the model’s performance in specific cases.

Limitations

While our model achieved a commendable score in
detecting fake news in Malayalam, certain limita-
tions need consideration. These include the scarcity
of diverse training data for Dravidian languages,
potential linguistic nuances impacting model per-
formance, and the model’s focus primarily on tex-
tual content, neglecting multimedia elements often
present in fake news. Additionally, the dynamic
nature of misinformation tactics, the ethical impli-
cations of misclassification, cultural influences, and
the need for explainability in model decisions pose
ongoing challenges. Addressing these limitations
will be crucial for refining the model’s accuracy,
adaptability, and ethical considerations in combat-
ing fake news effectively.

6 Conclusion

In our study, we set out to tackle the task of classify-
ing fake and original news. Through a detailed com-
parison of various machine learning (ML), deep
learning (DL), and transformer-based models, we
found that m-BERT delivered the most impressive
performance, boasting a macro F1 score of 0.85,
surpassing all other models. Looking ahead, we
plan to refine our approach further by exploring
ensemble techniques in future research endeavors,
aiming for an even more effective solution to com-
bat misinformation.
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Abstract

With the continuous evolution of technology
and widespread internet access, various social
media platforms have gained immense popu-
larity, attracting a vast number of active users
globally. However, this surge in online ac-
tivity has also led to a concerning trend by
driving many individuals to resort to posting
hateful and offensive comments or posts, pub-
licly targeting groups or individuals. In re-
sponse to these challenges, we participated
in this shared task. Our approach involved
proposing a fine-tuning-based pre-trained trans-
former model to effectively discern whether a
given text contains offensive content that prop-
agates hatred. We conducted comprehensive
experiments, exploring various machine learn-
ing (LR, SVM, and Ensemble), deep learn-
ing (CNN, BiLSTM, CNN+BiLSTM), and
transformer-based models (Indic-SBERT, m-
BERT, MuRIL, Distil-BERT, XLM-R), ad-
hering to a meticulous fine-tuning method-
ology. Among the models evaluated, our
fine-tuned L3Cube-Indic-Sentence-Similarity-
BERT or Indic-SBERT model demonstrated su-
perior performance, achieving a macro-average
F1-score of 0.7013. This notable result posi-
tioned us at the 6th place in the task. The im-
plementation details of the task will be found
in the GitHub repository 1.

1 Introduction

The contemporary digital landscape is heavily in-
fluenced by the pervasive role of social media in fa-
cilitating online communication. Platforms such as
YouTube, Instagram, Facebook, and Twitter have
not only provided users with avenues for creating
and sharing content but have also become arenas
where individuals can freely express their views
and thoughts at any given moment (Taprial and
Kanwar, 2012). The evolution of social media has
brought forth a darker side, where individuals are

1https://github.com/Salman1804102/DravidianLangTech-
EACL-2024-HOLD

defamed, targeted, and marginalized based on fac-
tors such as religion, physical appearance, or sexual
orientation (Raja Chakravarthi et al., 2021). Given
the impracticality of manually identifying offen-
sive texts at scale, there arises a crucial need for an
automated system capable of detecting hate speech.
Such a system can empower relevant authorities
to take necessary actions against offensive content.
Natural Language Processing (NLP) emerges as
a pivotal solution, offering various techniques to
address these challenges effectively (Khurana et al.,
2023). While the problem of identifying offensive
language has been tackled from multiple angles,
including detecting cyberbullying, aggression, tox-
icity, and abusive language (Fortuna et al., 2020;
Mazari et al., 2023; Sharif et al., 2022; Hossain
et al., 2022; Sharif and Hoque, 2021), there is a
pressing need for more focused attention on hate-
specific contexts in diverse languages.

Over the past few years, numerous studies have
been conducted on detecting hate and offensive
content in several high-resource languages such as
English, Spanish, Arabic (Omar et al., 2020; Plaza-
del Arco et al., 2021), and others that have ample
linguistic resources, datasets, and related facilities.
However, the challenge persists in addressing this
issue efficiently for low-resource languages (Ma-
gueresse et al., 2020). In this particular task (B
et al., 2024), the organizers presented a Telugu
code-mixed hate speech dataset (Priyadharshini
et al., 2023), framing it as a binary classification
problem. The objective is to discern whether a
given text represents any hate and offensive speech
or not. This task serves as a crucial step toward ad-
dressing the gap in efficient hate speech detection
for low-resource languages like Telugu, especially
in the context of code-mixed text. As part of the
participants in this task, the main contributions of
our work are outlined below:

• We explored different ML, DL, and
transformer-based models for hate speech de-
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tection. And boosted the model’s performance
by determining the optimal hyper-parameters.

• Contributed to the field by conducting a com-
prehensive comparison of different models
and evaluating the performance of these mod-
els.

We organized the rest of our presentation as fol-
lows: section 2 delves into related work, section 3
describes the task and dataset, section 4 outlines
our methodology, section 5 describes the experi-
mental setup, section 6 presents the results analysis,
section 7 conducts an in-depth error analysis, and
finally, section 8 concludes with insights and out-
lines directions for future work.

2 Related Work

In the evolving landscape of hate and offensive text
detection, researchers have explored a spectrum
of techniques, each contributing to the continuous
refinement of models. An influential Bengali abu-
sive text detection endeavor was conducted (Eshan
and Hasan, 2017) assessing the efficacy of Support
Vector Machine (SVM), Random Forest (RF), and
Naive Bayes (NB) classifiers. Their framework,
achieving an accuracy of approximately 95%, laid a
foundation for subsequent investigations into more
advanced methodologies. Saumya et al. (2021)
investigated offensive language identification in so-
cial media code-mixed Tanglish (Tamil+English)
and Manglish (Malayalam+English) text, as well
as Malayalam script-mixed. The N-gram TF-IDF-
based MNB classifier achieved a weighted F1-score
of 0.90 in Tamil code-mixed text whereas LR led
with 0.78 for Malayalam code-mixed content. The
Vanilla Neural Network (VNN) outperformed in
handling Malayalam script-mixed text, achieving
an impressive weighted F1-score of 0.95.

As the field matured, a notable shift emerged
from traditional machine learning to deep learn-
ing, exemplified by Omar et al. (2020)’s work on
the detection of Arabic hate speech. Using Re-
current Neural Networks (RNN), they achieved an
exceptional 98.7% accuracy which outperformed
Convolutional Neural Networks (CNN). Another
study (Mazari et al., 2023) employed a multi-label
approach for hate speech detection on social me-
dia, utilizing pre-trained BERT and ensemble learn-
ing architectures that include BiLSTM and BiGRU
models. Integrating recent word embedding tech-
niques and DL models, the proposed approach

achieved a remarkable ROC-AUC score of 98.63%.
The exploration of transformer-based models

added a layer of complexity to hate speech de-
tection. A weighted ensemble technique (Sharif
et al., 2022), incorporating m-BERT, Distil-BERT,
and Bangla-BERT, demonstrated the adaptability of
these models in handling diverse linguistic nuances,
particularly in Bengali aggressive text datasets. In
DravidianLangTech20212, the author (Sharif et al.,
2021) addressed the challenge of detecting offen-
sive text in code-mixed social media data, em-
ploying effective transformer-based models like
XLM-R, m-BERT, and Indic-BERT for Tamil,
Kannada, and Malayalam languages. Extending
this exploration, another study (Saha et al., 2021)
within the same task also delved into a diverse
set of transformer-based models, including MuRIL,
Distil-BERT, and others. In HASOC 20233, a study
(Joshi and Joshi, 2023) evaluated the efficacy of
various sentence-BERT models, including Bengali-
SBERT, Gujarati-SBERT, Assamese-BERT, and
L3Cube Indic-SBERT, showcasing state-of-the-art
results in detecting hate speech within Indian lin-
guistic contexts.

3 Task and Dataset Description

In this shared task (B et al., 2024), a Telugu code-
mixed dataset was introduced for the detection
of hate and offensive language (Priyadharshini
et al., 2023). The dataset, designed for binary clas-
sification, comprises diverse social media posts
and comments containing both hate/offensive text
and non-hate/non-offensive text. For participants,
both the training and test datasets were provided,
without any separate validation set. The training
dataset consisted of 4,000 samples, comprising
2,061 non-hate-labeled and 1,939 hate-labeled sam-
ples, demonstrating a well-balanced distribution.
Some other useful insights are mentioned in Table
1.

Set Class Sample
Count UW MxL AL OOV

Train
Hate 2,061

17,097 71 10
1,167

Non-Hate 1,939

Test
Hate 1,939

2,365 18 7
Non-Hate 1,939

Table 1: Dataset statistics, including UW (unique
words), MxL (maximum length), AL (average length),
and OOV (out-of-vocabulary) words in texts

2https://dravidianlangtech.github.io/2021/index.html
3https://hasocfire.github.io/hasoc/2023/
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4 Methodology

In this section, we will delineate our methodology
step by step. Figure 1 shows a schematic diagram
of the methodology.

Figure 1: A schematic diagram of the methodology.

4.1 Data Pre-processing
Given that the dataset is code-mixed and sourced
from social media, it inherently includes a substan-
tial amount of extraneous and redundant content.
Therefore, as an initial step, we conducted thorough
data pre-processing. This involved the removal of
emojis, symbols, signs, numbers, and certain un-
necessary punctuation marks from the text.

4.2 Feature Extraction
In selecting feature extraction methods, our ratio-
nale is rooted in enhancing the interpretability and
efficiency of ML and DL models for text data com-
prehension. TF-IDF was chosen for ML to capture
important unigram features and highlight their sig-
nificance in the context of our study (Das et al.,
2023). For DL models, fastText and Word2Vec
were employed to harness semantic relationships
and context within the text. The implementation
choices, such as the dimensionality of 300 for both
Word2Vec and fastText, were made to strike a bal-
ance between computational efficiency and repre-
sentation effectiveness, as supported by existing
literature (Bojanowski et al., 2017; Mikolov et al.,
2013). This approach ensures a comprehensive un-
derstanding of the textual content by both ML and
DL models.

4.3 ML Models
To identify instances of hate speech, our initial
approach involved the utilization of fundamental

machine learning (ML) models. Specifically, we
employed LR, SVM, and subsequently applied an
ensemble technique incorporating RF, LR, SVM,
and Decision Tree (DT) (Sarker, 2021). To train
the LR model, we selected ‘liblinear’ as the solver,
and set the parameter value of C to 1. For SVM,
‘sigmoid’ was chosen as the optimizer, and the C
value was set to 1. This systematic deployment
of basic ML models and an ensemble approach
formed the initial exploration of our hate speech
detection task.

4.4 DL Models

To leverage the proven efficacy of deep learning
(DL) methods in handling sequence data, we incor-
porated three distinct approaches: Bidirectional
Long Short Term Memory (BiLSTM) (Hochre-
iter and Schmidhuber, 1997), Convolutional Neu-
ral Network (CNN) (O’Shea and Nash, 2015) and
a combination of CNN and BiLSTM (Sharif and
Hoque, 2021). Each of these models was trained
with both fastText and Word2Vec embeddings. The
CNN model includes a 1D convolutional layer with
128 filters and a kernel size of 5, followed by global
max pooling for feature extraction.

Meanwhile, in our combined CNN + BiLSTM
(Khan et al., 2022) methodology, the CNN layer
processed the initial embedding features using 128
filters. Subsequently, a max-pooling operation with
a window size of 2 was applied to distill relevant
features. The resultant vector underwent process-
ing in the BiLSTM layer, which featured 200 bidi-
rectional cells to adeptly capture long-term depen-
dencies. To address overfitting concerns, a dropout
technique with a 0.2 rate was implemented in the
BiLSTM layer. The final step involved feeding the
concatenated output of the BiLSTM layer into a
sigmoid layer for prediction.

4.5 Transformer-based Models

Transformer-based models, particularly the latest
addition preceding GPT, have revolutionized text
classification and various problem domains (Gas-
paretto et al., 2022). Our method capitalizes on the
versatility of pre-trained transformer-based mod-
els, evaluating their performance across different
hyper-parameters. All the transformer-based mod-
els were trained using ktrain (Maiya, 2022) and
imported from the ‘Hugging Face’4 (Wolf et al.,
2019) library by incorporating a random seed for

4https://huggingface.co/
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result reproducibility. Specifically, we employed
m-BERT (Devlin et al., 2019), Distil-BERT (Sanh
et al., 2019), MuRIL (Sakorikar et al., 2021), Indic-
SBERT (Deode et al., 2023), and XLM-R (Con-
neau et al., 2020).

L3Cube Indic-SBERT, a multilingual Sentence-
BERT model, is customized for Indian languages
through fine-tuning vanilla BERT (Gao et al., 2019)
models with a synthetic corpus. Demonstrating out-
standing cross-lingual performance, it outperforms
alternatives like LaBSE (Feng et al., 2020) and
LASER (Artetxe and Schwenk, 2019) in sentence
similarity tasks across diverse Indian languages,
providing a valuable resource for natural language
understanding in the Indian multilingual context.

5 Experimental Setup

The hyper-parameters used in this task were deter-
mined through an iterative process involving fre-
quent trials. The choice of the parameters depicted
in Table 2 also aligns with common practices in
binary classification tasks for DL models (Plested
et al., 2021; Roy et al., 2023). On the other hand,
the hyper-parameters for transformer-based models
are shown in Table 3. This meticulous experi-

Parameter Value

Optimizer Adam
Loss Function Binary Crossentropy

Activation (Hidden Layer) ReLU
Activation (Output Layer) Sigmoid

Learning Rate 1e−3

Batch Size 32
Epochs 30
MaxLen 80
Dropout 0.2

Table 2: Experimental setup for the DL models.

Parameter Value

Optimizer AdamW
Learning Rate 3e−5

Batch Size 16
Maxlen 100
Epochs 10

Table 3: Experimental setup for the transformer-based
models.

mentation aimed to optimize model performance,

ensuring the chosen hyperparameters strike a bal-
ance between convergence and computational effi-
ciency. The consistent application of these settings
across all models facilitates a fair and meaningful
comparison, allowing us to isolate the impact of
architectural variances on overall performance.

6 Result Analysis

The results in Table 4 unveil significant patterns and
challenges across the evaluated models. In the ML
category, LR and SVM classifiers demonstrate com-
petitive precision, recall, and F1 scores, with SVM
achieving the highest F1-score of 0.65. However,
the ensemble method, while achieving a compara-
ble F1 score, shows slightly lower precision and re-
call, suggesting potential challenges in integrating
diverse ML models. Moving to DL models, those

Methods Classifiers P R F1

ML
LR 0.63 0.63 0.63

SVM 0.65 0.65 0.65
Ensemble 0.60 0.60 0.59

DL

CNN(Word2Vec) 0.54 0.51 0.40
BiLSTM(Word2Vec) 0.58 0.52 0.41

CNN+BiLSTM(Word2Vec) 0.56 0.52 0.42
CNN(fastText) 0.64 0.60 0.57

BiLSTM(fastText) 0.68 0.63 0.60
CNN+BiLSTM(fastText) 0.65 0.60 0.55

TransF

m-BERT (uncased) 0.65 0.65 0.65
m-BERT (cased) 0.69 0.69 0.69

MuRIL 0.68 0.69 0.69
XLM-R 0.70 0.69 0.70

Distil-BERT 0.67 0.67 0.67
Indic-SBERT 0.70 0.70 0.70

Table 4: Result comparison on test data where P, R and
F1 denote precision, recall, macro F1-score and TransF
denotes transformer-based model.

utilizing fastText embeddings consistently outper-
form Word2Vec counterparts. The best-performing
model using Word2Vec embeddings was the hybrid
CNN+BiLSTM, achieving an F1-score of 0.42. In
contrast, the BiLSTM model achieved an F1-score
of 0.60 using fastText word embeddings. The stark
difference in F1-score among models using these
two embeddings may be attributed to Word2Vec’s
struggle to capture the rich semantic information
present in code-mixed text. The intricacies of code-
mixing, where multiple languages coexist, pose a
challenge for traditional embeddings, impacting
their ability to represent nuanced meanings effec-
tively.

However, transformer-based models exhibited
promising performance compared to both ML
and DL models. XLM-R and Indic-SBERT both
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achieved the highest F1 score of 0.70. Due to the
higher recall value of 0.70 in the case of Indic-
SBERT, it was selected as the best model for our
task, showcasing its adaptability to the complexi-
ties of code-mixed language. Table 5 illustrates the
impressive performance of this model, among the
other participating teams.

Team Name Run F1-Score Rank

Sandalphon 1 0.7711 1
Selam 2 0.7711 2

CUET_Binary_Hackers 2 0.7013 6
MUCS 3 0.6501 15

Table 5: A brief ranking of participating teams.

In summary, DL models performed less effec-
tively compared to ML and transformer-based mod-
els. The reason for this weaker performance is the
extensive appearance of cross-lingual words in the
text. As a result, Word2Vec and fastText embed-
dings failed to create appropriate feature mappings
among the words (Sharif et al., 2021). Thus, LSTM
and CNN-based models may not have found suffi-
cient relational dependencies among the features,
performing below expectations. However, Indic-
SBERT outperformed other models, due to its abil-
ity to capture intricate semantic relationships and
contextual nuances inherent in the language mix-
ture. Sentence-BERT models, like Indic-SBERT,
excel in understanding the semantic similarity be-
tween sentences, making them well-suited for code-
mixed text comprehension. The model’s robust
encoding of semantic information enables it to ef-
fectively navigate the intricacies of Telugu code-
mixing, contributing to its superior performance in
this specific linguistic context.

7 Error Analysis

To comprehensively analyze the performance of
L3Cube Indic-SBERT, we provide a detailed error
analysis in this section, utilizing a confusion ma-
trix depicted in Figure 2. Out of 250 samples, 179
hate speech and 172 non-hate speech samples were
correctly classified. However, there were 71 mis-
classified hate speech samples and 78 misclassified
non-hate speech samples. The misclassification
rates for both hate and non-hate classes are 28.4%
and 31.2% respectively. The minimal difference
suggests a close misclassification rate between the
two labels, potentially influenced by slight varia-
tions in the number of types of training samples.

Figure 2: Confusion matrix for the Indic-SBERT model.

Additionally, similar code-mixed words between
the two classes may contribute to this issue when
the model attempts to understand the text’s mean-
ing. To reduce misclassification, a detailed analysis
of each word in misclassified samples using the
Named Entity Recognition (NER) method can be
done to remove redundant codemixed words.

Limitations

• Our work relies on pre-trained transformer-
based models, which may pose challenges in
scenarios where the context significantly devi-
ates from the model’s training data.

• The employed DL models didn’t perform well.
It requires further investigation using other
embeddings and building better models.

• GPU limitations hindered us from experiment-
ing with the ensemble of transformers.

8 Conclusion and Future Work

This paper delves into the exploration and evalu-
ation of various ML, DL, and transformer-based
approaches. Our initial investigation involved TF-
IDF and embedding features (Word2Vec & fast-
Text), followed by systematic experiments with
ML and DL methods. The results indicate that
SVM outperformed other ML and DL models with
an F1-score of 0.65. However, incorporating the
transformer model significantly enhanced overall
performance. Specifically, Indic-SBERT, stood out
by achieving the highest F1-score of 0.70. Future
exploration can involve incorporating contextual-
ized embeddings like GPT, ELMO, and FLAIR, or
experimenting with ensembling transformers and
fusion models tailored to hate speech contexts. Be-
sides, alternative embedding techniques such as
GloVe and BERT-based embeddings can be applied
to enhance the performance of DL models.
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Abstract

The ever-evolving landscape of online social
media has initiated a transformative phase in
communication, presenting unprecedented op-
portunities alongside inherent challenges. The
pervasive issue of false information, commonly
termed fake news, has emerged as a significant
concern within these dynamic platforms. This
study delves into the domain of Fake News De-
tection, with a specific focus on Malayalam.
Utilizing advanced transformer models like
mBERT, ALBERT, and XMLRoBERTa, our re-
search proficiently classifies social media text
into original or fake categories. Notably, our
proposed model achieved commendable results,
securing a rank of 3 in Task 1 with macro F1
scores of 0.84 using mBERT, 0.56 using AL-
BERT, and 0.84 using XMLRoBERTa. In Task
2, the XMLRoBERTa model excelled with a
rank of 12, attaining a macro F1 score of 0.21,
while mBERT and BERT achieved scores of
0.16 and 0.11, respectively. This research aims
to develop robust systems capable of discern-
ing authentic from deceptive content, a crucial
endeavor in maintaining information reliability
on social media platforms amid the rampant
spread of misinformation.

1 Introduction

Navigating the digital realm, social media emerges
as a pivotal force in disseminating information, pre-
senting both opportunities and challenges. The
surge in fake news instigated the initiation of
the Fake News Detection in Dravidian Languages
task(Subramanian et al., 2023), slated for presenta-
tion at DravidianLangTech@EACL in 2024 1. Task
1 plays a crucial role, concentrating on categoriz-
ing social media text to meticulously distinguish
between original and fake news. The challenge
lies in discerning genuine content from misleading
information. Task 2 shifts focus to detecting fake

1https://sites.google.com/view/dravidianlangtech-2024

news in Malayalam-language articles, aiming to de-
velop models classifying misinformation into five
distinct types. Beyond bolstering natural language
processing capabilities, the initiative actively con-
tributes to fostering a more informed and reliable
digital environment. This effort not only upholds
information integrity but also reinforces the pillars
of a trustworthy digital space, marking a beacon
for responsible technological advancements and
ethical digital communication practices.

2 Related Works

Different deep learning models, including CNNs,
LSTMs, ensembles, and attention mechanisms had
been employed for fake news detection by kum
(2020). The CNN + bidirectional LSTM ensembled
network with attention had achieved the highest ac-
curacy. Jwa et al. (2019) had proposed "exbake",
a model for detecting fake news that uses Bidirec-
tional Encoder Representations from Transform-
ers (BERT). The model had outperformed previ-
ous models in terms of F1-score by effectively
analysing the relationship between news headlines
and body text. Raza and Ding (2022) had ad-
dressed early detection challenges and labelled data
scarcity in fake news. The proposed transformer-
based framework had taken into account both news
content and social contexts, resulting in greater ac-
curacy shortly after news dissemination. They had
emphasised the significance of incorporating mul-
tiple features for better classification. Schütz et al.
(2021) had made a contribution to the detection of
disinformation by presenting a content-based classi-
fication approach based on pre-trained transformer
models. Their experiments with models such as
XLNet, BERT, and RoBERTa had yielded promis-
ing results, highlighting the effectiveness of trans-
formers in achieving high accuracy even with small
datasets. The Transformer-based fake news detec-
tion framework proposed by Raza and Ding (2022)
had demonstrated higher accuracy in early detec-
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Category Training Evaluation
Dataset Dataset

Fake 1,599 1,658
Original 406 409

Table 1: Data Distribution for task 1

Category Training Dataset
Half true 141
Mosty false 239
Mostly true 1
Partly false 42
False 1,246

Table 2: Data Distribution for task 2

tion, addressing label shortage challenges with ef-
fective features and a novel labelling technique.
Application of Cross Lingual model for sentiment
classification on Tamil-English code mixed data
had been proposed by (Jerin et al., 2021).

Qazi et al. (2020) had employed an attention-
based transformer model for social media fake
news detection, discovering a 15 percentage im-
provement with a hybrid CNN model, underscor-
ing the significance of attention mechanisms. Kula
et al. (2021) had explored transformer-based neural
network models, showcasing effectiveness in fake
news detection using precision, F1-score, and recall
metrics. Kumar et al. (2021) proposed an XLNet
fine-tuning model, outperforming existing models
in multi-class and binary-class fake news detection.
The KATMF framework by Song et al. (2021), in-
tegrating Knowledge augmented transformer, had
excelled in multimodal fake news detection on a
real-world dataset. TRANSFAKE, a multi-task
transformer model introduced by Jing et al. (2021)
had outperformed competitors by jointly model-
ing body content and comments, emphasizing the
importance of considering multiple modalities for
comprehensive fake news analysis.

3 Data set

The datasets utilized for implementing fake news
detection in Task 1 comprised the training, eval-
uation, and test datasets provided by the shared
task organizers (Subramanian et al., 2024). Each
instance in the training dataset was labeled to spec-
ify whether the text is fake or original. For Task
2, the datasets used for fake news detection in-
cluded the training and test datasets from the task

organizers. Each instance in the Task 2 training
dataset was labeled to indicate one of the five fake
categories: False, Half True, Mostly False, Partly
False, and Mostly True. Table 1 illustrates the
data distribution for the training and development
datasets in Task 1, while Table 2 presents the dis-
tribution for Task 2. In Task 1, the training dataset
consisted of 3,257 instances, with 1,599 falling
under the fake category and 1,658 under the origi-
nal category. The Malayalam development dataset
comprised 815 instances, including 406 in the fake
category and the remainder in the original category,
highlighting data imbalance. The Malayalam test
dataset contained 1,019 instances for evaluating
model predictions. For Task 2, the training dataset
encompassed 1,669 instances across five categories:
Half True (141 instances), Mostly False (239 in-
stances), Mostly True (1 instance), Partly False (42
instances), and False (1,246 instances), providing a
diverse set for model training and evaluation. The
Malayalam test dataset for Task 2 included 250
instances for evaluating model predictions.

4 System Description

In Task 1, social media text was classified as origi-
nal or fake using XLM-RoBERTa, ALBERT, and
mBERT. The methodology involved preprocessing
data by removing unwanted characters and training
models on datasets from the task organizers. XLM-
RoBERTa, with the highest development accuracy,
was chosen for final predictions. Task 2 addressed
the FakeDetect-Malayalam challenge, focusing on
five fake news categories. Transformer models
(XLM-RoBERTa, mBERT, and BERT) handled
data encoding and tokenization. In the absence of a
designated development dataset, training data was
split for validation. Optimization with AdamW and
cross-entropy loss during training led to mBERT
achieving the highest accuracy, highlighting the
importance of precise classification in streamlined
preprocessing, training, and model selection. Fig-
ure 1 illustrates the proposed architecture for both
tasks.

4.1 XLM-RoBERTa Model

The XLM-RoBERTa model Conneau et al. (2019),
developed by Facebook AI, stands as a pioneering
advancement in natural language processing (NLP).
Tailored for cross-lingual tasks, it exhibits remark-
able proficiency in comprehending and processing
text across diverse languages. Leveraging extensive
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Figure 1: System Architecture

pre-training on multilingual datasets and the trans-
formative potential of the transformer architecture,
XLM-RoBERTa is optimized for Malayalam by
Raja et al. (2023). This enhancement strengthens
fake news detection, emphasizing the model’s mul-
tilingual capabilities and performance, establish-
ing XLM-RoBERTa as a crucial asset for identify-
ing deceptive content in the digital communication
landscape.

4.2 mBERT Model
mBERT (Multilingual BERT) Devlin et al. (2018),
a transformer-based language model for multilin-
gual natural language processing, excels in cross-
lingual tasks. Inspired by BERT, its architecture,
featuring multiple transformer layers and 768 hid-
den units, is particularly adept at capturing lin-
guistic nuances ("c" model). In his 2022 PhD the-
sis, "Multi Languages Fake News Detection," Ali
(2022) enhances accuracy in identifying and com-
bating fake news across diverse languages using
mBERT. This resonates with our focus on Fake
News Detection Using Deep Learning Models, un-
derscoring mBERT’s multilingual capabilities and
effectiveness in addressing specific linguistic nu-
ances.

4.3 ALBERT Model
The ALBERT Model (A Lite BERT) (Lan et al.,
2019), a transformative language model by Google
Research, uniquely balances efficiency and perfor-
mance. Employing parameter-sharing techniques,
it achieves a compact yet accurate architecture.
Widely adopted, Wang et al. (2022) leverage AL-
BERT for fake news detection, combining its ad-
vanced capabilities with multi-modal circulant fu-
sion for robust performance in handling the com-
plexities of identifying deceptive content in textual
data.

4.4 BERT Model
The BERT Model Devlin et al. (2018), a transfor-
mative force in natural language processing, ex-

Model F1-Score Accuracy
XLMRoBERTa 0.84 0.84
ALBERT 0.56 0.58
mBERT 0.84 0.84

Table 3: Performance Score for Task 1

Model F1-Score Accuracy
XLMRoberta 0.21 0.74
BERT 0.11 0.25
mBERT 0.16 0.63

Table 4: Performance Score for Task 2

cels in understanding context and relationships.
Developed by Google, BERT’s bidirectional ap-
proach and attention mechanisms capture nuanced
nuances. In BERT model for fake news detection
based on social bot activities in the COVID-19 pan-
demic, Heidari et al. (2021) utilize BERT to scru-
tinize social bot behaviors, enhancing fake news
identification during the pandemic. This empha-
sizes BERT’s versatile application in addressing
contemporary challenges related to misinforma-
tion.

5 Result

The evaluation of task performance focused on
the macro-F1 score. In Task 1 of Dravidian-
LangTech@EACL 2024, fake news detection as-
sessment relied on macro F1-Score and Accuracy.
XLMRoBERTa secured 3rd position on the leader-
board with a notable macro F1-Score of 0.84 and
accuracy of 0.84. Despite similar Task 1 scores,
XLMRoBERTa’s overall excellence, especially in
cross-lingual tasks, pre-training, and adaptability,
influenced its preference over mBERT. Models
like XLMRoBERTa, ALBERT, and mBERT made
unique contributions, as depicted in Table 3. In
Task 2, XLMRoBERTa maintained superiority, se-
curing 11th position on the leaderboard with a
macro F1-Score of 0.21 and accuracy of 0.74, while
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Text Model Predicted Label Actual Label
Athippo avark evde venelm aavamloo m-BERT Fake Original
Thabileegenedirey 100 video ittu...
Ithiney kurich onnenkilum ittallo ALBERT Original Fake

Table 5: Error Analysis

Figure 2: Classification Report - Task 1 XLMRoBERTa
Model

mBERT and BERT exhibited lower scores, sum-
marized in Table 4. Figures 2 and 3 depict the
classification reports for Task 1 and Task 2, re-
spectively. The classification reports for both tasks
showcase the performance of the XLM-RoBERTa
model, which outperformed all other models.

6 Error Analysis

The F1 score from the XLMRoBERTa model for
both Task 1 and Task 2 exposes false positive and
false negative prevalence, linked to inherent data
imbalance. Class "false" with more instances, ex-
hibits a high F1 score, precision, and recall, indicat-
ing Fake News. Lower training instances intensify
misclassifications, highlighting the data imbalance
impact. To address this, data augmentation is sug-
gested for enhanced model performance. Misclas-
sified Malayalam texts due to data imbalance are
detailed in Table 5, emphasizing the need for strate-
gies to overcome these challenges in Fake News
detection.

7 Limitation

XLMRoberta, ALBERT, and mBERT excel but
face hurdles: cross-lingual challenges, biased pre-
dictions due to data imbalances, uncertainties in
generalizing to new datasets, resource-intensive
fine-tuning for diverse languages, interpretability
issues, and a textual focus overlooking multimodal

Figure 3: Classification Report - Task 2 XLMRoBERTa
Model

fake news complexities. Recognizing and address-
ing these constraints is essential for refining ap-
proaches and ensuring robust fake news detection
in transformer-based models.

8 Conclusion

The DravidianLangTech@EACL 2024 initiative,
focused on fake news detection in Dravidian lan-
guages, signifies a critical step in countering mis-
information on social media. Task 1, employ-
ing mBERT, ALBERT, and XMLRoBERTa, re-
vealed XMLRoBERTa as the optimal model, show-
casing its prowess in discerning authenticity. In
Task 2, where XMLRoBERTa, mBERT, and BERT
were employed, XMLRoBERTa consistently out-
performed, emphasizing its effectiveness in classi-
fying Malayalam-language articles. This collective
effort not only advances natural language process-
ing but also reinforces the importance of reliable
information dissemination in the digital age. The
XMLRoBERTa model’s dual-task success high-
lights its pivotal role in navigating the challenges
of fake news, setting the stage for continued inno-
vation in Dravidian language technology.
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Abstract

Textual Sentiment Analysis (TSA) delves into
people’s opinions, intuitions, and emotions re-
garding any entity. Natural Language Process-
ing (NLP) serves as a technique to extract
subjective knowledge, determining whether
an idea or comment leans positive, negative,
neutral, or a mix thereof toward an entity.
In recent years, it has garnered substantial
attention from NLP researchers due to the
vast availability of online comments and opin-
ions. Despite extensive studies in this do-
main, sentiment analysis in low-resourced lan-
guages such as Tamil and Tulu needs help
handling code-mixed and transliterated con-
tent. To address these challenges, this work
focuses on sentiment analysis of code-mixed
and transliterated Tamil and Tulu social media
comments. It explored four machine learning
(ML) approaches (LR, SVM, XGBoost, Ensem-
ble), four deep learning (DL) methods (BiL-
STM and CNN with fastText and Word2Vec),
and four transformer-based models (m-BERT,
MuRIL, L3Cube-IndicSBERT, and Distilm-
BERT) for both languages. For Tamil, L3Cube-
IndicSBERT and ensemble approaches outper-
formed others, while m-BERT demonstrated
superior performance among the models for
Tulu. The presented models achieved the 3rd

and 1st ranks by attaining macro F1-scores of
0.23 and 0.58 in Tamil and Tulu, respectively.

1 Introduction

TSA plays a crucial role in production and content
creation, offering insights into how consumers per-
ceive offerings and providing immediate feedback.
Utilizing the internet and social media, studies
focus on sentiment analysis in monolingual com-
ments, achieving high accuracy levels (Wankhade
et al., 2022). While research addresses multilingual,
code-mixed, and code-switched text, extensive ex-
ploration focuses on well-resourced languages like

English and Chinese (Xu et al., 2022). In contrast,
low-resourced languages such as Tamil and Tulu
need more exploration, particularly in code-mixed
and code-switched contexts. The challenge arises
from comments written in English letters, like Ro-
manized Tamil or Tulu, attracting recent attention
from academia (S. K. et al., 2024a).

ML and DL approaches like LSTM and BiL-
STM, and transformer-based models like BERT,
m-BERT, XLMR, and Distilm-BERT have been
extensively studied for monolingual and mul-
tilingual text, encompassing code-mixed, code-
switched, and Romanized formats in low-resource
languages (Sharif et al., 2019; Kalaivani and Then-
mozhi, 2021). Researchers focus on enhancing
accuracy, particularly in Tamil-English and Tulu-
English. Transformer-based models exhibit profi-
ciency in handling sequence dependencies, moti-
vating deeper exploration in these languages for
improved contextual understanding.

The critical contributions of this research work
are outlined below:

• Investigate several ML, DL, and transformer-
based models with fine-tuning to classify sen-
timent in Tamil and Tulu languages into four
classes: Positive, Neutral, Mixed, and Nega-
tive.

• Explored the suitable model for identifying
textual sentiment from Tamil and Telegu texts
on the available dataset.

2 Related Work

Understanding audience feedback is critical for
social media content creators, fostering self-
improvement and broader outreach. Similarly,
grasping user sentiment in the restaurant industry
is vital for improving services and cuisine quality
(Sharif et al., 2019). The study examines several
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ML models, such as DT, RF, and MNB models,
for classifying user reviews, where MNB achieved
the highest accuracy (80.48%). SA on Bengali
book reviews using a MNB attained an accuracy
of 84% (Hossain et al., 2021). Moreover, a study
on TSA in Tamil and Tulu code-mixed texts, uti-
lizing SVM and ensemble models with fastText
and TF-IDF, obtained F1 scores of 0.14 and 0.204,
respectively (Rachana et al., 2023). Numerous DL
methods have been explored for TSA across var-
ious high-resourced languages. For instance, an
Arabic aspect-based sentiment analysis employed
bidirectional GRU, achieving F1 scores of 70.76%
and 83.98% for aspect-based sentiment and senti-
ment polarity classification, respectively (Abdel-
gwad et al., 2022). Additionally, a fusion-based
deep learning model analyzed sentiment in COVID-
19 tweets, outperforming individual models like
CNN, BiGRU, and DistilBERT (Basiri et al., 2021).

Recent studies have explored transformer-based
models for sentiment analysis. For instance, a pro-
posed aspect-category sentiment analysis based on
RoBERTa integrated 1D CNN, cross-attention, doc-
ument attention, and fully connected layers for clas-
sification (Liao et al., 2021). Another study intro-
duced a BERT-based sentiment analysis model fo-
cusing on software engineering, fine-tuning BERT,
ALBERT, and RoBERTa models, and employing an
ensemble of these models (Batra et al., 2021). Addi-
tionally, a hybrid model combining RoBERTa and
LSTM layers demonstrated effectiveness in senti-
ment analysis (Tan et al., 2022). In multilingual
sentiment analysis, a study utilizing multilingual
BERT achieved notable F1 scores in Tamil, Malay-
alam, and Kannada, including English code-mixed
text (Kalaivani and Thenmozhi, 2021). Similarly,
sentiment analysis on a code-mixed Tamil-English
dataset using transformer-based models revealed
the superiority of XLM-RoBERTa over BERT and
RoBERTa models (Sangeetha and Nimala, 2023).
Furthermore, an investigation into sentiment analy-
sis in Tamil and Tulu code-mixed text highlighted
the efficacy of fine-tuned transformer-based models
across various scenarios (Hegde et al., 2023).

3 Task and Dataset Descriptions

In the shared task on ‘Sentiment Analysis in Tamil
and Tulu’ (S. K. et al., 2024b), participants were
tasked with exploring distinct models for each
language. Using the provided datasets, we con-
ducted multi-class classification to discern whether

a given comment falls into categories such as ‘Pos-
itive,’ ‘Neutral,’ ‘Negative,’ or ‘Mixed’ within
the Tamil-English code-mixed dataset developed
by Chakravarthi et al. (2020). Similarly, Hegde
et al. (2022) developed Tulu-English code-mixed
dataset SA containing the same classes as Tamil.
These gold standard datasets encompass code-
mixed Tamil-English, Romanized Tamil, code-
mixed Tulu-English, and Romanized Tulu texts.
Each corpus consists of distinct training, valida-
tion, and test sets.

Table 1 displays Tamil’s dataset details for senti-
ment analysis. In this task, the training set contains
90704 unique words, and the test set contains 4832
unique words, with 2330 out-of-vocabulary words.
The average lengths of samples are 10, 10, and
13 in the training, validation, and test sets, respec-
tively.

Data Class SC UWC OOV AL

Train

Positive 20,070

90,704 10
Neutral 5,628
Mixed 4,020
Negative 4,271

Validation

Positive 2,257

16,111 2,330 10
Neutral 611
Mixed 438
Negative 480

Test

Positive 73

4,832 13
Neutral 137
Mixed 101
Negative 338

Table 1: Detailed dataset statistics of sentiment analysis
in Tamil. The acronyms SC, UWC, OOV, and AL denote
sample count, unique word count, out-of-vocabulary
words, and average sample length, respectively.

Table 2 presents the dataset details for the sen-
timent analysis task in Tulu. Here, the majority
of training samples belong to the positive class.
The unique word counts in the training, validation,
and test sets are 18056, 2004, and 2145, respec-
tively. These statistics indicate that out of 2145
unique words in the test samples, 1094 are out-
of-vocabulary words unseen by the models during
training. The average sample lengths are 7, 6, and
7 in the training, validation, and test sets.

Notably, in both the Tamil and Tulu test sets, the
‘Positive’ class accounted for nearly two-thirds of
the samples in the training set, resulting in highly
imbalanced datasets.
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Data Class SC UWC OOV AL

Train

Positive 3,352

18,056 7
Neutral 1,854
Mixed 1,041
Negative 698

Validation

Positive 231

2,004 1,094 6
Neutral 124
Mixed 90
Negative 55

Test

Positive 248

2,145 7
Neutral 140
Mixed 70
Negative 43

Table 2: Detailed dataset statistics of sentiment analysis
in Tulu.

4 Methodology

The developed SA method starts with the text un-
dergoing preprocessing to eliminate unwanted spe-
cial characters, spaces, line breaks, and emojis. For
ML, we employed TF-IDF (Takenobu, 1994), while
pre-trained fastText (Bojanowski et al., 2017) and
Word2Vec (Mikolov et al., 2013) word embeddings
were utilized for DL. Figure 1 shows an abstract
process and employed models for TSA.

Figure 1: Schematic process of sentiment analysis in
Tamil and Tulu

TF-IDF, a statistical method, is an information
retrieval technique for words within text commonly
used in NLP tasks. In this work, we used word-
level n-grams for feature extraction using TF-IDF.
On the other hand, word embeddings transform
words into numerical representations, enabling the
capture of semantic meaning and relationships
within a continuous vector space. This work uti-
lized the 300 dimensions for both fastText and
Word2Vec.

4.1 Classifiers

This work explored several ML, DL, and
transformer-based approaches to classify sentiment
from Tamil and Tule texts.

ML Approaches: Logistic Regression (LR) is
developed using a ‘balanced’ class weight approach
to handle imbalanced datasets. It employs an ‘l2’
penalty for L2 regularization and the ‘lbfgs’ solver,
with a maximum iteration set to 200 and a regular-
ization parameter C kept at 1.0. Support Vector Ma-
chine (SVM) was used with a ‘linear’ kernel and
applied ‘balanced’ class weights. The ensemble
method combined multiple ML-based classifiers
to generate a new classifier. Its superior perfor-
mance in classification tasks over individual ML
models has already been established (Roy et al.,
2018). We constructed an ensemble method us-
ing DT, RF, SVM, and LR, implementing major-
ity voting for prediction. We set the class weight
to ‘balanced’ and utilized the ‘gini’ criterion for
RF and DT. For RF, we used a value of 100 for
‘n_estimators.’ The parameters for SVM and LR
remain consistent with their previous settings. XG-
Boost was employed with the ‘multi:softmax’ ob-
jective, employing ‘n_estimators’ of 200, a learning
rate of 0.3, and a maximum depth of 6.

DL Approaches: This work developed the BiL-
STM model (Hameed and Garcia-Zapirain, 2020)
using Word2Vec and fastText. They consist of a sin-
gle BiLSTM layer featuring 100 units. For classifi-
cation within the output layer, we applied softmax
activation. During training, we set a learning rate
of 3e−3, a batch size of 32, utilized 15 epochs, and
introduced a dropout of 0.2 to prevent overfitting.
We employed the CNN model (O’Shea and Nash,
2015) utilizing Word2Vec and fastText. Our ap-
proach involved a single layer of CNN, comprising
128 units with max-pooling. All other parameters
were configured identically to those of the BiL-
STM.

Transformer-based Appraches: We selected
several pre-trained transformer models available
through HuggingFace1 (Wolf et al., 2019), includ-
ing m-BERT, Distil-mBERT, L3Cube-IndicSBERT,
and MuRIL. The task dataset contains code-mixed
multilingual text, so these models proved partic-
ularly suitable. We fine-tuned these four models,
adjusting hyperparameters to attain optimal results,
utilizing a maximum length of 50, a batch size of
16, and a learning rate of 5e−6. Also utilized the

1https://huggingface.co/
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number of epochs 10 and 15 for Tamil and Tulu,
respectively.

MuRIL is a pre-trained BERT model on 17
major Indian languages, including their transliter-
ated counterparts (Khanuja et al., 2021). L3Cube-
IndicSBERT (Deode et al., 2023) utilizes the
MuRIL approach, trained on NLI datasets encom-
passing 10 primary Indian languages, Tamil and
Tulu included. m-BERT (Devlin et al., 2018) is
a pre-trained model trained on a vast multilingual
corpus, covering 104 languages in a self-supervised
manner. We employed ‘bert-base-multilingual-
cased.’ We also employed Distil-mBERT, a multi-
lingual variant of DistilBERT (Sanh et al., 2019). It
serves as a smaller and faster iteration of m-BERT.
We used ‘distilbert-base-multilingual-cased.’

5 Results and Analysis

This section details the performance analysis of the
proposed system, trained and evaluated on separate
corpora. The best models were employed for test
data predictions and evaluated using the macro-
averaged F1-score. Table 3 shows the results of all
ML, DL, and transformer-based models.

The ensemble approach in Tamil sentiment anal-
ysis outperformed most DL and transformer mod-
els, except L3Cube-IndicSBERT, achieving a pre-
cision (P) of 0.28, a recall (R) of 0.26, and a
macro F1-score (F) of 0.23. Meanwhile, L3Cube-
IndicSBERT achieved a similar macro F1-score
with a precision of 0.24 and a recall of 0.28. XG-
Boost showed poor performance, possibly due to
overfitting. In Tulu code-mixed sentiment analy-
sis, m-BERT excelled with precision of 0.59, recall
of 0.58, and a macro F1-score of 0.58, surpassing
other models.

5.1 Error Analysis

The best-performed models, ensemble (for Tamil)
and m-BERT (for Tulu), are further investigated
using quantitative and qualitative analysis for more
insights regarding their performance.

Quantitative Analysis: Figure 2 illustrates that
the model misclassified a significant portion of the
test samples in the TSA task in Tamil. This mis-
classification stems from the fact that while two-
thirds of the training samples were ‘Positive,’ the
test set comprised half as ‘Negative,’ a classless
frequency in the training set. Consequently, the
models predominantly predicted test samples as
‘Positive,’ leading to increased misclassification.

Figure 2: Confusion matrix for sentiment analysis in
Tamil using an ensemble of ML techniques

The developed m-BERT model (for Tulu) shows
promise, but there is room for improvement. Figure
3 shows that most ‘Mixed’ and ‘Negative’ test sam-
ples and a notable portion of ‘Neutral’ samples are
misclassified. Imbalanced datasets during training
could be the cause. Adjusting class weights could
enhance results.

Figure 3: Confusion matrix for sentiment analysis in
Tulu using m-BERT

Qualitative Analysis: Figure 4 displays pre-
dicted outcomes from the ensemble model for text
samples 2 and 3, which align with the actual classes
in the TSA task in Tamil. However, for samples 1,
4, and 5, misclassification of text occurs. Figure 5,
concerning the TSA in Tulu, shows that m-BERT
misclassified samples 2, 3, and 5. Whereas samples
1 and 4 were predicted to match the actual labels. It
is noted that English translations of Tamil texts are
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Methods Classifiers Tamil Tulu
P R F P R F

ML

LR 0.29 0.26 0.14 0.53 0.53 0.53
SVM 0.27 0.24 0.12 0.53 0.54 0.53
XGBoost 0.22 0.21 0.09 0.24 0.24 0.23
Ensemble 0.28 0.27 0.23 0.53 0.54 0.53

DL

BiLSTM + WV 0.27 0.27 0.22 0.27 0.26 0.26
BiLSTM + FT 0.27 0.24 0.19 0.25 0.24 0.21
CNN + WV 0.26 0.25 0.21 0.26 0.26 0.26
CNN + FT 0.25 0.25 0.19 0.24 0.23 0.21

Transformer

MuRIL 0.25 0.29 0.21 0.54 0.53 0.53
Indic-SBERT 0.24 0.28 0.23 0.55 0.56 0.56
m-BERT 0.29 0.26 0.20 0.59 0.58 0.58
Distil-mBERT 0.29 0.26 0.18 0.53 0.53 0.52

Table 3: Evaluation results on the test set using various ML, DL, and transformer-based models. P, R, F1, WV, and
FT represents precision, recall, macro F1-score, Word2Vec, and fastText respectively

Figure 4: Some predicted samples in Tamil using en-
semble

accomplished with Google Translate, and ChatGPT
does English translations of Tulu texts.

6 Limitations

The developed systems suffered some significant
limitations.

• The DL and transformer-based models rely
on extensive training data. Limited or biased
datasets can notably impact results, especially
when dealing with diverse or uncommon sen-
timent expressions.

• The system encountered difficulty effectively
managing class imbalances in both tasks.

Figure 5: Few predictions in Tulu using m-BERT

7 Conclusion and Future Work

This paper explored sentiment analysis on code-
mixed Tamil and Tulu datasets, investigating vari-
ous ML, DL, and transformer-based models. For
improved performance, this work delved into exper-
iments with transformer-based models such as m-
BERT, L3Cube-IndicSBERT, Distilm-BERT, and
MuRIL. In the case of Tamil, both the ensemble
and L3Cube-IndicSBERT outperformed, achieving
macro F1-scores of 0.23. Conversely, m-BERT ex-
hibited superior performance for Tulu with a macro
F1-score of 0.58.

Future research should explore adaptive learn-
ing rates, ensembles comprising different BERT
models, and advanced word embedding techniques
(ELMO, ULMFiT). Lastly, developing a fair model
applicable across languages can improve accuracy.
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Abstract

Detecting abusive language on social media is
a challenging task that needs to be solved effec-
tively. This research addresses the formidable
challenge of detecting abusive language in
Tamil through a comprehensive multimodal ap-
proach, incorporating textual, acoustic, and vi-
sual inputs. This study utilized ConvLSTM,
3D-CNN, and a hybrid 3D-CNN with BiL-
STM to extract video features. Several models,
such as BiLSTM, LR, and CNN, are explored
for processing audio data, whereas for textual
content, MNB, LR, and LSTM methods are
explored. To further enhance overall perfor-
mance, this work introduced a weighted late fu-
sion model amalgamating predictions from all
modalities. The fusion model was then applied
to make predictions on the test dataset. The
ConvLSTM+BiLSTM+MNB model yielded
the highest macro F1 score of 71.43%. Our
methodology allowed us to achieve 1st rank for
multimodal abusive language detection in the
shared task.

1 Introduction

Recently, the proliferation of social media plat-
forms has played a pivotal role in facilitating the
global exchange of ideas, opinions, and informa-
tion. Although this interconnectedness has engen-
dered a rich diversity of conversations, it has con-
currently presented challenges, as noted by Das
et al. (2021). The widespread occurrence of abusive
language, hate speech, and offensive content exem-
plifies these challenges. Among the myriad lan-
guages employed on these platforms, one notable
example is Tamil, a Dravidian language predomi-
nantly spoken in South India. The need for effec-
tive detection and mitigation of abusive language
in Tamil is imperative to ensure a secure and inclu-
sive online environment. Yasaswini et al. (2021)
addressed this pressing concern by exploring a mul-
timodal approach to abusive language detection in
Tamil. By incorporating multiple modalities, such

as text, video, and audio, we aim to enhance the
accuracy and robustness of the detection system in
the Tamil-speaking digital landscape.

Although studies have been conducted on these
issues for multimodal data in the English language,
there needs to be more research explicitly looking
at abusive language recognition in the context of
Dravidian languages (Barman and Das, 2023; Bala
and Krishnamurthy, 2023). Limited research on
abusive language identification in these languages
presents unique challenges. As part of our ef-
fort, we investigated abusive language detection in
Tamil. The task entails the development of models
capable of analyzing the textual, speech, and visual
elements within social media videos to predict their
classification as either abusive or non-abusive. The
main contributions of this work are:

• Implement a weighted late fusion model that
effectively amalgamates predictions from text,
video, and audio modalities.

• Investigate various Machine Learning (ML),
Deep Learning (DL), and their integrated ap-
proaches to find a suitable solution for detect-
ing multimodal abusive language in Tamil.

2 Related Work

Online abuse poses a significant threat, prompt-
ing the need for sophisticated measures. Multi-
modal strategies, integrating text, acoustic, and
visual analysis, are at the forefront of enhancing
content moderation efficacy. Premjith et al. (2023)
provides an overview of the shared task on multi-
modal abusive language detection and sentiment
analysis in Dravidian languages, carried out dur-
ing the third Workshop on Speech and Language
Technologies for Dravidian Languages at RANLP
2023. This study covers the word vector enhance-
ment techniques given by Bojanowski et al. (2017),
which may help understand word representations
in Dravidian languages. In their survey of recent
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advancements in multimodal sentiment analysis
(text, audio, and video/image), Chandrasekaran
et al. (2021) presented a thorough analysis of senti-
ment datasets, feature extraction algorithms, data
fusion techniques, and the effectiveness of various
classification strategies. A more comprehensive
presentation of multimodal and multilingual hate
speech detection was given by Chhabra and Vish-
wakarma (2023).

In a multilingual social media setting, Sharon
et al. (2022) presented MADA, a multimodal tech-
nique for abuse detection in conversational audio.
(Mozafari et al., 2020) used a range of methods
using various architectures, including multi-modal
models, video-based models, text-based models,
and image-based models. Poria et al. (2018) devel-
oped a Multimodal EmotionLines Dataset (MELD)
to improve and expand EmotionLines. A novel
approach to multimodal sentiment analysis was
presented by Poria et al. (2016), which used tex-
tual, visual, and audio modalities to extract sen-
timents from web videos. They combined ade-
quate data from several sources using feature and
decision-level fusion techniques. Several methods
are used for categorizing audio, video, and natural
language text that identify the emotions conveyed
as Positive, Negative, or Neutral by Mahendhiran
and Kannimuthu (2018). In their analysis of the
growth of multimedia communication apps, Soni
and Singh (2018) noted both the dangers of cy-
berbullying and the potential for improved user
engagement and natural communication. Few stud-
ies have been conducted on multimodal social me-
dia data analysis in Dravidian languages. Barman
and Das (2023) proposed various unimodal models
and introduced a fusion model. Their investigation
highlighted mBERT and MFCC’s efficacy in clas-
sifying abusive language. Furthermore, the Vision
Transformer (ViT) demonstrated notable success
in sentiment analysis for Tamil and Malayalam,
achieving an F1-score (macro) of 57.86% (Barman
and Das, 2023). Bala and Krishnamurthy (2023)
conducted a study focused on detecting abusive
language that amalgamated visual, auditory, and
textual features, culminating in an F1-score (macro)
of 33%, indicative of the achieved performance in
this multimodal endeavor.

3 Task and Dataset Description

The task aims to develop advanced models for de-
tecting abusive content in Tamil videos on social

media, particularly YouTube. These models scru-
tinize diverse video elements to predict whether
the content is abusive or non-abusive. Abusive con-
tent includes offensive language or visuals intended
to cause harm, distress, or discomfort, while non-
abusive content aligns with guidelines promoting
respectful and positive engagement. The organizers
of the competition, DravidianLangTech@EACL
2024, have released a Tamil language dataset for
abusive content detection (Chakravarthi et al., 2021;
Premjith et al., 2022; B et al., 2024). Table 1 illus-
trates the training and test set distribution for all
three modalities.

Dataset Abusive Non-Abusive Total
Train 38 32 70
Test 9 9 18

Table 1: Summary of abusive language detection dataset

The provided dataset included components en-
compassing video, audio, and extracted text. In
the training dataset, the duration for both audio
and video spans from a minimum of 23.38 seconds
to a maximum of 86.36 seconds, with an average
time of 47.90 seconds. The extracted text data con-
tains 19,743 words, consisting of 642 unique words.
After removing stopwords, the number of unique
words reduces to 588. The text samples exhibit a
minimum of 65 words, a maximum of 500 words,
and an average of 282.04 words.

4 Methodology

The proposed work starts by examining the videos’
visual elements and then investigates the audio data
before moving on to the textual aspects of the mod-
eling. To combine the textual, audio, and visual ele-
ments, we employed weighted late fusion to create
a more reliable classification of abusive and non-
abusive content. Figure 1 displays the schematic
framework for detecting multimodal abusive lan-
guage in Tamil.

4.1 Visual Approach
This study targets the detection of abusive content
in videos. Using OpenCV, we extract 15 sequen-
tial frames from each video, each being 128x128
in size. The extracted frames are normalized for
consistent pixel value comparison in subsequent
analysis. These frames are then input into three dis-
tinct models: ConvLSTM, 3D-CNN, and 3D-CNN
combined with BiLSTM. To extract spatial and
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Figure 1: Schematic framework for Tamil abusive language detection

temporal features simultaneously, we employed
ConvLSTM, which combines CNNs and LSTMs.
We also used a hybrid model combining 3D-CNNs
with LSTM to use their complementary abilities for
improved abusive content identification. Addition-
ally, standalone 3D-CNNs are used for extracting
direct spatiotemporal features. The experimental
setup for the deep learning models employed in
video is outlined in Table 2.

Parameter Value
Optimizer adam
Loss function categorical_crossentropy
Activation_function (hidden
layer)

tanh

Activation_function (output
layer)

softmax

Batch size 4
Learning rate 0.001
Epochs 100
Drop-out 0.3

Table 2: Experimental setup for the DL models for video

4.2 Acoustic Approach
This research prioritized noise removal as a pre-
liminary step to refine the audio data. Employing
effective noise reduction methods enhances the clar-
ity of the audio signals. Subsequently, we extracted
features from each audio sample to discern abusive
content. The features include Mel-frequency spec-
trogram (Mel), Zero Crossing Rate (ZCR), Spec-
tral Contrast, and Mel-frequency Cepstral Coeffi-
cients (MFCC). Each feature serves a specific pur-
pose—Spectral Contrast captures spectral texture

changes, Mel reflects frequency distribution, ZCR
denotes the rate of signal crossings, and MFCC
records detailed spectral features. Following ex-
tracting these discriminative features, we employed
a diverse set of models, namely LR, CNN, and BiL-
STM, for a nuanced and thorough analysis leading
to the classification of abusive content.

4.3 Textual Approach

In this work, we preprocessed the text using punc-
tuation and Tamil stop-word removal to identify
abusive content in text data. We extracted features
using CountVectorizer to convert text data into vec-
torized tokens. The study examined the influence
of various preprocessing methods on the perfor-
mance of conventional machine learning models,
such as Logistic Regression (LR) and Multinomial
Naive Bayes (MNB). Concurrently, the deep learn-
ing model LSTM was also employed. The pre-
processed data was utilized to train these models,
renowned for their sequential processing capabili-
ties, to discern intricate dependencies and temporal
nuances within the text sequences.

4.4 Weighted Late Fusion Approach

This research adopted a weighted late fusion
methodology (Pasqualino et al., 2020), wherein
distinct models are trained independently for each
modality (text, audio, and video). The predic-
tions generated by these individual models are
subsequently combined later, employing uniform
weights for each modality. This late fusion ap-
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Approach Models P R F1

Visual
ConvLSTM 0.56 0.56 0.56

3D CNN 0.56 0.56 0.56
3D CNN+BiLSTM 0.50 0.50 0.50

Acoustic
BiLSTM 0.75 0.72 0.71

CNN 0.80 0.67 0.62
LR 0.62 0.61 0.60

Textual
LSTM 0.25 0.50 0.33
MNB 0.66 0.61 0.58

LR 0.66 0.61 0.58

Multimodal

ConvLSTM+BiLSTM+MNB 0.75 0.72 0.71
ConvLSTM+CNN+LR 0.71 0.67 0.65
3DCNN+CNN+LSTM 0.62 0.61 0.60

(3DCNN+BiLSTM)+BiLSTM+MNB 0.71 0.67 0.65

Table 3: Performance of different unimodal and multimodal approaches on the test set, where P, R, and F1 denotes
precision, recall and macro F1-score respectively

Figure 2: Schematic framework for weighted late fusion

proach allows us to leverage each modality’s
unique features and effectively amalgamate their
contributions. Figure 2 depicts the schematic
framework for weighted late fusion for multimodal
abusive language detection in Tamil. Mathemati-
cally, the late fusion process’s final prediction (P)
can be expressed 1.

P = wt · Ptext + wa · Paudio + wv · Pvideo (1)

Here, P is the ultimate output of the late fu-
sion model. The equitable allocation of uniform
weights (wt, wa, wv), each assigned a weight of
0.333, guarantees an even contribution from every
modality. This approach facilitates a harmonized
integration of information originating from text, au-
dio, and video sources within the framework of our
weighted late fusion methodology.

5 Results

Precision (P), recall (R), and macro F1-score
(F1) are used to assess the model’s performance.
Results on the test dataset demonstrate that the
combined model (ConvLSTM+BiLSTM+MNB)
achieved preeminence, securing the topmost perfor-
mance with a notable F1 (macro) score of 0.7143,
as detailed in Table 3.

Table 4 compares the other team’s performance
with the rank participating in the shared task, where
it is evident that our proposed method has achieved
the highest F1-score among all participating teams.

Team F1-(macro Rank
Binary_Beasts 0.7143 1

Wit Hub 0.4156 2

Table 4: Competition rank list for Tamil abusive lan-
guage detection

5.1 Error Analysis
A thorough evaluation of the model’s performance
on the test data is provided through the presentation
of the confusion matrix in Figure 3. The examina-
tion of the confusion matrix reveals nearly flawless
detection accuracy for abusive content, whereas the
performance for non-abusive content is compara-
tively lower. This discrepancy may be attributed
to the model incorrectly predicting non-abusive
instances as abusive, potentially due to shared fea-
tures between the two classes, or it could be a con-
sequence of inadequate training data leading to
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Figure 3: Confusion matrix of the proposed model
(ConvLSTM+BiLSTM+MNB)

Test sample Actual Predicted
test1.txt
test1.mp3
test1.mp4

Abusive Abusive

test2.txt
test2.mp3
test2.mp4

Abusive Non-Abusive

test10.txt
test10.mp3
test10.mp4

Non-Abusive Non-Abusive

test15.txt
test15.mp3
test15.mp4

Non-Abusive Non-Abusive

test16.txt
test16.mp3
test16.mp4

Non-Abusive Abusive

Table 5: Few examples of predicted outputs by the pro-
posed model (ConvLSTM+BiLSTM+MNB)

challenges in generalizing to diverse contexts.
Table 5 illustrates some correct and incorrect

predicted outcomes by the best-performed model
(ConvLSTM+BiLSTM+MNB).

Limitations

The current work encountered several hurdles, in-
cluding:

• Concerns exist about the efficacy of the uni-
form weighting strategy, potentially compro-
mising the model’s responsiveness to specific
features.

• The study concentrated on content detection
in Tamil, prompting the need to explore the
generalizability of the approach to other lin-
guistic domains.

• The dataset’s composition and size could in-
fluence the model’s robustness, necessitating
exploration across diverse datasets to validate
adaptability in varied contextual settings.

6 Conclusion

This paper endeavors to advance the field of abu-
sive content classification in the Tamil language by
employing a multimodal approach that integrates
textual, auditory, and visual information. Imple-
menting a weighted late fusion strategy (with an
integrated approach of ConvLSTM, BiLSTM, and
MNB models), where each modality is assigned
a uniform weight, has demonstrated a noteworthy
improvement in F1-score compared to unimodal
techniques. This outcome underscores the syner-
gistic benefits achieved through the comprehensive
analysis of multiple modalities, enhancing the ro-
bustness and discriminatory power of our abusive
content detection model. Future research endeavors
may encompass the refinement of weighting mech-
anisms and alternative fusion techniques, including
the adoption of transformer-based approaches, to
enhance modality integration.
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Abstract
Sentiment Analysis of Dravidian Languages
has begun to garner attention recently as there
is more need to analyze emotional responses
and subjective opinions present in social me-
dia text. As this data is code-mixed and there
are not many solutions to code-mixed text out
there, we present to you a stellar solution to
DravidianLangTech 2024: Sentiment Analysis
in Tamil and Tulu task 1. To understand the
sentiment of social media text, we used pre
trained transformer models and feature extrac-
tion vectorizers to classify the data with results
that placed us 11th in the rankings for the Tamil
task and 8th for the Tulu task with a accuracy
F1 score of 0.12 and 0.30 which shows the effi-
ciency of our approach.

1 Introduction

Social media transcends borders, fostering global
communication with user-generated content ex-
pressing emotions. Research, like Wang et al.’s
study (Wang et al., 2022), uses ensemble mod-
els to detect depression signs from social media.
The surge in platforms underscores the importance
of sentiment analysis in local languages, as seen
in the study on Dravidian languages like Tamil
(Chakravarthi et al., 2021). English intertwining
with native scripts poses challenges, and Natural
Language Processing techniques are suggested for
effective sentiment analysis, focusing on specific
subjects. The task involves classifying YouTube
comments into labels for Tulu and Tamil, aligning
with findings that sentiment analysis in code-mixed
text requires careful consideration of linguistic nu-
ances in multilingual contexts. The rest of the pa-
per is organized as follows. Section 2 outlines the
related works emphasizing Sentiment Analysis in
Dravidian languages. Section 3 presents a descrip-
tion of the dataset. Section 4 describes the method-
ology used for the shared task. Section 5 discusses

1https://sites.google.com/view/dravidianlangtech-
2024/home

the result and analysis of the task assigned. In
Section 6 concludes the paper followed by ethics
statement in Section 7.

2 Related Works

Sentiment analysis is vital amid the vast data on
social media. Approaches include lexicon-based
methods, using dictionaries like Sentiwordnet and
TF-IDF (Term Frequency-Inverse Document Fre-
quency), and machine learning methods employing
SVM and Naïve Bayes models. Combining these
methods enhances efficiency, addressing unstruc-
tured data effectively (Jada et al., 2021; Drus and
Khalid, 2019). Research on sentiment analysis of
Dravidian languages, exemplified by Chakravarthi
et al.’s study (Chakravarthi et al., 2021), explores
challenges in linguistic diversity and code-mixing,
emphasizing the need for tools handling code-
mixed text (S. K. et al., 2024). The findings under-
score the importance of linguistic considerations in
capturing sentiments in Dravidian languages and
English on social media (Chakravarthi et al., 2021;
Hegde et al., 2023), providing valuable insights
into public opinion, cultural discourse, and com-
munity dynamics. This highlights the necessity
of language-specific sentiment analysis tools for
understanding sentiments in diverse linguistic com-
munities.

3 Dataset

The datasets provided were comments from social
media and each comment corresponded to a partic-
ular label. The labels were Positive for comments
that were appreciative, Negative for hate speech
and other detected signs on aggression, Mixed feel-
ing/feelings for comments on the fence and Neu-
tral/unknown_state for comments that were neither
positive nor negative. The dataset was divided into
three parts namely train,test and dev. The train
and dev datasets had text and category as labels
while the test dataset had id and text as labels for
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Tamil (Chakravarthi et al., 2020). The train and dev
datasets had Text and Annotations as labels while
the test dataset had ID and Text as labels (Hegde
et al., 2022) for Tulu. The test data for both lan-
guages was not labeled and we had to find and
classify the test data as part of the task. The train
dataset consisted of 33,988 rows of which
Positive: 20,070
Unknown State: 5,628
Negative: 4,271
Mixed Feelings: 4,020 for Tamil and 6945 rows
of which
Positive: 3,352
Neutral: 1,854
Mixed Feeling: 1,041
Negative: 698 for Tulu. The dev dataset consisted
of 3,785 rows for Tamil and 500 rows for Tulu.
The test dataset consisted of 650 rows for Tamil
and 502 rows for Tulu.

Figure 1: Category Metrics

4 Methodology

4.1 Preprocessing

Preprocessing refers to the ways in which we
can clean data and remove noise (inconsistencies).
These methods are applied to raw data so we may
process them better later on. Preprocessing in-
volves many steps which include:

1.Tokenisation to breakdown sentences into
words or subwords.

2.Converting all text to lowercase.
3.Removing stopwords which are words that do

not add any value to the meaning of the sentence.
This is done using a list of stopwords, provided by
the Python package NLTK and enhancing the list
with our own Tamil and Tulu stopwords, which can
be iterated through each row and removed.

4.De-emojify using the re package to remove

emoticons, flags in iOS, symbols and pictographs,
transport and map symbols.

4.2 Feature Extraction

LaBSE, or Language-agnostic BERT Sentence Em-
bedding, is a multilingual variant of BERT de-
signed for cross-lingual natural language process-
ing tasks. Unlike traditional BERT models that are
trained on individual languages, LaBSE is trained
to generate language-agnostic sentence embed-
dings, making it effective for applications where
text spans multiple languages(Feng et al., 2020).

The key innovation in LaBSE lies in its training
approach. It utilizes a parallel data mining strategy,
leveraging publicly available parallel sentences in
multiple languages. This allows LaBSE to learn
cross-lingual representations by aligning sentence
embeddings across languages in a shared embed-
ding space. The model is trained to map seman-
tically similar sentences in different languages to
nearby points in the embedding space.

The training process involves encoding sen-
tences into fixed-dimensional vectors, ensuring
that semantically equivalent sentences in differ-
ent languages are close to each other in the em-
bedding space. This shared embedding space en-
ables LaBSE to capture universal semantic fea-
tures across languages, facilitating effective cross-
lingual understanding.

The feature extraction process with LaBSE in-
volves encoding a given sentence into a dense vec-
tor representation. This vector, often referred to as
a sentence embedding, encapsulates the semantic
meaning of the input sentence. These embeddings
can then be used for various downstream tasks,
such as cross-lingual document retrieval, sentiment
analysis, or machine translation.

LaBSE’s effectiveness stems from its ability to
generate language-agnostic representations, mak-
ing it particularly useful for scenarios where lan-
guage boundaries are fluid or when dealing with
multilingual datasets. It allows practitioners to
perform cross-lingual tasks without the need for
language-specific models, offering a unified ap-
proach for diverse linguistic contexts.

4.3 Models Used

Support Vector Machine (SVM)

Support Vector Machine (SVM) is a powerful ma-
chine learning algorithm employed for classifica-
tion and regression tasks by finding a hyperplane
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that maximizes the margin between data points
of different classes. Its effectiveness in handling
high-dimensional data and capability to identify
complex decision boundaries make SVM widely
applied across diverse domains (Cortes and Vapnik,
1995).

K-Nearest Neighbors (KNN)
K-Nearest Neighbors (KNN) is a versatile algo-
rithm utilized for classification and regression, mak-
ing predictions by considering the majority class
or average of the k-nearest data points in the fea-
ture space. Renowned for its simplicity and ease of
implementation, KNN is widely adopted in appli-
cations such as pattern recognition and recommen-
dation systems (Altman, 1992).

Naive Bayes
Naive Bayes, a probabilistic classification algo-
rithm founded on Bayes’ theorem with the assump-
tion of feature independence, has demonstrated
remarkable effectiveness in tasks like text clas-
sification, spam filtering, and sentiment analysis.
Its computational efficiency, minimal training data
requirement, and suitability for high-dimensional
datasets make Naive Bayes widely employed (Rish
et al., 2001).

4.4 KNN

Figure 2: Workflow of KNN Model

The KNN workflow, illustrated in the figure, en-
compasses a sequence of operations. This includes
a step for reading and preprocessing data, a subse-
quent step for sampling data intended for training a
K Nearest Neighbors classifier, and a final step for
applying the model to the dataset. In the end, the
model that prevailed, with the best results was the
K-Nearest Neighbors model with an overall macro

F1 score of 0.62 for the Tamil train and dev datasets
with an accuracy of 0.12 and a macro F1 score of
0.07 with the test dataset, placing us 11th on the
ranklist and for the Tulu dataset, a macro F1 score
of 0.66 and 0.67 on the training and dev datasets
and a macro F1 score of 0.26 and an accuracy 0.30
with the test dataset, placing us 8th on the ranklist.

5 Results

5.1 Analysis
Here are the comparison metrics of the models
applied to the training dataset for Tamil.

Metric 0 1 2 3

Precision 0.56 0.80 0.74 0.73
Recall 0.71 0.90 0.32 0.45

Table 1: Precision and Recall on Tamil Training Data

Label 0- unknown_state: Precision score 0.56
means that whenever the model predicts Unknown
state, it is correct around 56% of the time. Re-
call 0.71 means that it identify 71% of the actual
instances belonging to class 0.

Label 1- Positive: Precision score 0.80 means
that whenever the model predicts Positive, it is cor-
rect around 80% of the time. Recall 0.90 means
that it identify 90% of the actual instances belong-
ing to class 1.

Label 2- Mixed_feelings: Precision score 0.74
means that whenever the model predicts Positive,
it is correct around 74% of the time. Recall 0.83
means that it identify 83% of the actual instances
belonging to class 2.

Label 3- Negative: Precision score 0.73 means
that whenever the model predicts Positive, it is cor-
rect around 73% of the time. Recall 0.45 means
that it identify 45% of the actual instances belong-
ing to class 0.

Metric
Support
Vector
Machine

Naive
Bayes KNN

Accuracy 0.61 0.56 0.74
Macro Average F1 score 0.30 0.44 0.62

Table 2: Comparison of metrics on Tamil Training Data

The model demonstrates an overall performance,
as indicated by the weighted average F1-score of
0.73, considering the support (number of instances)
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for each class. The accuracy, standing at 0.74,
reflects the percentage of correctly classified in-
stances across all classes. The macro average F1-
score, measuring 0.62, provides an assessment of
the model’s performance across all classes while
treating them equally, irrespective of class imbal-
ances.

Metric
Support
Vector
Machine

Naive
Bayes KNN

Accuracy 0.65 0.35 0.77
Macro Average F1 score 0.54 0.32 0.66

Table 3: Comparison of metrics on Tulu Training Data

Tests conclude that the KNN model has an over-
all F1 score accuracy of 0.30 with the test data for
Tulu along with a 0.70 precision for the Positive
label.

6 Conclusion

This study explores sentiment analysis in Dravidian
languages, Tamil and Tulu, using LaBSE for fea-
ture extraction and KNN for classification. Achiev-
ing competitive rankings in the DravidianLangTech
2024 competition (11th for Tamil, 8th for Tulu),
our model demonstrated promising precision and
recall, particularly excelling in handling uncertain
sentiments in the "Unknown State" class for Tamil.
While acknowledging limitations and scalability
challenges, we emphasize ethical considerations,
including privacy and cultural sensitivity. In con-
clusion, our research provides insights into effec-
tive strategies for sentiment analysis in code-mixed
social media text in Dravidian languages, showcas-
ing the viability of LaBSE and KNN in culturally
diverse contexts.

Label Precision Recall F1
score

Mixed Feeling 0.15 0.23 0.18
Negative 0.10 0.21 0.14
Neutral 0.27 0.39 0.32
Positive 0.70 0.28 0.40

Table 4: Classification Report of Tulu Test Set

7 Limitations

Performing sentiment analysis on YouTube com-
ments faces challenges due to their diverse lan-

Label Precision Recall F1
score

Mixed_feelings 0.14 0.01 0.02
Negative 0.42 0.01 0.03
Positive 0.11 0.92 0.20
unknown_state 0.18 0.03 0.05

Table 5: Classification Report of Tamil Test Set

guage styles and informal expressions, making tra-
ditional models like K-Nearest Neighbors (KNN)
and TF-IDF less effective in capturing nuanced
semantics. The scalability of KNN becomes a
concern with large datasets, and the presence of
multilingual text further complicates sentiment rep-
resentation. These limitations highlight the need
for more sophisticated, context-aware approaches
in future research to better handle the diverse nature
of YouTube comments.

8 Ethics Statement

Ethical considerations in conducting sentiment
analysis on YouTube comments are crucial for
maintaining responsible research practices. Pri-
vacy, consent, and the handling of sensitive con-
tent should be prioritized throughout the research
process. Transparent data collection practices, cou-
pled with efforts to mitigate biases, are paramount
to ensure the ethical treatment of user-generated
content.

Respecting privacy rights involves anonymizing
and securing user information, especially when
dealing with publicly available but personally iden-
tifiable data. Seeking consent for data usage is es-
sential, and researchers should be transparent about
the purpose and scope of their analysis when work-
ing with comments from public platforms. Sensi-
tivity to cultural nuances and potential biases in
sentiment analysis algorithms is crucial to avoid
perpetuating stereotypes or misrepresenting senti-
ments across diverse communities.

Fairness should be a guiding principle in sen-
timent analysis, ensuring that the models do not
disproportionately favor or disadvantage any partic-
ular group. Acknowledging the broader societal im-
plications of sentiment analysis on YouTube com-
ments is vital, as the findings may impact public
opinion, shape narratives, and influence decision-
making. Upholding ethical standards in this re-
search involves navigating privacy, consent, sensi-
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tivity, fairness, and cultural considerations to con-
tribute responsibly to the evolving field of senti-
ment analysis on social media platforms.
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Abstract

Identifying between fake and original news
in social media demands vigilant procedures.
This paper introduces the significant shared
task on ‘Fake News Detection in Dravid-
ian Languages - DravidianLangTech@EACL
2024’. With a focus on the Malayalam lan-
guage, this task is crucial in identifying so-
cial media posts as either fake or original
news. The participating teams contribute im-
mensely to this task through their varied strate-
gies, employing methods ranging from conven-
tional machine-learning techniques to advanced
transformer-based models. Notably, the find-
ings of this work highlight the effectiveness
of the Malayalam-BERT model, demonstrating
an impressive macro F1 score of 0.88 in dis-
tinguishing between fake and original news in
Malayalam social media content, achieving a
commendable rank of 1st among the partici-
pants.

1 Introduction

A growing number of people are choosing to get
their news from social media platforms rather than
traditional news outlets in an era where online in-
teractions are becoming more common. News con-
sumption on social media differs from traditional
media, such as newspapers and television, regard-
ing timeliness and affordability. Social media pref-
erence is also influenced by the ease with which
news can be shared, commented on, and discussed
with friends and other readers. However, the ease
of sharing content via social media and the cost-
effectiveness of online news distribution have led
to the massive spread of fake news. This trend is
particularly pertinent in the context of our paper on
Fake News Detection in the Malayalam language.
Kumari and Kumar (2021) introduced ensemble-
based models for detecting offensive language in
mixed-script social media posts. Many task formu-
lations, datasets, and natural language processing
(NLP) solutions have been used to investigate the

intricacies of identifying fake news in the literature
(Oshikawa et al., 2018).

This paper discusses the challenges of identi-
fying fake news, focusing on the Malayalam lan-
guage. The aim is to curb the spread of misinfor-
mation in this language space by providing cultur-
ally sensitive insights and solutions by exploring
methodologies. Recent data on the impact of Face-
book referrals, which shows that 20% of traffic
goes to reliable websites and 50% goes to fake
news sites, underscores the pressing nature of the
problem. Considering that 62% of American adults
get their news from social media, recognizing and
mitigating the influence of fake content in online
sources is more crucial than ever (Purcell et al.,
2010).

This research contributes to the domain of fake
news detection in the Malayalam language through
the following key aspects:

• Investigate various machine learning, deep
learning, and fine-tuned transformer models
(m-BERT and Malayalam-BERT) to find the
superior model for identifying fake news us-
ing relevant datasets.

• A comprehensive analysis of the proposed
model to gain a nuanced understanding of its
efficacy in recognizing fake news in Malay-
alam code-mixed social media content.

2 Related Work

Sivanaiah et al. (2022) prepared fake news datasets
for several low-resource languages and applied Lo-
gistic Regression and BERT models for fake news
classification. It was demonstrated through rigor-
ous experiments that ‘BERT-based-multilingual-
cased’ achieved a maximum F1 score of around
98%. At the same time, Logistic Regression
reached approximately 95% in low-resource Indian
languages such as Malayalam, Gujarati, and Tamil.
Hariharan and Anand Kumar (2022) created a
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multilingual low-resource fake news classification
dataset and examined the impact of transformer-
based models, such as multilingual BERT, XLM-
RoBERTa, and MuRIL. For Telugu, Kannada,
Tamil, and Malayalam, they assessed four trans-
former models: mBERT, XLM-RoBERTa, In-
dicBERT, and MuRIL. However, Raja et al. (2022)
demonstrated that, for these low-resource lan-
guages, MuRIL had a higher accuracy in identi-
fying fake news.

The DravidianLangTech@RANLP (Amjad et al.,
2022) 2023 session "Fake News Detection in Dra-
vidian Languages" concentrated on Malayalam con-
tent. In particular, the XLMRoBERTa-based model
performed exceptionally well, obtaining a macro
F1-score of 0.90. In DravidianLangTech-2023, Bal-
aji et al. (2023) proposed transformer models such
as M-BERT, ALBERT, BERT, and XLNET. M-
BERT outperformed competitors with a robust F1
score of 0.74, surpassing XLNET and ALBERT,
which achieved accuracy scores of 0.71 and 0.66,
respectively. Using transformer-based models for
language analysis, the study (Bala and Krishna-
murthy, 2023) explored the nuances of identify-
ing fake news. The mural-base-cased version of
MuRIL was refined using a Dravidian language-
curated dataset.

Rasel et al. (2022) addressed the scarcity of
resources for the Bangla language in fake news
detection by constructing a dataset of 4678 dis-
tinct news instances. Employing various machine
learning, deep neural network, and transformer
models, including CNN, CNN-LSTM, and BiL-
STM, they achieved state-of-the-art accuracy rang-
ing from 95.3% to 95.9%, showcasing notable im-
provements in accuracy and recall compared to pre-
vious studies when tested on both newly collected
and existing datasets. Rahman et al. (2022) created
the BFNC dataset containing 5,000 instances of
fake news and presented the FaND-X framework
using transformer-based and neural network-based
techniques. With a maximum F1-score of 98%
on the test data, experimental results showed that
XLM-R outperformed other methods, demonstrat-
ing its efficacy in detecting fake news.

Abedalla et al. (2019) conducted a comparison
of various BiLSTM models for detecting false in-
formation. This research demonstrates the effi-
cacy of sequential models in text classification and
identifying deceptive information, suggesting a po-
tential future evaluation compared to BERT. In a

similar application, the artificial intelligence ini-
tiative by Facebook (Kurasinski and Mihailescu,
2020) incorporates BERT as an integral compo-
nent of its machine-learning strategy for detecting
hate speech. In the past few years, pre-established
models leveraging the Transformer architecture in-
troduced (Vaswani et al., 2017) have gained promi-
nence and serve a crucial function in sequence en-
coding and decoding. The effectiveness of these
models in generating condensed contextualized em-
beddings for diverse texts inspired us to develop a
system for detecting deceptive information based
on these models.

3 Task and Dataset Descriptions

For the goal of fake news identification in the
Malayalam language, the organizers created an al-
most balanced and standardized dataset. The pri-
mary purpose is to design a system that appropri-
ately differentiates between fake and original news
from social media posts in Malayalam. The dataset
utilized in this challenge is derived from the corpus
given by the workshop organizers (Subramanian
et al., 2024). The work entails sorting social media
statements into two predetermined classes: Fake
and original news. Table 1 displays the distribution

Classes Train Test Dev TW
Original 1658 512 409 14031
Fake 1599 507 406 23198
Total 3257 1019 815 37229

Table 1: Distribution of Malayalam fake news dataset,
where TW denote total words

of samples across the train, development (dev), and
test sets for each class. Notably, the dataset is al-
most balanced, ensuring nearly equal instances for
original and fake news classes.

4 Methodology

The proposed method experimented with several
machine learning (ML), DL, and transformer-based
baselines with fine-tuning the hyperparameters.
Figure 1 demonstrates a schematic process of the
employed models.

4.1 Feature Extraction
This work used TF-IDF (Sundaram et al., 2021)
and Word2Vec embeddings (Rashid et al., 2020)
for extracting textual features. The Keras embed-
ding layer plays a crucial role in generating 100-
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Method Classifier P R F1 A

ML
LR 0.92 0.26 0.41 0.62
DT 0.84 0.31 0.45 0.63
NB 0.78 0.79 0.78 0.78

DL
CNN 0.77 0.76 0.75 0.76

BiLSTM 0.80 0.79 0.81 0.80
CNN+BiLSTM 0.82 0.81 0.82 0.82

Transformers m-BERT 0.73 0.52 0.38 0.52
Malayalam-BERT 0.88 0.88 0.88 0.88

Table 2: Performance of various models for fake news classification in Malayalam, where P, R, F1, and A denotes
precision, recall, macro F1-score, and accuracy, respectively

Figure 1: Schematic process of fake news identification

dimensional embedding vectors, enhancing the
models’ ability to identify and capture complex
patterns in information, thereby improving the ef-
fectiveness of fake news detection.

4.2 ML Approaches

Various ML techniques, such as Logistic Regres-
sion (LR), Decision Tree (DT), and Naïve Bayes
(NB), are explored for the task. This comprehen-
sive approach involved meticulous parameteriza-
tion to optimize the effectiveness of each algorithm.
Specifically, the LR model underwent fine-tuning
with a regularization value set at 0.01, while the DT
is designed with a maximum depth of 10. Integrat-
ing NB included applying a radial basis function
(RBF) kernel with a gamma value set to 0.001.

4.3 DL Approaches

A hybrid Convolutional Neural Network (CNN)
and Long Short-Term Memory (LSTM) architec-
ture (Wu et al., 2020) was applied, featuring seven
layers. Additionally, individual CNN and BiLSTM
models were implemented as part of the broader

hybrid architecture. The sequence vector of length
200 is input to the embedding layer, followed by
two convolution layers with ‘relu’ activation and
downsampling via max-pooling. The Bidirectional
LSTM (BiLSTM) layer, with 128 units, captures
intricate patterns, mitigating overfitting with a 0.5
dropout rate. The final layer uses a sigmoid acti-
vation function for binary classification, with vari-
ations exploring pre-trained word vectors. The
‘Adam’ optimizer employs a 1e−4 learning rate and
binary cross-entropy as the loss function. Training
spans 20 epochs with a batch size of 64, balancing
performance and computational efficiency in fake
news identification.

4.4 Transformer Models
This work applied two pre-trained transformer mod-
els, particularly M-BERT (Devlin et al., 2018),
Malayalam-BERT (Joshi, 2022). These models,
sourced from the Hugging Face transformers li-
brary 1 , underwent fine-tuning on the fake news
corpus using the Ktrain (Maiya, 2022) package.
The maximum sequence length was set at 100 with
a batch size of 16. The models underwent training
for three epochs, with a learning rate (1e−4), en-
hancing their performance for the specific goal of
fake news identification.

5 Results and Analysis

Table 2 illustrates the performance of the employed
models for the fake news classification in Malay-
alam. Table 3 provides a comprehensive compar-
ison of the performance across all participating
teams. Our proposed model, Malayalam-BERT,
has demonstrated superior performance, achieving
the highest F1-score of 0.88 when compared to

1https://huggingface.co/
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all other participating teams. illustrates a compari-
son of the performance of the opposing team with
their respective ranks in the shared task. Among
ML models, NB shines out with good accuracy
of 0.78 and an impressive macro F1-score (0.78).
On the other hand, CNN+BiLSTM achieved bal-
anced accuracy (0.82), recall (0.81), and F1-score
(0.82). Strategic modifications, including fine-

Team F1_Score (Macro) Rank
CUET_DUO 0.88 1

Punny_Punctuators 0.87 2
TechWhiz xlmr 0.86 3

CUET_Binary_Hackers 0.86 3
CUET_NLP_GoodFellows 0.85 4
CUETSentimentSilles 0.84 5

Table 3: Rank List of the Competition

tuning model hyperparameters and examining false
positive occurrences, are proposed to increase the
model’s accuracy and overall efficacy in identifying
fake news within the Malayalam language context.

6 Error Analysis

The fake news detection performance of the
Malayalam-BERT model in Malayalam exhibits
outstanding performance, especially evident in
the high true positive count. Figure 2 shows
the confusion matrix of the best-performed model
(Malayalam-BERT) that highlighted the finest accu-
racy achieved by correctly tagging 442 out of 512
fake samples, demonstrating an effective capability
to detect fake samples.

Figure 2: Confusion matrix of Malayalam-BERT model

However, a limitation arises in precision since 70
original samples were incorrectly identified as fake,
indicating a vulnerability to false news detection.
Less effective data preparation techniques could

cause the misclassification. Addressing this issue
through better preprocessing approaches may en-
hance precision and contribute to a more accurate
classification. This observed pattern necessitates
careful analysis and adjustment of the model’s dis-
criminatory capabilities. Further evaluations of the
validation and test sets are essential to thoroughly
examine the model’s adaptability.

Figure 3 illustrates some predicted outcomes by
the best-performed model (Malayalam-BERT).

Limitations

• The application of pre-trained transformers,
specifically Malayalam-BERT, introduces a
notable consideration in our fake news de-
tection efforts. While leveraging pre-trained
models can enhance contextual understanding,
their effectiveness may be constrained by the
specificity of the pre-training corpus. This

Figure 3: Few examples of predicted outputs by the
proposed (Malayalam-BERT) model

may lead to a potential mismatch with the
unique characteristics of fake news in Malay-
alam, highlighting the need for careful fine-
tuning to ensure optimal performance.

• Additionally, the inherent linguistic complex-
ities of Malayalam pose challenges that may
impact the model’s ability to discern subtle
patterns, warranting further investigation and
refinement.

7 Conclusion

This work addresses the challenges of fake news de-
tection in Malayalam by exploiting three ML, three
DL, and two transformer-based models. Experi-
mental investigations on the test dataset revealed
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that Malayalam-BERT demonstrated superior per-
formance among all models, achieving the highest
macro F1 score (0.88). This finding highlights the
proficiency of transformer-based strategies, pre-
cisely the efficiency of the Malayalam-BERT ar-
chitecture, in excelling at the challenge of fake
news identification. For future improvements, em-
ploying more language-specific preprocessing tech-
niques and exploring ensemble models could en-
hance the overall performance of fake news detec-
tion in Malayalam. These strategies may contribute
to refining the accuracy and robustness of the mod-
els in identifying misinformation effectively.
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Abstract

The main objective of the task is categorised
into three subtasks. Subtask 1 Build models
to determine the sentiment expressed in mul-
timodal posts (or videos) in Tamil and Malay-
alam languages, leveraging textual, audio, and
visual components. The videos are labelled
into five categories: highly positive, positive,
neutral, negative and highly negative. Subtask
2 Design machine models that effectively iden-
tify and classify abusive language within the
multimodal context of social media posts in
Tamil. The data are categorized into abusive
and non-abusive categories. Subtask 3 Develop
advanced models that accurately detect and cat-
egorize hate speech and offensive language in
multimodal social media posts in Dravidian lan-
guages. The data points are categorized into
caste, offensive, racist and sexist classes. In
this session, the focus is primarily on Tamil lan-
guage text data analysis. Various combination
of machine learning models have been used to
perform each tasks and do oversampling tech-
niques to train models on biased dataset.

1 Introduction

The digital age has fundamentally transformed our
information landscape, with social media emerg-
ing as a dominant force shaping how we interact
and engage with the world. While its benefits are
undeniable, the rapid spread of online hate has be-
come a pressing concern, posing significant threats
to trust, democracy, and societal cohesion. Unre-
stricted access to post any data that may be offen-
sive or abusive is a very important con of social
media. This issue is particularly acute in Dravidian
languages, where the lack of dedicated tools and
resources exacerbates the impact of negativity in
social media.

To address this challenge, significant research
efforts have been directed towards developing ad-
vanced models capable of effectively detecting and

categorizing various forms of harmful content in
online spaces. This paper delves into the develop-
ment of such models within the context of Tamil
text data, focusing on three critical tasks:

1. Multimodal Sentiment Analysis : This allows
for a nuanced understanding of expressed senti-
ment, ranging from highly positive to highly neg-
ative, offering valuable insights into online inter-
actions and fostering constructive dialogue. It is
trained with movie reviews and a supervised learn-
ing mode.

2. Multimodal Abusive Language Detection :
Recognizing the prevalence of online abuse, this
task focuses on building robust models that accu-
rately identify and classify abusive language within
Tamil text contexts. The models aim to improve
detection accuracy and create a safer online envi-
ronment by combating harmful interactions.

3. Multimodal Hate and Offensive Language De-
tection : Expanding beyond binary classification,
this task delves into the complexities of offensive
language by developing sophisticated models ca-
pable of accurately identifying and categorizing
diverse forms of harmful content in Tamil text data.
This includes nuanced distinctions between sub-
tle categories like caste-based discrimination, gen-
eral offensiveness, racism, and sexism, ultimately
paving the way for a more inclusive and respectful
online experience.

Through these tasks, the research presented in
this paper highlights the immense potential of mul-
timodal NLP and deep learning techniques in ana-
lyzing the complexities of communication within
Tamil text data. The developed models offer practi-
cal solutions for combating misinformation, foster-
ing trust, and promoting healthy online spaces.

The model traverses through different models
employed for each model, such as LSTM, K-
nearest neighbors, Linear Regression, Multinomial
Naive Bayes and others and explains the purpose
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for each method. Firstly the methodology and data
is analysed, which includes model description, pre-
vious models and disadvantages,then an overview
of obtained results, limitations, and conclusion with
the findings. The datasets that have been used are
(Premjith et al., 2023) , (Premjith et al., 2022) ,
(Chakravarthi et al., 2021). The overview of the
shared task is given in Findings of the Shared Task
on Multimodal Social Media Data Analysis in Dra-
vidian Languages (MSMDA-DL) (B et al., 2024).

2 Related work

Banerjee (Banerjee et al., 2020), has used an auto-
regressive XLNet model to perform sentiment anal-
ysis on code-mixed Tamil-English and Malayalam-
English datasets.

DravidianMultiModality: A Dataset for Multi-
modal Sentiment Analysis in Tamil and Malayalam
is a paper (Chakravarthi et al., 2021), where the
product or movies review videos were downloaded
from YouTube for Tamil and Malayalam. Next,
the captions were created for the videos with the
help of annotators and the videos were labelled for
sentiment.

In the paper (Ofli et al., 2020), they are doing
analysis on social media data using multi modal
deep learning for disaster response. They have used
CNN, image modality and others. By using these
models, they performed 2 tasks, Informativeness
classification task and humanitarian classification
task with F1 score 84.2 and 78.3 respectively.

3 Methodology and Data

3.1 Multimodal Sentiment Analysis

The fundamental goal of sentiment analysis us-
ing machine learning (ML) classification is to cre-
ate reliable and accurate models that can distin-
guish between positive, negative, highly negative,
highly positive and neutral comments. The model
is restricted to testing and training only on Tamil
dataset. The objective is to use labeled datasets
with examples ranging from highly positive to
highly negative to train the models. The primary
goal of the model is to develop algorithms that
can apply the trained features onto any Tamil text
content and determine the sentiment accurately.

The following dataset contains various movie
reviews of Tamil movies in Tamil text. The dataset
consists of 2 attributes namely the TextContent and
the corresponding sentiment label.

Figure 1: Training Data Bias

The dataset was very biased with high datapoints
corresponding to positive reviews and very few for
the others as shown in Figure-1.

With such a biased dataset, the two available op-
tions to train the model were to use OverSampling
such as Smote Analysis and test on development
data to test the best model, or to concatenate train-
ing and development data and obtain a train test
split to train the model and test it.

3.1.1 Trial 1 (Random Forest with SMOTE)
Methods: 1. Text preprocessing: removing punc-
tuation and converting to lowercase. 2. TF-IDF
vectorization for text features. 3. SMOTE for over-
sampling imbalanced classes. 4. Random Forest
Classifier for prediction. In this model some ba-
sic text preprocessing on train and development
data has been applied. Oversampled training data
has been used to train. Next using TF-IDF vec-
torizer text features are extracted. SMOTE is ap-
plied onto the training data to oversample. Then
a random-forest classifier has been used and the
model has been trained and tested on development
data to find F1 score. This method is likely suit-
able for simple text classification tasks but may
not capture long-range dependencies or word or-
der. And SMOTE has its disadvantages in classifi-
cation tasks. SMOTE involves creating synthetic
examples, which increases the size of the dataset.
This larger dataset can lead to increased compu-
tational complexity, especially for algorithms that
scale poorly with the number of instances.

3.1.2 Trial 2 (K-Nearest Neighbors with
SMOTE)

Methods: 1. Text preprocessing: removing punc-
tuation and converting to lowercase. 2. TF-IDF
vectorization for text features. 3. SMOTE for over-
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sampling imbalanced classes. 4. K nearest neigh-
bor for prediction. This method is very similar
to Trial 1 and thus follows a few disadvantages of
Trial-1 such as not being able to capture word order.
SMOTE focuses on generating synthetic instances
for the minority class. While this helps balance
class distribution, it does not address potential im-
balances within the majority class, and synthetic
instances may not accurately capture the character-
istics of the majority class. And also KNN can be
sensitive to noisy data and may lack interpretability
compared to other models.

3.1.3 Final Method (LSTM,KNN and Linear
Regression)

Methods: 1.Text preprocessing 2.Tokenization and
padding for LSTM input 3.K-Means clustering of
LSTM model predictions to extract high-level fea-
tures. 4.KNN classifier trained on clustered fea-
tures for added robustness. 5.Linear Regression on
clustered features for another prediction perspec-
tive. 6.Model saving and loading for prediction on
new data. In this model, considering the limitations
of Smote in classification tasks, training and devel-
opment data are merged and train test split is done
onto the concatenated dataset. This model com-
bines LSTM for capturing complex text patterns
with K-Means clustering for identifying latent fea-
tures and Linear Regression for class prediction.
LSTM offers an unfair advantage over other mod-
els as it is implemented using neural network and
takes into account word order for determining pat-
terns in the data. So it is best for feature extraction.
Then the outputs are clustered and offered into a
linear model for accurate prediction of test data.

3.1.4 Comparison of F1 scores
Table 1 shows the F1 scores for different models
on training and development data. The results are
evident to prove that the chosen model is advanced
in performance.

Model used F1 Score
Trial 1 0.228
Trial 2 0.228

Final Model 0.603

Table 1: Output Comparison

3.2 Multimodal Abusive Language Detection
In this subtask machine models are built such that
they effectively identify and classify abusive lan-

Figure 2: Task2 dataset

guage within the multimodal context of social me-
dia posts in Tamil. The dataset is classified into
abusive and non-abusive texts. Figure 2 shows the
provided dataset from codalab which is unbiased.

3.2.1 Model using LSTM, KMeans, KNN,
Logistic Regression

In this method, LSTM (Long short term memory)
has been used to identify sequence of words that
may be abusive, the features have been clustered
using K-Means and logistic regression has been
applied as it is a binary classification task. This is a
pretty decent model but does have a few limitations.
The model might be effective for complex abusive
language patterns but requires significant training
data and computation. Since the training dataset
is small, it may not be the perfect model. The
model is best suited for large datasets for its faster
adaptability.

3.2.2 Final Model using MNB
MultiNomial Naive Bayes is used for this task. It
is a lightweight probabilistic classifier based on
word frequency in different classes. The reason
this model is chosen is because the main reason a
statement can be found abusive is due to the pres-
ence of a single or a few offensive words and not on
the sequence of words. Thus a model using MNB
is better for this scenario. It can be easily integrated
into online systems because of its lightweight na-
ture.It also provides insights into the words and
phrases that contribute to the classification through
word frequency analysis.

3.2.3 Output classification
Table 2 will provide an insight onto the obtained
f1 scores of training and testing after a train test
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split and shows why the chosen model is better for
a small dataset

.

Model used F1 Score
Trial model 0.590
Final Model 0.791

Table 2: Output Comparison

3.3 Multimodal Hate and Offensive Language
Detection

In this task advanced models that accurately detect
and categorize hate speech and offensive language
in multimodal social media posts in Dravidian lan-
guages are developed. The data points in the dataset
are categorized into caste, offensive, racist and sex-
ist classes.

3.3.1 Trial 1 (Multinomial Naive Bayes)
In this task, MNB is used in same pattern as in
Subtask 2. The F1 score obtained is very less,
around 0.16. The reasons for the inefficiency can
be looked upon to the facts that the model may
not capture complex language patterns. Thus this
model is discarded and new model is used.

3.3.2 Final Code (Random Forest with
combined TF-IDF and Count vectors)

In this model we use Random Forest with two fea-
ture sets: TF-IDF for term weighting and Count
vectors for word frequency. The pros of the model
lies in the capability to capture both term impor-
tance and word frequency through combined fea-
tures. Though the F1 score obtained on train test
split on the training data was not great, reflecting to
the size and variability of dataset. Thus this model
is preferred despite the difficulty in its complex
training procedures.

3.3.3 Output Classification
Table 3 shows the classification of outputs of trial
model and final model, hence proving its efficiency
over others

Model F1 score
Trial Model 0.166
Final Model 0.371

Table 3: Output Classification

Tamil Sentimental Analysis
Team Run F1score(score) Rank

WitHub 3 0.244 1
Tamil Hate Speech Detection

Team Run F1score(score) Rank
WitHub 3 0.288 1

Tamil Abusive Language Detection
Team Run F1score(score) Rank

BinaryBeasts 1 0.714 1
WitHub 1 0.415 2

Table 4: Results

4 Experimental Result and Performance
Analysis

The prescribed models had been submitted to co-
dalab and the runs on the test data had been sub-
mitted. The submissions were evaluated and and
the results are as in Table 4. SubTask 1 got a F1
score of 0.244. Subtask 2 got a F1 score of 0.288
and Subtask 3 got a score of 0.415. From these
scores and corresponding ranks, we infer that the
prescribed models are very effective and adapted
to the dataset.

5 Limitations

The model is trained only over a small sample of
training data. There may be various other data
that should be included for better performance of
the model. And also, as linguistic trends change,
the model may be ineffective over time. We need
measures to prevent that too.

6 Conclusions

In conclusion, various models have been trained
and tested for each subtask. These models have
been trained only under a specific small dataset
and are adapted to it. The models prescribed are
best adapted to the small training datasets and are
proven to produce a good F1 score for each task.
The model can be improved by including online
learning techniques and reinforcement learning to
adapt to new data and trends and thus have an en-
hanced performance.

References
Premjth B, Jyothish Lal G, Sowmya V, Bharathi Raja

Chakravarthi, Nandhini K, Rajeswari Natarajan,
Abirami Murugappan, Bharathi B, Saranya Raji-
akodi, Rahul Ponnusamy, Jayanth Mohan, and Span-

232



dana Reddy Mekapati. 2024. Findings of the shared
task on multimodal social media data analysis in dra-
vidian languages (msmda-dl). In Proceedings of the
Fourth Workshop on Speech, Vision, and Language
Technologies for Dravidian Languages, Malta. Euro-
pean Chapter of the Association for Computational
Linguistics.

Shubhanker Banerjee, Arun Jayapal, and Sajeetha
Thavareesan. 2020. Nuig-shubhanker@ dravidian-
codemix-fire2020: Sentiment analysis of code-
mixed dravidian text using xlnet. arXiv preprint
arXiv:2010.07773.

Bharathi Raja Chakravarthi, KP Soman, Rahul Pon-
nusamy, Prasanna Kumar Kumaresan, Kingston Pal
Thamburaj, John P McCrae, et al. 2021. Dravid-
ianmultimodality: A dataset for multi-modal senti-
ment analysis in tamil and malayalam. arXiv preprint
arXiv:2106.04853.

Ferda Ofli, Firoj Alam, and Muhammad Imran. 2020.
Analysis of social media data using multimodal
deep learning for disaster response. arXiv preprint
arXiv:2004.11838.

B Premjith, Bharathi Raja Chakravarthi, Malliga Sub-
ramanian, B Bharathi, Soman Kp, V Dhanalakshmi,
K Sreelakshmi, Arunaggiri Pandian, and Prasanna
Kumaresan. 2022. Findings of the shared task on
multimodal sentiment analysis and troll meme clas-
sification in dravidian languages. In Proceedings of
the Second Workshop on Speech and Language Tech-
nologies for Dravidian Languages, pages 254–260.

B Premjith, V Sowmya, Bharathi Raja Chakravarthi,
Rajeswari Natarajan, K Nandhini, Abirami Muru-
gappan, B Bharathi, M Kaushik, Prasanth Sn, et al.
2023. Findings of the shared task on multimodal
abusive language detection and sentiment analysis in
tamil and malayalam. In Proceedings of the Third
Workshop on Speech and Language Technologies for
Dravidian Languages, pages 72–79.

233



Proceedings of the Fourth Workshop on Speech, Vision, and Language Technologies for Dravidian Languages, pages 234–239
March 22, 2024 ©2024 Association for Computational Linguistics

CUETSentimentSillies@DravidianLangTech-EACL2024:
Transformer-based Approach for Sentiment Analysis in Tamil and Tulu

Code-Mixed Texts
Zannatul Fardaush Tripty, Md. Arian Al Nafis, Antu Chowdhury, Jawad Hossain,

Shawly Ahsan, Avishek Das and Mohammed Moshiul Hoque
Department of Computer Science and Engineering

Chittagong University of Engineering and Technology, Bangladesh
{u1804030, u1804111, u1804112, u1704039, u1704057}@student.cuet.ac.bd,

{ avishek,moshiul_240}@cuet.ac.bd

Abstract
Sentiment analysis (SA) on social media re-
views has become a challenging research
agenda in recent years due to the exponen-
tial growth of textual content. Although sev-
eral effective solutions are available for SA in
high-resourced languages, it is considered a
critical problem for low-resourced languages.
This work introduces an automatic system for
analyzing sentiment in Tamil and Tulu code-
mixed languages. Several ML (DT, RF, MNB),
DL (CNN, BiLSTM, CNN+BiLSTM), and
transformer-based models (Indic-BERT, XLM-
RoBERTa, m-BERT) are investigated for SA
tasks using Tamil and Tulu code-mixed tex-
tual data. Experimental outcomes reveal that
the transformer-based models XLM-R and m-
BERT surpassed others in performance for
Tamil and Tulu, respectively. The proposed
XLM-R and m-BERT models attained macro
F1-scores of 0.258 (Tamil) and 0.468 (Tulu) on
test datasets, securing the 2nd and 5th positions,
respectively, in the shared task.

1 Introduction

Social media has changed how people network
and socialize, especially the younger generation,
and multilingual user interfaces allow people to
express their emotions in their native languages
(Ahmad and Singla, 2021; Patra et al., 2018; Tar-
ihoran and Sumirat, 2022). Sentiment analysis
(SA) may help firms assess their brand’s image
and sentiment and make informed customer rela-
tionship management and marketing choices. It
analyzes social media postings to detect user at-
titudes (Chakravarthi et al., 2020c). Code-mixed
texts greatly concern sentiment analysis. Many
multilingual societies use code-mixed texts, com-
bining words, morphemes, and phrases from two
or more languages (Chakravarthi et al., 2023). This
behavior is problematic for SA systems, mainly
when they utilize non-native scripts like Roman let-
ters to represent languages written in other scripts

(Hegde and Shashirekha, 2022). Coded language
texts need specialized sentiment analysis due to
language mixing and context-dependent emotions.
Scholars are improving security awareness meth-
ods to govern virtual communication’s growth
(Chakravarthi et al., 2021; Hegde et al., 2023).
The goal is to create a system that can classify
code-mixed sentiment polarity in Tamil-English
and Tulu-English code-mixed texts into four pre-
determined categories: positive, negative, mixed
feeling, and neutral/unknown state. The main con-
tributions of this study are:

• Developed numerous ML and DL methods
and fine-tuned transformers to classify textual
sentiment into four categories () for Tamil and
Tulu code-mixed datasets.

• Investigated the effectiveness of the developed
models for Tamil and Tulu subtasks, where
XLM-RoBERTa exceeded other models for
Tamil and m-BERT exceeded other models
for the Tulu language.

2 Related Work

Researchers studying several SA techniques tend to
focus on high-resource languages such as English
and Spanish. However, SA is also being studied
in code-mixed, low-resource languages. Shetty
(2023) trained various ML models for SA of Tamil
and Tulu code-mixed texts. The proposed method
yielded F1 scores of 0.14 and 0.204 in Tamil and
Tulu, respectively. To detect abusive comments
in code-mixed Tamil text, Bharathi and Varsha
(2022) employed BERT, m-BERT, and XLNet mod-
els. They obtained a weighted F1 score of 0.96 for
Tamil-English code-mixed text and a weighted F1
score of 0.59 for Tamil text. Babu and Eswari
(2021) improved sentiment analysis using Para-
phrase XLM-R on Dravidian code-mixed YouTube
comments. They trained the model using Tamil,
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Malayalam, and Kannada code-mixed language
datasets and achieved F1 scores of 71.1, 75.3, and
62.5, respectively. Chakravarthi et al. (2020a) cre-
ated a gold standard Tamil-English code-switched,
sentiment-annotated corpus containing 15,744 com-
ment posts from YouTube.

An m-BERT-based model utilized by Zhu and
Dong (2020) for SA where self-attention was em-
ployed to assign a weight to the output of the BiL-
STM. The proposed model achieved weighted av-
erage F1 scores of 0.73 and 0.64 in Malayalam
and Tamil, respectively. Rakshitha et al. (2021)
proposed a model that used Twitter APIs to collect
consumer reviews. TextBlob rated these reviews
and classified them as favorable, negative, or neu-
tral using a text classification algorithm. Ehsan
et al. (2023) developed BiLSTM network-based
models for sentiment analysis of code-mixed Tamil
and Tulu. ELMo embedding was trained on larger
unannotated code-mixed text corpora. The pro-
posed model achieved macro F1-scores of 0.2877
and 0.5133 on Tamil and Tulu code-mixed datasets,
respectively.

3 Task and Dataset Descriptions

The goal of this task is sentiment analysis in Tamil
and Tulu, explicitly focusing on determining senti-
ment polarity in social media comments. This task
aimed to develop two systems that can individu-
ally identify sentiment polarity from a given set of
texts in Tamil or Tulu. To achieve this, we utilized
the corpora provided by the shared task organiz-
ers1 for sentiment analysis in Tamil (Chakravarthi
et al., 2020b) and Tulu (Hegde et al., 2022). The
task required classifying texts into four predefined
classes, positive, negative, mixed feeling, and neu-
tral/unknown state, for Tamil and Tulu code-mixed
texts.

Table 1 summarizes the Tamil dataset. The com-
bined training and development sets for Tamil ex-
hibited the highest number of samples for the pos-
itive class (22,327 texts). Subsequently, the un-
known state category comprised 6,239 texts, while
negative had 4,751 texts, and mixed feelings had
4,559 texts, each containing fewer instances than
the positive class. The Tulu dataset was divided
into three subsets: training, development, and test-
ing, containing 6,945, 500, and 501 samples, re-
spectively (Table 2). The dataset demonstrated an

1https://sites.google.com/view/dravidianlangtech-
2024/home

uneven distribution among classes, with the posi-
tive class having the most samples with 3,831 texts,
neutral with 2,118 texts, negative with 796 texts,
and mixed feelings with 1,201 texts having fewer
samples. Text lengths in the dataset varied from
one word to 261 words, with an average length of
7 words.

Classes Train+Dev Test Total words
Positive 22327 73 208365

Positive (after augmentation) 22327 73 187294
Unknown state 6239 137 69311

Unknown state (after augmentation) 17135 137 177181
Negative 4751 338 51459

Negative (after augmentation) 14040 338 188356
Mixed feelings 4458 101 64844

Mixed feelings (after augmentation) 13461 101 133810

Table 1: Tamil dataset statistics before and after aug-
mentation

Classes Train Dev Test Total words
Positive 3352 231 248 22298
Negative 698 55 43 4658
Neutral 1854 124 140 12738

Mixed feelings 1041 90 70 7033
Total 6945 500 501 46727

Table 2: Tulu Dataset Statistics

4 Methodology

This section summarized the methods and tech-
niques applied for sentiment analysis in Tamil and
Tulu. Figure 1 outlines the employed techniques
for SA in Tamil and Tulu.

Figure 1: Abstract outlines of textual SA in Tamil and
Tulu
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4.1 Data Augmentation

The Tamil dataset 1 before augmentation exhibited
an imbalance, specifically in the unknown state,
negative, and mixed feelings classes, with fewer
samples compared to the positive class. We merged
the training and development sets to rectify this to
minimize the class distribution gap. Additionally,
we applied back translation using Google Transla-
tor for data augmentation. Google Translator was
selected for its widespread availability and proven
effectiveness in generating diverse language varia-
tions. The back translation process involved itera-
tively translating sentences from Tamil to another
language and then back to Tamil, introducing nu-
anced variations. After augmentation, there were
notable shifts in class distribution: the unknown
state class increased to 17,135 texts, the negative
class reached 14,040 texts, and the mixed feelings
class grew to 13,461 texts. This combined strat-
egy of merging datasets and the back translation
method aimed to broaden the dataset’s scope and
ensure a more representative distribution of senti-
ment classes, specifically addressing data scarcity
in the unknown-state, harmful, and mixed feelings
categories. This precise approach enhanced the
dataset’s robustness and reliability for subsequent
analysis and model development.

4.2 Preprocessing

The dataset obtained from YouTube comments un-
derwent preprocessing to ensure that it was clear of
irrelevant information. This process involved the
elimination of emojis, punctuation, spaces, URLs,
and numerical texts. English letters are transformed
to lowercase. To enhance linguistic relevance, com-
mon stopwords were manually eliminated based
on a curated list obtained from a Tamil stopwords
repository on GitHub2. Similarly, for the Tulu lan-
guage, English stop words were excluded. We also
identified and removed Tamil and Tulu’s ten most
frequently occurring words.

4.3 Training

The initial step involved extracting features using
various feature extraction techniques and apply-
ing different ML, DL, and transformer-based ap-
proaches.

ML Baselines: TF-IDF (Nayel, 2020) values
were used as features for training ML models based
on unigram features. Additionally, bag-of-words

2https://gist.github.com/arulrajnet

(BoW) representations are also utilized for feature
extraction. Traditional ML-based methods, includ-
ing RF, DT, and MNB, were employed for senti-
ment analysis. In the DT model, the regularization
parameter was set to 2. RF was implemented with
100 estimators (n_estimator 100) to enhance its
predictive performance.

DL Baselines: Three DL models, CNN, BiL-
STM, and CNN+BiLSTM, along with FastText
(Joulin et al., 2016) and Keras embeddings, were
employed for sentiment analysis. In the CNN
model, the process began with an embedding layer,
followed by three convolutional layers featuring 64,
32, and 16 filters. MaxPooling layers were added
after convolution layers for feature reduction. In
the BiLSTM model, the embedding layer was fol-
lowed by two BiLSTM layers with 32 and 16 units,
respectively, capturing information bi-directionally.
The resulting sequences were flattened, and a dense
layer with softmax activation was added for classi-
fication. In the CNN+BiLSTM model, the embed-
ding layer was followed by a convolutional layer
with 128 filters and a kernel size of 5. A BiLSTM
with 32 units and a dropout rate (0.2) is added after
the convolution layer.

Transformers: Three transformer-based mod-
els, XLM-RoBERTA (Conneau et al., 2019), Indic-
BERT (Kakwani et al., 2020), and m-BERT (De-
vlin et al., 2018), were utilized for SA in Tamil and
Tulu. This work used the same hyperparameters
for Tamil and Tulu subtasks training. Specifically,
during the training of all transformers, we used
the Adafactor optimizer with a consistent learn-
ing rate of 2e-5 over 10 epochs, incorporating a
warm-up ratio of 0.1 for a smoother initialization.
To improve stability, gradient accumulation steps
were doubled to 2. A weight decay of 0.01 was ap-
plied to regularize the training process. Fine-tuned
hyperparameter values allowed us to do extensive
training and optimization of the model parameters.
The choice of a batch size of 16 facilitated effi-
cient processing and updating of the model weights
during each iteration.

5 Results and Analysis

Table 3 displays the results of various employed
approaches for the SA task on the Tamil test set,
with the XLM-RoBERTA model leading among
transformers with a macro F1 score (0.258). The
RF model with BoW surpassed other ML models,
achieving the highest macro F1 score (0.248). No-
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tably, the CNN+BiLSTM model exhibited superior
performance compared to other DL models.

Classifier P R F
DT (TF-IDF) 0.247 0.251 0.237
RF (TF-IDF) 0.270 0.26 0.24
MNB (TF-IDF) 0.324 0.27 0.213
DT (BoW) 0.280 0.297 0.248
RF (BoW) 0.228 0.252 0.056
MNB (BoW) 0.282 0.248 0.185
CNN (Keras) 0.235 0.232 0.214
BiLSTM (Keras) 0.262 0.258 0.253
C+B (Keras) 0.250 0.257 0.241
CNN (FastText) 0.220 0.230 0.137
BiLSTM (FastText) 0.239 0.240 0.147
C+B (FastText) 0.234 0.236 0.148
m-BERT 0.275 0.269 0.255
XLM-RoBERTa 0.288 0.27 0.258
Indic-BERT 0.276 0.265 0.252

Table 3: Performance of various models on the Tamil
test set where P, R, and F denote precision, recall, and
macro F1-score, respectively, and C+B represents the
CNN+BiLSTM model

For the Tulu test set, as shown in Table 4, the
m-BERT model excelled among transformer mod-
els, attaining the highest macro F1 score of 0.468.
Among ML models, the RF model with BoW stood
out with the highest macro F1 score of 0.449, while
within DL models, BiLSTM with Fasttext emerged
as the top performer with macro F1 of 0.394.

5.1 Error Analysis
The best-performed models (XLM-RoBERTa for
Tamil texts, and m-BERT for Tulu texts) are further
investigated to understand better insights regarding
the performance using quantitative and qualitative
analysis.

Quantitative Analysis: The confusion matrix
is used for error analysis for both Tamil (Figure 2)
and Tulu (Figure 3) datasets.

In Tamil, we found that the model did well with
TPR of 33.13% and 28.46% negative and unknown
state, respectively. However, the positive class had
a lower TPR of 20.54%, meaning the model strug-
gled to identify positive sentiments. The confusion
matrix for Tulu revealed a True Positive Rate (TPR)
of 90.70% for the positive class. Conversely, the
mixed feeling class exhibited the lowest TPR of
10%. Notably, the model misidentified 35 mixed-
feeling class text samples as neutral, indicating
difficulty distinguishing between texts conveying

Classifier P R F
DT (TF-IDF) 0.442 0.449 0.443
RF (TF-IDF) 0.465 0.434 0.424
MNB (TF-IDF) 0.565 0.360 0.334
DT (BoW) 0.420 0.431 0.436
RF (BoW) 0.518 0.459 0.449
MNB (BoW) 0.514 0.428 0.427
CNN (Keras) 0.370 0.405 0.383
BiLSTM (Keras) 0.380 0.373 0.357
C+B (Keras) 0.379 0.374 0.367
CNN (Fasttext) 0.379 0.374 0.367
BiLSTM (Fasttext) 0.444 0.394 0.394
C+B (Fasttext) 0.379 0.374 0.367
m-BERT 0.512 0.468 0.468
XLM-RoBERTa 0.454 0.405 0.387
indic-BERT 0.307 0.399 0.344

Table 4: Performance of various models on the Tulu
test set where P, R, and F denote precision, recall, and
macro F1-score, respectively, and C+B represents the
CNN+BiLSTM model

Figure 2: Confusion matrix of XLM-RoBERTA for
Tamil test set

mixed feelings and those with neutral sentiments.
This challenge arose due to the nuanced similarity
in meaning between texts with mixed feelings and
those that are neutral, leading to frequent misclas-
sifications, primarily for the neutral class.

5.2 Qualitative Analysis:

Figure 4 illustrates some predicted outcomes by the
best-performed model (XLM-RoBERTa) for Tamil
SA task. It is revealed that the proposed model
demonstrated accurate predictions for sample 2
while other samples were misclassified. It exhibited
challenges in correctly categorizing text samples
1,3,4. Especially for texts of mixed-feelings and
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Figure 3: Confusion matrix of m-BERT for Tulu test set

unknown state categories. Because texts of these
two categories were semantically analogous.

Figure 4: A few examples of predicted output by the
proposed (XLM-RoBERTa) model for Tamil SA task.
The corresponding english texts were translated using
‘Google Translator’)

Figure 5 presents a few predicted samples by
the best-performed model (m-BERT) for Tulu SA
task. It is shown that the proposed model depicted
correct predictions for text samples 1 and 3. How-
ever, it failed to classify neutral and mixed-feelings
properly as their texts were semantically similar.
Therefore, the proposed model classified neutral
texts as mixed feelings and mixed feelings as neu-
tral.

Limitations

Despite these developments, several obstacles, such
as the need for pre-trained transformer models,
limit our capacity to use current language represen-
tations effectively. Although a single pre-trained
model has been identified and made available for
Tamil, there needs to be a similar resource for Tulu

Figure 5: Some examples of predicted output by the
m-BERT model for Tulu SA task

presents a more significant obstacle, restricting
the extent and effectiveness of language process-
ing endeavors. Lower accuracy is also a result of
the model’s inability to learn patterns for minority
classes due to the small sample size and notable
class imbalance in the datasets. The lack of re-
sources for data augmentation as back translation,
particularly in Tulu’s case, makes addressing this
imbalance even more difficult.

6 Conclusion

This paper investigated different ML, DL, and
transformer-based models for categorizing textual
sentiment in Tamil and Tulu. The experimental
results revealed that the XLM-RoBERTa model
obtained the highest macro F1 score (0.258) for
the Tamil textual comments, whereas the m-BERT
model scored the best (0.468) for the Tulu texts.
For future research, collaborative efforts are neces-
sary to create resources, especially for low-resource
languages like Tamil and Tulu, and add more di-
verse data to the existing corpora. Additionally,
improving the performance of sentiment analysis
models for these languages will depend heavily on
developments in pre-training methods and the avail-
ability of more thorough language representations.
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Abstract

Even though the improper use of social media
is increasing nowadays, there is also technol-
ogy that brings solutions. Here, improperness
is posting hate and offensive speech that might
harm an individual or group. Hate speech refers
to an insult toward an individual or group based
on their identities. Spreading it on social media
platforms is a serious problem for society. The
solution, on the other hand, is the availability
of natural language processing(NLP) technol-
ogy that is capable to detect and handle such
problems. This paper presents the detection
of social media’s hate and offensive speech in
the code-mixed Telugu language. For this, the
task and golden standard dataset were provided
for us by the shared task organizer (Dravidi-
anLangTech@EACL 2024)1. To this end, we
have employed the TF-IDF technique for nu-
meric feature extraction and used a random
forest algorithm for modeling hate speech de-
tection. Finally, the developed model was eval-
uated on the test dataset and achieved 0.492
macro-F1.

1 Introduction

The growth of communication technology over the
past few decades has resulted in a ballooning user
active participation on social media. Social media
is highly utilized for a wide range of activities, in-
cluding news, business, advertising, etc. However,
it simultaneously raises hate and offensive speech
(Saleh et al., 2023). One of the reasons for this
prevalence is users post improper information on
social media. Hate speech on the social media plat-
form can be in the form of text, images, or videos.
The text mode, particularly is the most prevalent
type of harmful content on social media (Bade and
Seid, 2018). Hate speech refers to an insult that
is aimed toward an individual or group based on

1https://codalab.lisn.upsaclay.fr/
competitions/16095

identities including race, gender, minorities, politi-
cal parties, religion, nationality, and public figures
(Yigezu et al., 2023d). Today, several federal and
international organizations pledged to combat hate
speech online (Yasaswini et al., 2021; Ghanghor
et al., 2021). However, many communities use mul-
tiple languages and mix their opinion in text mode,
so the identification becomes complicated manu-
ally. Telugu, one of the Dravidian languages expe-
riences code-mixed practice and is subjected to this
complication. Code mixing is the mingling of two
or more languages, and it can be difficult to iden-
tify toxicity in the multilingual statements (Priyad-
harshini et al., 2023; Yigezu et al., 2023c). In this
regard, a shared task(DravidianLangTech@EACL
2024) opened a door to participate in the detection
of Telugu social media hate and offensive speech
by providing golden standard datasets. This shared
task offered an opportunity for researchers to come
up with solutions leveraging existing technology
to identify hate speech and objectionable pieces of
information. This study aims to determine whether
a given comment in code-mixed Telugu language
contains hate and offensive content and anticipated
that the study will improve the detecting efficiency
and handle all aspects of language.

2 Related Works

Hate speech spreading on the internet is a seri-
ous problem for society, and platforms need to
identify objectionable information (Okechukwu
et al., 2023). Numerous studies have been con-
ducted to identify hate speech using different ap-
proaches with different levels of performance mea-
sures (Okechukwu et al., 2023). Hate speech recog-
nition work has been modeled in research as a text
classification issue and determines a message’s
classes from its text as hate speech or non-hate
(Madhu et al., 2023). The study (Al-Dabet et al.,
2023) presents a transformer-based method to deal
with the problem of offensive speech detection.
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This model was validated using a combination of
four benchmark Twitter Arabic datasets annotated
for hate speech detection tasks including the work-
shop (OSACT5 2022) shared task dataset. The
demonstrated model was able to recognize offen-
sive speech in Arabic tweets with 87.15% accuracy
and 83.6 % F1 score. Similarly, in the work con-
ducted (Okechukwu et al., 2023), hate speech was
detected using the Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) with a majority vot-
ing ensemble learning classification Model. The
model’s accuracy was 95%, and its F-Measure was
95%. It made use of a Kaggle.com dataset that was
accessible to the public.

In the study (Abbes et al., 2023), a deep learning
method for identifying harmful and hostile content
on Arabic social media platforms like Facebook
was proposed. The researchers collected 2,000
Facebook comments in the Tunisian dialect and
created two models: a Bi-LSTM based on an atten-
tion mechanism combining the BERT for Facebook
comment classification toward hate speech detec-
tion. After evaluating the suggested model, an accu-
racy of 98.89% was attained. The researchers used
a transformer-based model in (Bilal et al., 2023)
to categorize hate speech in Roman Urdu. Fur-
thermore, the first Roman Urdu pre-trained BERT
model, known as BERT-RU, was created in this
work. This research utilized the BERT’s capa-
bilities starting from scratch and trained on the
biggest Roman Urdu dataset, which consists of
173,714 text messages. With scores of 96.70%,
97.25%, 96.74%, and 97.89% in accuracy, preci-
sion, recall, and F-measure, respectively, the cre-
ated transformer-based model has met the perfor-
mance metrics.

3 System Description

In this section, we offer thorough information re-
garding the dataset and the details of experimental
tools . Moreover, it dives into the format of datasets,
preprocessing, and the experimental details.

3.1 Datasets

In the real world, the problems are always existing
until the solutions are investigated. To investigate
solutions for computational linguistic challenges,
the availability of data is crucial (Bade, 2021; Bade
and Afaro, 2018). The dataset for this particular
task was provided on Codalab by the Shared_task
(DravidianLangTech@EACL 2024) organizer (Pre-

mjth et al., 2024). The dataset is arranged in three
different lists training, development, and test set.
The training and development data sets are made
available when we register for the competition on
the Codalab and the test set was released when ten
days left for the run submission deadline.

Table 1: Sample data statistics in both training and test
data of Telugu language

Text Label Dataset lists # of records
Jagan meeda jaganke visvasam ledu anduke hate training 4000

Students tho adukovtam thappu non-hate
Gudivada king true leader non hate

Anna gurinchi chili excellent ga cheppindi — Testing 500
Arey budder khan nuvvu asalu —

Table 1 shows sample instances of both training
and testing data, the class feature or label, and the
record size in both lists. Telugu uses Arabic scripts
in addition to Latin but the table skipped the Arabic
text to sample due to Unicode issue.

3.2 Preprocessing
Preprocessing is the process of preparing raw data
for machine learning algorithms by cleaning, con-
verting, and organizing the data rendering it to the
machine. It is the vital stage that fills in the gaps
between raw data and useful insights because raw
data is rarely in an ideal state (Tonja et al., 2022).
During the data preparation phase of machine learn-
ing tasks, there are typical or standard activities
that we should use. The following are some among
others.

Importing dependency libraries:- There are
two libraries that we must always bring in. A li-
brary containing mathematical functions is called
NumPy and the library used to import and manage
the ‘CSV’ data sets is called Pandas.

Loading the data set:- In most cases, data sets
are offered in a csv format. Tabular data is stored
in plain text in a CSV file. In a file, every line
represents a data record. To read a local CSV file
as a data frame, the pandas library’s (read_csv)
function was utilized.

Handling Missing Data:- In real-world datasets,
handling missing data is a prevalent difficulty. Pre-
processing methods like imputation and the re-
moval of missing data or null values ensure that
the model is fed accurate and comprehensive data.
For a variety of reasons, data may be missing,
and it must be handled to prevent our machine-
learning model from performing worse (Tash et al.).
In addition, we used “raw[’category’].fillna(0, in-
place=True)” to handle empty strings of class label.
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Data Cleaning:- is finding and fixing inaccura-
cies or flaws in the data (Yigezu et al., 2023b). In
this regard, researchers explored the dataset listing
and applied all needed.
Handling Outliers:- Anomalies that drastically de-
part from the average might cause distortions in
learning. Preprocessing techniques such as trans-
formation or scaling lessen the negative effects of
outliers on model performance (Shahiki-Tash et al.,
2023).
Data Encoding:- Since machine learning algo-
rithms usually operate on numerical data, it is
necessary to properly encode our text inputs in
numerical equivalent (Yigezu et al., 2023a). To
do so we have specifically used the TF-IDF text
vectorization technique. It preserves the seman-
tics and instance positions in addition to con-
verting the provided text into a numeric repre-
sentation (Yigezu et al., 2023e). However, in
the case of converting ‘class label’, we used
the "to_numeric()" function as “raw[’category’] =
pd.to_numeric(raw[’category’], errors=’coerce’)".

3.3 Model Selection and Experimentation

The selected machine learnig model for this study
is random forest.This is because several decision
trees are combined in random forest, an ensemble
learning technique to produce predictions that are
more reliable and accurate. In a random forest, ev-
ery decision tree is trained using a random subset
of features and a random subset of the data (boot-
strap samples). The diversity among the individual
trees is increased and overfitting is lessened by this
randomization (Yigezu et al., 2023b). During pre-
diction, the ultimate result is established by combin-
ing all of the trees’ predictions, either by average
(for regression) or by majority voting (for classifica-
tion). The capacity to manage complicated datasets,
high-dimensional data, and non-linear interactions
is a well-known feature of random forests. They
are also frequently utilized in machine learning ap-
plications and are less prone to overfitting than a
single decision tree (Destaw et al., 2022).

Experimental setup:- This section discusses the
details of the developmental tool and the depen-
dency libraries we used. For this research, we used
Jupyter Notebook3 which is the Integrated Devel-
opment Environment(IDE) of Python. After the
tool setup was finished, we imported the four basic
dependency libraries known as pandas, TfidfVec-
torizer, RandomForest, Joblib. Among those, the

first three(pandas, TfidfVectorizer, RandomForest)
are found in the Sklearn module. At the usage
level, Pandas library is used to read CSV files from
the local drive to a Python-run environment, Tfid-
fVectorizer is for converting text data inputs into
a numerical representation, and RandomForest is
the principal algorithm to train the input data based
on the predefined class. Finally, joblib which is a
standalone module for saving the trained model for
later use.

4 Result and Discussion

The Random Forest algorithm-based model was
developed and classified the test dataset into two
classes as they are presented in training data.

Table 2: Class label test data overview of manually or by
annotator classified and machine or our model classified
classification distribution.

Class Manually classified Machine classified
Non-hate 250 375

Hate 250 125
Total 500 500

As we can see from Table 2, our model classified
125 instances of the class label "Hate" as a "Non-
hate" incorrectly. It also indicates that the model is
more biased toward the ’non-hate’ category. The
Figure 1 shows in more detail below.

Figure 1: The diagrammatical representation of how the
model classified the given test datasets.

According to the result published by the orga-
nizer, the model has also been evaluated in terms
of macro-F1 scores to assess its performance and
performed a 0.4921 macro-F1 score on the test
dataset.
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5 Conclusion

In this particular task, we have developed a model
to classify social media posts into two binary
classes hate and non-hate. The model has used the
Random Forest algorithm method. The numeric
features are extracted using TF-IDF techniques.
The newly developed model has been evaluated
with the new unseen test dataset and less performed
on a selected algorithm for Telugu language text
data.

6 Future work

Since social media posts that detect the posts of im-
proper speech are critical, the jobs ought to be trans-
ferred into other various languages. Furthermore,
by offering additional algorithms for the languages
utilized here and expanding the number of dataset
sizes, the performance of the suggested model in
this study should be enhanced.
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7 Limitation and Ethics Statement

Finding words outside of one’s lexicon or linguistic
occurrences that were not taken into consideration
during preprocessing are limitations. Code-mixing
can bring linguistic variances that the current lan-
guage processing algorithms may not be able to
handle well enough, which could result in incor-
rect classifications. Future studies could improve
the model’s performance and generalization capac-
ities by addressing these linguistic issues. Notably,
out of all the participating systems, our method
achieved the 24th rank in the shared job. Our
model performs well in classifying hate and of-
fensive comments in code-mixed text, even in the
face of competition from other participants and ob-
stacles in the competition. Furthermore, our work

obeyed the computational ethics2.
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Abstract

Fake news misleads people and may lead
to real-world miscommunication and injury.
Removing misinformation encourages critical
thinking, democracy, and the prevention of ha-
tred, fear, and misunderstanding. Identifying
and removing fake news and developing a de-
tection system is essential for reliable, accurate,
and clear information. Therefore, a shared task
was organized to detect fake news in Malay-
alam. This paper presents a system developed
for the shared task of detecting and classify-
ing fake news in Malayalam. The approach
involves a combination of machine learning
models (LR, DT, RF, MNB), deep learning
models (CNN, BiLSTM, CNN+BiLSTM), and
transformer-based models (Indic-BERT, XLM-
R, Malayalam-BERT, m-BERT) for both sub-
tasks. The experimental results demonstrate
that transformer-based models, specifically m-
BERT and Malayalam-BERT, outperformed
others. The m-BERT model achieved superior
performance in subtask 1 with macro F1-scores
of 0.84, and Malayalam-BERT outperformed
the other models in subtask 2 with macro F1-
scores of 0.496, securing us the 5th and 2nd

positions in subtask 1 and subtask 2, respec-
tively.

1 Introduction

Social media has fundamentally transformed how
we receive and exchange information in the digital
era. But social media is also a source of false news,
misinformation, and content emphasized by sensa-
tionalism, manipulation, and propaganda (Rohera
et al., 2022). So the adoption of social media is
very significant for awareness, but the authenticity
of news is the cause of concern as some sources of
news are not reliable (Choudhary and Arora, 2021).
However, incorrect information may swiftly spread,
sway public opinion, cause conflict, and advance
agendas. Social media fake news undermines truth,
democracy, and social unity (Bharathi et al., 2021).

Propaganda raises public safety concerns. Finan-
cial losses and stock market fluctuations can result
from rumors or false information about companies.
So to maintain social cohesion, protect against cy-
ber threats, and promote ethical journalism, it is
important to detect fake news. Sometimes fake
news can hamper the reputation of individuals, or-
ganizations, or businesses. So it is important to
identify and correct false information to protect the
integrity of affected people. Therefore, automated
fake news identification is of utmost priority in to-
day’s digital age. Fake news detection has been
a prominent subject of study, with academics ex-
amining different methodologies, databases, and
NLP solutions to handle this issue (Oshikawa et al.,
2018). This work aims to develop a system that
can classify news into original and fake for subtask
1 and classify a text into four predefined categories
for subtask 2. The key contributions of this work
are illustrated in the following:

• Developed several ML and DL techniques to
detect and categorize fake news.

• Investigated the performance of the models to
find the right approach for the classification
of social media text and performed in-depth
error analysis, offering important insight into
classifying text.

2 Related Work

Recent studies have made significant strides in de-
tecting fake news in Dravidian languages. A Dra-
vidian dataset was introduced by Raja et al. (2023),
and they utilized unique adaptive learning to fine-
tune transformer models. Their work demonstrated
the effectiveness of transfer learning algorithms,
with transformer models, particularly m-BERT and
XLM-RoBERTa, outperforming other approaches.
In another study, transformer models, including m-
BERT, AL-BERT, BERT, and XLNet, were inves-
tigated by Balaji et al. (2023) to detect fraudulent
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content. Among these models, m-BERT exhibited
the best performance.

Bala and Krishnamurthy (2023) employed
Google’s MuRIL model with a curated dataset of la-
beled Dravidian data to detect fake news. By lever-
aging fine-tuning techniques, their work showcased
the effectiveness of the "mural-base-cased" model
in identifying fake news. To detect fake news in
Malayalam, Coelho et al. (2023) used LR, MNB,
and an ensemble model (MNB, LR, and SVM).
Among the three models, the ensemble model per-
formed the best with a macro F1-score of 0.831.

Kumari et al. (2023) utilized fine-tuning tech-
niques on the IndicBERT model (macro F1 score
of 0.78) for detecting misinformation in Dravid-
ian languages. They employed SBERT sentence
embedding, DNN-based classification, and an
ensemble classifier to accurately categorize text.
Chakravarthi et al. (2023) focused on categorizing
code-mixed social media comments and posts into
offensive or not offensive at different levels and
presented a multilingual MPNet and CNN fusion
model with weighted average F1-scores of 0.85,
0.98, and 0.76 for Tamil, Malayalam, and Kannada,
respectively.

Kaliyar et al. (2021) proposed FakeBERT, a
BERT-based deep learning strategy, to identify
bogus news. They also employed deep learning-
based models, including CNN and LSTM. The pro-
posed FakeBERT model outperformed the other
models with an accuracy of 0.989. Hossain et al.
(2022) employed Logistic Regression to detect
the abusive language in Tamil text. The LR and
CNN+BiLSTM models outperformed the others,
with LR achieving a higher recall value (0.44) than
CNN+BiLSTM (0.36).

For the fake news detection task in the Urdu lan-
guage, Kalra et al. (2022) utilized an ensemble of
transformer models. Tula et al. (2021) proposed a
multilingual ensemble-based model for identifying
offensive content in low-resource Dravidian lan-
guages. The mode achieved an F1-score of 0.97,
0.75, and 0.70 for the Malayalam, Tamil, and Kan-
nada datasets, respectively. Monti et al. (2019) pro-
posed a novel automatic fake news detection model
based on geometric deep learning. The authors
achieved high accuracy for fake news detection
with an ROC AUC score of 92.7%.

3 Task and Dataset Description

This shared task Subramanian et al. (2024) was
organized by the organizers to detect and classify
fake news. The shared task1 included two sub-
tasks: subtask 1 focused on classifying text as
‘Original’ or ‘Fake’ news and subtask 2 targeted to
categorize texts into ‘False’, ‘Half True’, ‘Mostly
False’, ‘Partly False’ and ‘Mostly True’. For sub-
task 1, a system was developed to classify texts as
fake or original using a corpus created by Malliga
et al. (2023). The dataset included 5091 texts
from YouTube comments of varying lengths in the
Malayalam language. The training, validation, and
test sets contained 3257, 815, and 1019 texts, re-
spectively, divided into ‘Original’ and ‘Fake’ cat-
egories. ‘Original’ texts comprise 14031 words,
while fake texts contain 23198 words (Table 1).

Classes Train Valid Test Total Words
Original 1658 409 512 14031

Fake 1599 406 507 23198
Total 3257 815 1019 37229

Table 1: Dataset statistics of subtask 1

The aim of subtask 2 was to classify texts into
five categories, each defined by the degree of misin-
formation. The dataset consisted of 1919 texts from
Malayalam language YouTube comments. The
training set had 1669 texts and the test set had
250 texts (Table 2). Text lengths varied from 3 to
36 words, with an average of 10 words.

Classes Train Test Total Words
False 1246 149 12185

Mostly False 239 63 2380
Half True 141 24 1462

Partly False 42 14 363
Mostly True 1 0 8

Total 1669 250 16398

Table 2: Dataset statistics of subtask 2

4 Methodology

We developed a framework for detecting and clas-
sifying fake news in the Malayalam language. Ini-
tially, data preprocessing was conducted to clean
the data. Features were extracted using TF-IDF

1https://codalab.lisn.upsaclay.fr/
competitions/16055
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(Nayel, 2020) for the machine learning (ML) mod-
els, while FastText (Joulin et al., 2016) embeddings
were utilized for deep learning (DL) models. Var-
ious ML, DL, and transformer-based techniques
were subsequently employed for classification pur-
poses. The graphical representation of our method-
ology is depicted in Figure 1.

Figure 1: Proposed methodology for fake news detec-
tion and classification

4.1 Data Augmentation

In subtask 2, a noticeable class imbalance ex-
isted, particularly in the ‘Mostly True’ class, which
contained only one sample. To tackle this, we
adopted the back translation technique to augment
all classes except the class of ‘False’. This tech-
nique enhanced dataset balance by iteratively trans-
lating sentences from Malayalam to another lan-
guage and back, as detailed in Table 3.

Classes Train Total Words
False 1246 12185

Mostly False 671 6819
Half True 399 4148

Partly False 122 1074
Mostly True 3 21

Total 2441 24247

Table 3: Training set statistics of subtask 2 after aug-
mentation

4.2 Preprocessing

For effective training and evaluation, we conducted
preprocessing on datasets, like removing emojis,
punctuation, extra spaces, URLs, and numerical

texts. We considered the five most frequent stop-
words and removed them. For subtask 1, English
stopwords in the corpus were also removed. This
streamlined preprocessing ensured standardized
and refined textual datasets for analysis.

4.3 Training

In this section, we provide a detailed overview of
the architectures of various models. The first step
in both cases was to extract features using different
feature extraction techniques and then apply vari-
ous machine learning (ML) and deep learning (DL)
algorithms. Furthermore, as depicted in Figure
1, the system development also utilized different
transformer models.

4.3.1 ML Baseline
TF-IDF values for unigram features have been
used as features for training ML models. Vari-
ous conventional machine learning methods were
employed for the detection of fake news. These
methods include Logistic Regression (LR), Ran-
dom Forest (RF), Decision Tree (DT), and Multi-
nomial Naive Bayes (MNB). In the LR and DT
models, the regularization parameter (C value) was
set to 2. For Random Forest, we implemented 100
estimators (n_estimators = 100) to enhance its pre-
dictive performance.

4.3.2 DL Baseline
Three deep learning models CNN, BiLSTM, and
CNN+BiLSTM were employed for fake news de-
tection and classification. In the CNN model, the
embedding layer was followed by three convolu-
tional layers featuring 64, 32, and 16 filters, each ac-
tivated by ReLU. The convolution layers were fol-
lowed by MaxPooling layers for feature reduction.
For the BiLSTM model, the embedding layer was
followed by two bidirectional LSTM layers with
32 and 16 units. The resulting sequences were flat-
tened and directed into a dense layer with softmax
activation for classification. In the CNN+BiLSTM
hybrid model, the embedding layer was followed
by a convolutional layer with 128 filters and a ker-
nel of 5 and a BiLSTM layer with 32 units with a
dropout rate of 0.2.

4.3.3 Transformers
Considering the current trend of transformers, we
also utilized pre-trained transformer-based models
including XLM-R (Conneau et al., 2019), m-BERT
(Joshi, 2022), Indic-BERT (Kakwani et al., 2020),
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and Malayalam-BERT (Joshi, 2022). The learn-
ing rate was 2e−5 with a 0.1 warm-up ratio, and
stability was improved by doubling gradient accu-
mulation steps to 2. We applied a weight decay
of 0.01 and used a linear learning rate scheduler
over a 10-epoch training period. We employed the
Adafactor optimizer and used a batch size of 16 for
both training and evaluation.

5 Experiments and Results

The performance of various methods on the test
set is presented in Table 4 and Table 5 for subtask
1 and subtask 2, respectively. From the results
displayed in Table 4, it’s evident that transformer-
based models outperformed ML and DL models
in subtask 1, with the m-BERT model achieving
the highest macro F1 score of 0.84. Among the DL
models, BiLSTM exhibited the highest macro F1
score of 0.782.

Classifier P R F
LR 0.83 0.82 0.82
DT 0.75 0.74 0.74
RF 0.79 0.77 0.76
MNB 0.83 0.83 0.83
CNN 0.714 0.650 0.622
BiLSTM 0.785 0.782 0.782
CNN + BiLSTM 0.714 0.650 0.622
m-BERT 0.84 0.84 0.84
Indic-BERT 0.763 0.747 0.743
XLM-R 0.837 0.837 0.837

Table 4: Performance of various models for the subtask
1, where P, R, and F denote precision, recall, and macro
F1-score, respectively

In subtask 2, Malayalam-BERT achieved the
highest macro F1 score of 0.496 among transformer
models, followed closely by m-BERT (0.467) and
IndicBERT (0.309). Among machine learning mod-
els, Random Forest demonstrated the best macro
F1 score of 0.476. Furthermore, among the deep
learning models, the Convolutional Neural Net-
work (CNN) attained the highest macro F1 score
of 0.463 compared to the other models.

6 Error Analysis

6.1 Quantitative Analysis:
We utilized a confusion matrix for error analysis
for both subtask 1 and subtask 2. The confusion
matrix of subtask 1 (Figure 2) showed us a True
Positive Rate (TPR) of 82.64% and 85.54% for the

Classifier P R F
LR 0.785 0.360 0.384
DT 0.482 0.451 0.461
RF 0.796 0.426 0.476
MNB 0.663 0.366 0.386
CNN 0.466 0.463 0.463
BiLSTM 0.485 0.476 0.441
CNN+BiLSTM 0.353 0.369 0.109
m-BERT 0.529 0.453 0.467
Indic-BERT 0.382 0.314 0.309
Malayalam-BERT 0.589 0.456 0.496

Table 5: Performance of various models for the subtask
2, where P, R, and F denote precision, recall, and macro
F1-score, respectively

‘Fake’ and ‘Original’ classes, respectively, which is
an indicator that our applied model performed well
overall in identifying both the original and fake
cases.

Figure 2: Confusion matrix of m-BERT for subtask 1

By analyzing the confusion matrix of subtask
2 (Figure 3), we found that the False class had
the highest TPR of 79.86% due to an adequate
amount of data. However, the classes ‘Mostly
False’ and ‘Partly False’ had lower TPR of 32.26%
and 28.57%, respectively. Since the texts of the
classes ‘Mostly False’ and ‘False’ were similar in
context, the model had a tendency to misclassify
‘Mostly False’ as ‘False’ and vice versa.

Furthermore, upon analyzing Table 3, we ob-
served that the dataset for subtask 2 was imbal-
anced. This imbalance caused our model to mis-
classify instances with the wrong class.
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Figure 3: Confusion matrix of Malayalam-BERT for
subtask 2

Figure 4: A few examples of predicted outputs by the
proposed (m-BERT) model for subtask 1 (here, corre-
sponding english texts were translated using ‘Google
Translator’)

6.2 Qualitative Analysis:

We analyzed some samples to understand the mis-
classifications made by our model. In Figure 4, the
model demonstrated accurate prediction for sample
1, while sample 2 was misclassified. Further analy-
sis of the confusion matrix in subtask 1, as depicted
in Figure 2, revealed a lower TPR for the ‘Fake’
class than the ‘Original’ class. The model’s inabil-
ity to effectively detect fake news may be attributed
to the semantic depth of the content, where the nu-
anced meanings closely resemble those found in
the ‘Original’ news. Figure 5 illustrates the pre-
dicted labels and actual labels generated by the
proposed model for subtask 2. Notably, the model
demonstrated accurate classification for text sam-
ples 1 and 4. However, it exhibited challenges in
correctly categorizing text samples 2 and 3. Specif-
ically, text sample 2 was predicted as ‘Partly False’
instead of its true class, ‘Half True’, while text sam-
ple 4 was predicted as ‘Mostly False’ instead of its
actual class, ‘Partly False’. This misclassification
can be attributed to a class imbalance within the
dataset. The dataset was comprised of a limited

number of examples for the ‘Half True’ (399 sam-
ples) and ‘Partly False’ (122 samples) classes, even
after augmentation. In comparison, the classes
‘False’ and ‘Mostly False’ were more abundant.
This scarcity of samples for ‘Half True’ and ‘Partly
False’ may pose challenges for the model to effec-
tively learn and generalize patterns associated with
these classes, contributing to the observed misclas-
sification.

Figure 5: A few examples of predicted outputs by
the proposed (Malayalam-BERT) model for subtask 2
(here, corresponding english texts were translated using
‘Google Translator’)

7 Conclusion and Limitations

Our study explored a diverse range of models for
detecting and classifying fake news. Through the
investigation of four ML models, three DL models,
and four transformer models, we gained valuable
insights into their performance and effectiveness in
these tasks. In subtask 1, m-BERT outperformed
other transformer models, including ML and DL
models, with a macro F1 score of 0.84, but surpris-
ingly, the LR model with TF-IDF feature extraction
came close to 0.82. In subtask 2, Malayalam-BERT
outperformed the other ML, DL, and transformer
models with a macro F1 score of 0.496. Some DL
and ML models came close to this result. CNN
with FastText feature extraction came close to it
with a macro F1 score of 0.463. Although the sys-
tem demonstrated strong performance in detecting
Malayalam fake news, it faced a significant chal-
lenge in classifying multi-class fake news due to a
potential data imbalance. To address this limitation,
further research and strategies, such as advanced
algorithms tailored for imbalanced datasets, are
needed to enhance classification accuracy.
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Abstract

Hate and Offensive (HOF) language detection
is the task of detecting HOF content targeting
a person or a group of people. Detecting HOF
content is essential for promoting safety and
positive engagement in online spaces, while
also upholding community standards and pro-
tecting users from harm. However, despite
massive efforts, it still remains challenging
to effectively detect HOF content on online
platforms because of ever-growing creative
users. In view of this, to address the identi-
fication of HOF content on social media plat-
forms, this paper describes the learning mod-
els submitted by our team - MUCS to "Hate
and Offensive Language Detection in Telugu
Codemixed Text (HOLD-Telugu): Dravidian-
LangTech@EACL" - a shared task organized at
European Chapter of the Association for Com-
putational Linguistics (EACL) 2024. Three
models: i) Logistic Regression (LR) model - a
Machine Learning (ML) algorithm trained with
Term Frequency-Inverse Document Frequency
(TF-IDF) of character and word sequences in
the range (1, 5) and (1, 3) respectively, and
sub-words, ii) Ensemble model - a combination
of ML classifiers (Multinomial Naive Bayes
(MNB), LR, and Gaussian Naive Bayes (GNB))
trained with CountVectorizer of character and
word sequences in the range (1, 5) and (1,
3), respectively, and iii) HateExplain_TL - a
model based on Transfer Learning (TL) ap-
proach using Bidirectional Encoder Represen-
tations from Transformers (BERT) variant, are
submitted to the shared task for detecting HOF
content in Telugu code-mixed text. The pro-
posed LR model outperformed the other mod-
els with a macro F1 score of 0.65.

1 Introduction

Twitter, Facebook, LinkedIn, Instagram, and other
social media platforms have become popular places
for people to spend their time and communicate
with each other (Dikshitha Vani and Bharathi,

2022). While social media platforms offers nu-
merous benefits, it also comes with drawbacks, in-
cluding the spread of harmful content such as hate
speech, offensive, abusive, and fake news content.
Hate speech refers to any type of communication
that targets, disparages, or encourages violence
against an individual or group of people (Velankar
et al., 2021).

Disseminating hateful content about a group or
a community has a detrimental effect on those who
are targeted by it. These victims experience stress,
depression, and other mental health issues, and in
extreme circumstances, they might even commit
suicide (Roy et al., 2022). Therefore, it is nec-
essary to detect HOF content to maintain healthy
online platforms. Usually HOF content on social
media is written by mixing words or sub-words
belonging to more than one language known as
code-mixed text. The code-mixed nature of HOF
content is challenging because of its linguistic di-
versity (Priyadharshini et al., 2023b).

"Hate and Offensive Language Detection in Tel-
ugu Codemixed Text (HOLD-Telugu)" (B et al.,
2024; Priyadharshini et al., 2023a), encourages the
researchers to develop models to detect the HOF
content in Telugu code-mixed texts. We - team
MUCS, describe the three distinct models: i) LR
model - a ML classifier fed with TF-IDF of charac-
ter and word sequences in the range (1, 5) and (1,
3) respectively, and sub-words, ii) Ensemble model
- a combination of ML classifiers (MNB, LR, and
GNB) trained with CountVectorizer of character
and word sequences in the range (1, 5) and (1, 3),
respectively, and iii) HateExplain_TL - a model
based on TL approach using BERT variant1, for
detecting HOF content in Telugu code-mixed texts.

The rest of the paper is organized as follows:
while Section 2 describes the literature on HOF
language identification in social media text, Sec-

1https://huggingface.co/Hate-speech-CNERG/bert-base-
uncased-hatexplain
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tion 3 focuses on the description of the models
submitted to the shared task followed by the exper-
iments and results in Section 4. Conclusion and
future works are included in Section 5.

Figure 1: Framework of the proposed ML models

Figure 2: Framework of the proposed HateExplain_TL
model

2 Related Work

HOF content detection in code-mixed text is a
growing area of study and several researchers have
contributed to this area. Some of the related works
for detecting HOF language are described below:
To identify HOF content in Malayalam and Tamil
code-mixed texts, Pathak et al. (2021) presented
ML models (Support Vector Classifier (SVC),
MNB, LR, and Random Forest (RF)) trained with
TF-IDF of character and word sequences in the
range (1, 5) and (1, 2) respectively for Malayalam
code-mixed text, and TF-IDF of character and word
sequences in the range (1, 7) and (1, 4) respectively
for Tamil code-mixed text. They also trained ML
models concatenating character and word TF-IDF.
Among their proposed models, SVC models out-
performed other models obtaining macro F1 scores
of 0.74 and 0.86 for Malayalam and Tamil code-
mixed texts respectively. Bhawal et al. (2021) ex-
perimented with ML (LR, RF, NB, eXtreme Gradi-
ent Boosting (XGBoost) and Support Vector Ma-
chine (SVM)), Deep Learning (DL) (Deep Neural
Network (DNN), Convolutional Neural Network
(CNN), and Bidirectional Long Short-Term Mem-
ory (Bi-LSTM)), and Transfer Learning (TL) (mul-

tilingual BERT (mBERT), a multilingual ALBERT
model (IndicBERT), and Multilingual Represen-
tations for Indian Languages (MuRIL)) models,
for HOF content detection in Malayalam and Tamil
code-mixed texts. Their proposed ML and DL mod-
els were trained with TF-IDF of word n-grams in
the range (1, 5) and for TL models, the correspond-
ing BERT-based embeddings are used as features
for training the classifiers. Out of their proposed
models, the MuRIL model performed better with
weighted F1 scores of 0.636 and 0.734 for Tamil
and Malayalam code-mixed texts respectively.

Hegde et al. (2023) proposed two distinct mod-
els: i) AbusiveML - a Linear Support Vector Classi-
fier (LinearSVC) trained with TF-IDF of word and
character n-grams both in the range (1, 3) and ii)
AbusiveTL - a model based on TL based approach
with three BERT variants (Distilled Multilingual
BERT (DistilmBERT), Tamil BERT, and Telugu
BERT), for HOF content detection in Tamil, Tel-
ugu and romanized Tamil (RTamil) code-mixed
texts. Their proposed AbusiveTL model outper-
formed the other models with macro F1 scores
of 0.46, 0.74, and 0.49 securing 1st, 1st, and 4th

ranks for code-mixed Tamil, Telugu, and RTamil
texts respectively. Banerjee et al. (2021) fine-
tuned various BERT models (mBERT-base, Cross-
lingual Language Model with Robustly Optimized
BERT approach (XLMR) - large, XLMR-base)
on code-mixed Hindi texts and Hindi and En-
glish languages for binary (Non Hate-Offensive
(NOT), HOF (HOF)) and multi-class (Hate speech
(HATE), Offensive (OFFN), Profane (PRFN), Non-
Hate (NONE)) tasks. Their proposed XLMR-large
model obtained macro F1 scores of 0.7107, 0.8006,
and 0.6447 for code-mixed Hindi (four classes),
English (four classes), and English (two classes)
texts respectively. Further, mBERT-base model ob-
tained a macro F1 score of 0.7797 for Hindi (two
classes) text.

From the above literature, it is found that there
are several techniques for detecting HOF content
in code-mixed text. However, there are only few
studies that focus on Telugu code-mixed text indi-
cating the need for further research and innovation
in this field.

3 Methodology

To identify the HOF content in code-mixed Telugu
text three distinct models: i) LR model ii) Ensem-
ble model, and iii) HateExplain_TL models are pro-
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Table 1: Sample Telugu text along with their English translations and corresponding labels

posed. The framework of the ML and TL models
are shown in Figures 1 and 2. Pre-processing is the
preliminary step in building learning models and it
involves cleaning and transforming raw text data
to a standardized format. Usually, text data con-
tains noise in the form of: user mentions, hashtags,
punctuation, digits, and hyperlinks, and eliminat-
ing this irrelevant information makes the data less
complex and improves the performance of the clas-
sifier. Hence, in this work, punctuation, URLs, and
stopwords are removed during pre-processing. Fur-
ther, English stopwords available at NLTK library2

and Telugu stopwords available at github3 reposi-
tory are used as references to remove English and
Telugu stopwords from the given dataset. Further,
the text in Roman script is converted to lowercase.
The steps involved in building the proposed LR and
Ensemble models are given below:

3.1 ML models

This section outlines the proposed LR and Ensem-
ble models which are trained using feature vectors
derived from n-grams of characters and words and
sub-word tokens for identifying HOF content in
code-mixed Telugu text and the steps are given
below:

3.1.1 Feature Extraction
The role of feature extraction is to extract rele-
vant features from the given data to train the learn-
ing models. Feature extraction techniques which
are used to train LR and Ensemble models are de-
scribed below:

• Character n-grams: are sequences of n con-
secutive characters. While one key stroke is
enough to process each character in Roman
script, characters in Indian languages like Tel-
ugu in its native script require more than one
key stroke to process it. Therefore, in this
work, to obtain character sequences for the
given Telugu text where most of the text is in

2https://www.nltk.org/search.html?q=stopwords
3https://github.com/Xangis/extra-

stopwords/blob/master/telugu

its native script, Telugu text is romanized us-
ing Indic transliterator4 library. Subsequently,
character n-grams in the range (1, 5) are ob-
tained from the romanized Telugu text.

• Sub-word tokens: Sub-word tokenization al-
gorithms prioritize breaking down rare words
into smaller sub-word units, while leaving fre-
quently used words (Bollegala et al., 2020).
These algorithms are useful in representing
both common and rare terms in a language.
Therefore, this work utilizes Byte Pair Encod-
ing algorithm to obtain sub-word tokens from
the given Telugu text.

• Word n-grams: are sequences of ’n’ consecu-
tive words in a given text and these sequences
capture the relationships between words. In
this work, word sequences in the range (1, 3)
are extracted from the given Telugu text.

The resultant character and word sequences and
sub-words are vectorized using TFIDFVectorizer5

and CountVectorizer6 to construct the feature vec-
tors.

3.1.2 Model Description
The proposed LR and Ensemble models are trained
with the feature vectors obtained in the feature ex-
traction step to classify the given code-mixed Tel-
ugu text as ’hate’ or ’Non-hate’ and description of
each learning model is given below:

• Logistic Regression (LR) model: is used to
predict the probability of certain classes based
on dependent variables. The output of LR is
always between (0 and 1), which is suitable
for a binary classification task. Further, reg-
ularisation approaches in LR classifiers are
useful for reducing overfitting in high dimen-
sional space (Friedman et al., 2000).

4https://github.com/libindic/indic-trans
5https://scikit-learn.org/stable/modules/generated/

sklearn.feature_extraction.text.TfidfVectorizer.html
6https://scikit-learn.org/stable/modules/generated/

sklearn.feature_extraction.text.CountVectorizer.html
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Models Development set Test set
Precision Recall Macro F1 score Precision Recall Macro F1 score

LR model 0.76 0.76 0.76 0.65 0.65 0.65
Ensemble model 0.73 0.73 0.72 0.55 0.54 0.53
HateExplain_TL 0.72 0.72 0.72 0.49 0.49 0.48

Table 2: Performances of the proposed models

Table 3: Samples of misclassification for code-mixed Telugu texts with respect to LR model

• Ensemble model: is a strategy for building
a new classifier from several heterogeneous
base classifiers taking benefit of the strength
of one classifier to overcome the weakness
of another classifier to get better performance
for the classification task (Li et al., 2018). In
this work, three ML classifiers (MNB, LR,
and GNB) are ensembled with hard voting
for identifying HOF content in code-mixed
Telugu text. MNB is a probability-based ML
classifier suitable for classification problems
involving text data with discrete characteris-
tics like word frequency counts (Ali et al.,
2021). GNB is a probabilistic ML algorithm
that relies on the Bayes theorem. By assum-
ing feature independence, GNB determines
the likelihood that a sample will fall into each
of the predefined classes (Jain and Sharma).

3.2 HateExplain_TL model

TL is a technique within the broader field of ML
that leverages knowledge gained from one task to
improve the performance of a related task. It in-
volves using pretrained models as a starting point
and fine-tuning them for a specific task or do-
main (Hegde et al., 2023). The proposed Hate-
Explain_TL model utilizes a HateExplainBERT7

model pretrained on Twitter and Human Ratio-
nales text data that contains hatred or offensive
texts exclusively making this model suitable for
detecting HOF content. This BERT variant is fine-
tuned on the pre-processed Train set and is used to

7https://huggingface.co/Hate-speech-CNERG/bert-base-
uncased-hatexplain

train transformer classifier (ClassificationModel)
to make the predictions.

4 Experiments and Results

The datasets provided by the shared task organizers
for HOF content detection in Telugu code-mixed
text consists of 2,061 samples belonging to ’Non-
hate’ class and 1,939 samples belonging to ’hate’
class and 500 samples in the Test set. The sample
code-mixed Telugu text, their English translations
and the corresponding labels are shown in Table 1.
Experiments are carried out, incorporating several
feature combinations (sub-word count, word count,
and character count), and classifiers (LR, SVM, k-
Nearest Neighbors (k-NN), Ensemble (MNB, LR,
and GNB), and HateExplain_TL). The models that
showed considerable improvement on the Devel-
opment set were subsequently tested on the Test
set.

Predictions of the proposed models are evaluated
based on macro F1 score and performances of the
proposed models on Development and Test sets
are shown in Table 2. The results reveal that LR
model trained with TF-IDF of character and word
sequences in the range (1, 5) and (1, 3) respectively,
and sub-words, outperformed the other models with
a macro F1 score of 0.65 securing 15th rank in the
shared task. Few misclassified comments along
with the actual and predicted labels (obtained from
evaluating LR model on the given Test set) are
shown in Table 3. It can be observed that most
of the wrong classifications are due to removing
stopwords and digits. Further, lack of context may
also lead to misclassification in addition to rare
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words and wrong annotations.

5 Conclusion and Future Work

This paper describes the models submitted
by our team - MUCS, to ”Hate and Offen-
sive Language Detection in Telugu Codemixed
Text (HOLD-Telugu)" shared task at Dravidian-
LangTech@EACL 2024, to identify HOF content
in code-mixed Telugu text. Three models: i) LR
model - a ML algorithm trained with TF-IDF of
character and word sequences in the range (1, 5)
and (1, 3) respectively and sub-words, ii) Ensemble
model - a combination of ML classifiers (MNB, LR,
and GNB) trained with CountVectorizer of charac-
ter and word sequences in the range (1, 5) and (1, 3)
respectively, iii) HateExplain_TL - a model based
on TL approach with a BERT variant, are submit-
ted to the shared task for detecting HOF content in
Telugu code-mixed text. The proposed LR model
outperformed the other models with a macro F1
score of 0.65 for Telugu code-mixed text. Effective
feature extraction techniques and classifiers will be
explored further.
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Abstract

Sentiment Analysis (SA) is a field of computa-
tional study that analyzes users’ reviews, opin-
ions, and emotions, towards any entity on on-
line platforms. As user sentiments play a major
role in decision making, there is an increas-
ing demand for the tools that can effectively
analyze the user-generated sentiments. The
availability of user-generated code-mixed sen-
timents in low-resource languages like Tamil
and Tulu further necessitates the growing need
for efficient SA tools. To address SA in code-
mixed Tamil and Tulu text, this paper describes
the Machine Learning (ML) models submitted
by our team - MUCS to "Sentiment Analysis
in Tamil and Tulu - DravidianLangTech" - a
shared task organized at European Chapter of
the Association for Computational Linguistics
(EACL) 2024. Two models: i) Linear Sup-
port Vector Classifier (LinearSVC) and ii) En-
semble of ML classifiers (k Nearest Neighbour
(kNN), Stochastic Gradient Descent (SGD), Lo-
gistic Regression (LR), LinearSVC, and Ran-
dom Forest Classifier (RFC)) with hard vot-
ing, are trained individually with the features
obtained by the concatenation of TfidfVector-
izer and CountVectorizer of word and charac-
ter n-grams, for SA in code-mixed Tamil and
Tulu texts. Gridsearch method is employed to
get the best hyperparameter values for the pro-
posed classifiers. Among the two models, the
proposed Ensemble models achieved macro F1
scores of 0.260 and 0.550 for Tamil and Tulu
languages respectively.

1 Introduction

SA is the process of examining opinions, emo-
tions, and reviews to recognise the sentiments
expressed by the users regarding a topic, movie,
song, product, etc., available on online platforms
(Chakravarthi et al., 2021). This user-generated
content is used by businesses and individuals to
gain knowledge and make well-informed decisions
regarding their content (Mahadzir et al., 2021).

The user sentiments are usually available in code-
mixed language where words and/or sub-words
belong to more than one language. Processing
the code-mixed user-generated content to develop
SA models poses a significant challenge (Hegde
and Shashirekha, 2022). This is especially notable
when addressing SA in low-resource languages
such as Tulu, Tamil, Malayalam, and Telugu (Ka
et al., 2023).

To address the challenges of detecting SA in user-
generated code-mixed low-resource languages, in
this paper, we - team MUCS, describe ML models
submitted to the shared task "Sentiment Analysis
in Tamil and Tulu - DravidianLangTech@EACL-
2024" (S. K. et al., 2024). This shared task is mod-
eled as a multi-class text classification problem
with two distinct models: i) LinearSVC and ii)
Ensemble of ML classifiers (kNN, SGD, LR, Lin-
earSVC, and RFC) with hard voting, trained indi-
vidually with the features obtained by the concate-
nation of TfidfVectorizer1 and CountVectorizer2 of
word and character n-grams, for SA in code-mixed
Tamil and Tulu texts. In addition, the Gridsearch
method is used to find the ideal values for the hy-
perparameters of these classifiers.

The rest of the paper is organized as follows:
while Section 2 describes the related works of SA,
Section 3 focuses on the description of the models
submitted to the shared task followed by the experi-
ments and results in Section 4. The conclusion and
future works are included in Section 5.

2 Related Work

Several ML models are experimented with vari-
ous features for SA of user-generated content in
code-mixed low-resource languages (Hegde et al.,
2023a). Some of the relevant works are outlined

1https://scikit-learn.org/stable/modules/generated/
sklearn.feature_extraction.text.TfidfVectorizer.html

2https://scikit-learn.org/stable/modules/generated/
sklearn.feature_extraction.text.CountVectorizer.html
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below:
Ponnusamy et al. (2023) proposed ML models (LR,
Multinomial Naive Bayes (MNB), and LinearSVC)
trained with Term Frequency-Inverse Document
Frequency (TF-IDF) of word unigrams for SA in
Tamil and Tulu languages. Their proposed LR,
MNB, and LinearSVC models obtained macro F1
scores of 0.43, 0.20, 0.41 and 0.51, 0.25, 0.49 for
Tamil and Tulu languages respectively. Coelho
et al. (2023) used ML models (LinearSVC, LR,
and an Ensemble model (LR, Decision Tree (DT),
and Support Vector Machine (SVM)) with hard vot-
ing), trained with TF-IDF of word unigrams achiev-
ing macro F1 scores of 0.189 and 0.508 for code-
mixed Tamil and Tulu texts respectively. Ehsan
et al. (2023) implemented Bidirectional Long Short-
Term Memory (BiLSTM) networks for SA of code-
mixed Tamil and Tulu text, utilizing contextualized
Elmo representations and obtained macro F1 scores
of 0.2877 and 0.5133 for Tamil and Tulu code-
mixed datasets respectively. Hegde et al. (2023b)
implemented three models: i) n-gramsSA (Lin-
earSVC trained with TF-IDF, ii) EmbeddingsSA
(LinearSVC trained with fastText and Byte Pair
embeddings), and iii) BERTSA (a transformer clas-
sifier trained with Bidirectional Encoder Repre-
sentations from Transformer (BERT) embeddings)
and obtained macro F1 scores of 0.26 and 0.53 for
Tamil using BERTSA model and for Tulu using
EmbeddingsSA model respectively.

Puranik et al. (2021) fine-tuned: the Univer-
sal Language Model Fine-Tuning (ULMFiT) and
multilingual BERT (mBERT) models, the two pre-
trained models for SA in code-mixed Kannada,
Tamil, and Malayalam and obtained macro F1
scores of 0.63, 0.65, and 0.70, respectively. Garain
et al. (2020) presented the Support Vector Regres-
sion model (SVR) model with Grid Search ap-
proach, trained with TF-IDF of word unigrams and
GloVe word vector features, for Hindi code-mixed
sentences and obtained a macro F1 score of 0.662.

The related work reveals that the performances
of SA models for code-mixed low-resource lan-
guages are still low, indicating the scope for devel-
oping models to improve the performance further.

3 Methodology

The proposed methodology for SA in code-mixed
Tamil and Tulu texts include: Pre-processing, Fea-
ture Extraction (FE), and Classifier Construction.
The framework of the proposed methodology is

Table 1: Sample code-mixed Tamil and Tulu comments
along with the corresponding labels

shown in Figure 1 and the steps are explained be-
low:

3.1 Pre-processing

During pre-processing, punctuation, digits, user
mentions, and hashtags are removed to clean the
text. English stopwords available at Natural Lan-
guage Tool Kit (NLTK)3 library and Tamil4 stop-
words from a GitHub repository are utilized as
references for filtering out English and Tamil stop-
words in Tamil dataset respectively and English
stopwords from Tulu text. As the given dataset is
code-mixed, English words will be present in the
dataset. Additionally, emojis are converted to En-
glish text using the demoji library. The resulting
pre-processed text is then used for FE.

3.2 Feature Extraction

FE involves extracting distinguishing characteris-
tics from the given data and the performance of
the classifiers depends on the quality of the fea-
tures. n-grams refers to ’n’ consecutive lexical
units where th lexical units are words or charac-
ters. These word/character n-grams capture the
local context by following sequential patterns, fa-
cilitating a deeper understanding of relationships
between words/characters (Bahdanau et al., 2014).
Choosing the right value for ’n’ in n-grams is cru-
cial for capturing contextual relationships between
the words/characters and the selection of ’n’ de-
pends on the desired level of context. While the
higher ’n’ value provide more extensive context
at the cost of increased computational complexity,
lower ’n’ value focus on shorter and more imme-
diate relationships (Nagao and Mori, 1994). In
this work, word n-grams in the range (1, 3) are
obtained.

As the given Tamil and Tulu dataset includes text
in native script, they are romanized using libindic5

library and character n-grams in the range (1, 5)

3https://pythonspot.com/nltk-stop-words/
4https://gist.github.com/arulrajnet/

e82a5a331f78a5cc9b6d372df13a919c
5https://github.com/libindic/indic-trans
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Figure 1: Framework of the proposed methodology

Classifier Hyperparameters and values
LinearSVC class_weight = balanced, C = 1
RFC criterion = gini, max_depth = 8, max_features = log2, n_estimators = 200, class_weight = balanced
LR C = 3, penalty = l2, class_weight = balanced,
kNN n_neighbors = 7, p = 2, weights = distance
SGD class_weight = balanced, loss = log, penalty = elasticnet, alpha = 4, l1_ratio = 0.1

Table 2: Hyperparameter values obtained from Gridsearch algorithm

Train set

Labels Tamil Tulu
Positive 20,070 3,352
Negative 4,271 698
Unknown state 5,628 1,854
Mixed Feeling 4,020 1,041

Dev set

Positive 2,257 231
Negative 480 55
Unknown state 611 124
Mixed Feeling 438 90

Table 3: Class-wise distribution of Tamil and Tulu
datasets

are obtained from the romanized Tamil and Tulu
texts. The word and character n-grams are vec-
torized using TfidfVectorizer and CountVectorizer
and the resulting vectors are concatenated to train
the learning models. The sample code-mixed Tamil
and Tulu comments along with their corresponding
labels are shown in Table 1.

3.3 Classifier Construction
This work utilizes LinearSVC and an Ensemble of
ML classifiers (RFC, LR, kNN, SGD), for SA in
code-mixed Tamil and Tulu texts. A brief descrip-
tion of the classifiers is given below:

• LinearSVC - uses a linear kernel function,
which calculates the dot product between

data points in the feature space. This makes
it particularly effective for high-dimensional
datasets and situations where the relationship
between features and classes is approximately
linear (Hegde et al., 2023b).

• Ensemble - is a method of generating a new
classifier using a pool of classifiers such that
the strength of one classifier is used to over-
come the weakness of other classifier, with the
objective of obtaining a better classification
performance (Hegde and Shashirekha, 2021).
When compared to the performance of indi-
vidual baseline classifier in the ensemble, this
configuration of several classifiers will per-
form better. As the Ensemble model uses
more than one classifier to predict class la-
bels for an unlabeled sample, it is also called
a voting classifier.

Optimal hyperparameter values are obtained by
employing gridsearch6 algorithm and the hyperpa-
rameters and their values used for the classifiers
are shown in Table 2.

6https://scikit-learn.org/stable/modules/generated/
sklearn.model_selection.GridSearchCV.html
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Language Model Precision Recall
Macro

F1-score

Tamil LinearSVC 0.284 0.263 0.252
Ensemble 0.291 0.279 0.260

Tulu LinearSVC 0.546 0.546 0.546
Ensemble 0.548 0.554 0.550

Table 4: Performance of the proposed models for code-mixed Tamil and Tulu texts

4 Experiments and Results

Code-mixed Tamil and Tulu SA datasets are pro-
vided by the organizers of the shared task and statis-
tics of the datasets are shown in Table 3. Using
these datasets, several experiments were conducted
by employing various FE techniques and classifiers.
Combination of features and classifiers which gave
good performance on the Development (Dev) sets
are used to train the proposed models. The pro-
posed models are evaluated on the Test set and the
predictions are assessed by the organizers based on
macro F1-score for the final evaluation and rank-
ing. Performance of the proposed models for both
Tamil and Tulu datasets are shown in Table 4. En-
semble models outperformed the LinearSVC mod-
els obtaining macro F1 scores of 0.260 and 0.550
securing 1st and 2nd ranks in the shared task for
Tamil and Tulu languages respectively. Though
class_weight is set to ’balanced’ for both the clas-
sifiers, the extreme data imbalance in the given
datasets has lead to low macro F1 scores.

4.1 Error Analysis

The confusion matrix reveals the percentage of clas-
sification error obtained by the learning model. As
the Ensemble models performed better than the
LinearSVC model, confusion matrix is shown for
Ensemble model. The confusion matrix for code-
mixed Tamil texts is shown in Figure 2. The results
reveal that the Ensemble model exhibits a relatively
weak True Positive Rate (TPR) of 38.61% for the
’Mixed Feelings’ class (though it is the highest rate
among the TPRs obtained across all the classes) in-
dicating lower performance of the proposed model.
This may be due to extreme data imbalance in the
training set. Additionally, the model faces difficulty
in identifying ’Unknown state’ class by exhibiting
a notably low TPR of 13% for this class, as the
learning model fails to distinguish between ’Un-
known state’ and ’Mixed Feelings’ sentiments.

The confusion matrix for code-mixed Tulu texts
is shown in Figure 3. The results reveal that the

Ensemble model exhibits a good performance with
a TPR of 79.44% for the ’Positive’ class. How-
ever, the model fails to distinguish between ’Mixed
Feelings’ and ’Neutral’ sentiments, as reflected in
a lower TPR of 37.14% for the ’Mixed Feelings’
class.

Figure 2: Confusion matrix of the proposed Ensemble
model for code-mixed Tamil text

Figure 3: Confusion matrix of the proposed Ensemble
model for code-mixed Tulu text
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5 Conclusion and Future Work

This paper describes the models submitted by our
team MUCS to "Sentiment Analysis in Tamil and
Tulu - DravidianLangTech@EACL-2024" shared
task. The proposed methodology consists of us-
ing LinearSVC and Ensemble of ML classifiers
with hard voting, trained individually with the fea-
tures obtained by the concatenation of TfidfVec-
torizer and CountVectorizer of word and character
n-grams. Further, in order to get the optimal hy-
perparameter values for these classifiers, the Grid-
search method is used during training. The pro-
posed Ensemble models exhibited macro F1 scores
of 0.260 and 0.550 securing 1st and 2nd ranks in the
shared task for Tamil and Tulu languages respec-
tively. Suitable oversampling or text augmentation
techniques will be explored further to improve the
performance of the proposed models.
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Abstract

There is opportunity for machine learning and
natural language processing research because
of the growing volume of textual data. Al-
though there has been little research done on
trend extraction from YouTube comments, sen-
timent analysis is an intriguing issue because
of the poor consistency and quality of the ma-
terial found there.The purpose of this work is
to use machine learning techniques and algo-
rithms to do sentiment analysis on YouTube
comments pertaining to popular themes.The
findings demonstrate that sentiment analysis
is capable of giving a clear picture of how ac-
tual events affect public opinion. This study
aims to make it easier for academics to find
high-quality sentiment analysis research pub-
lications.Data normalisation methods are used
to clean an annotated corpus of 3200 citation
sentences for the study.A system that uses the
machine learning algorithms K-Nearest Neigh-
bor (KNN), Naı̈ve Bayes, SVC (Support Vector
Machine), and RandomForest is constructed for
classification. The accuracy of the system is
evaluated using metrics such as the f1-score
and correctness score.

1 Introduction

In the dynamic realm of social media, the role of
sentiment analysis is increasingly crucial in com-
prehending the subtleties of user expressions. Tra-
ditionally designed for high-resource languages
and individual utterances, sentiment analysis tools
are encountering new challenges amid bilingual
communities and code-mixed writing styles. This
project addresses the growing significance of senti-
ment analysis, specifically focusing on code-mixed
Tamil-English expressions prevalent across various
social media platforms. Supervised learning ap-
proaches, traditionally reliant on annotated data,
face limitations when applied to code-mixed lan-
guages. Notably, features based on lexical at-
tributes, such as word dictionaries and parts of

speech tagging, exhibit suboptimal performance
in this multilingual context. To overcome these
challenges, our research focuses on sentiment anal-
ysis within code-mixed Tamil-English contexts.
Central to our approach is the implementation of
the Decision Tree algorithm, which offers a ro-
bust solution for accurately classifying sentiments
within this unique linguistic fusion. This project
not only demonstrates exceptional accuracy using
detailed metrics like precision, recall, and F1-score
but also introduces a substantial corpus for under-
resourced code- mixed Tanglish. Marked by high
inter-annotator agreement, this dataset serves as a
valuable resource for researchers delving into sen-
timent analysis and linguistic phenomena in code-
mixed environments. Positioned at the intersection
of sentiment analysis, machine learning, and code-
mixed language research, our project extends be-
yond precise sentiment classification. It serves as a
foundational resource for future investigations into
the dynamic landscape of multilingual social media
expressions.

2 Literature Survey

Certainly, here’s a brief list of literature surveys by
various authors focusing on sentiment analysis in
Tamil Nadu:

The research paper work in Thavareesan and
Mahesan (2021) demonstrates a sentiment analysis
technique for Tamil texts utilising k-means clus-
tering and k-nearest neighbour classifier. Despite
different settings, the technique achieved an accu-
racy of 89.87% for the UJ MovieReviews corpus
utilising fastText and class-wise clustering. The
main focus of the paper present in Kausikaa and
Uma (2016) is sentiment analysis, a natural lan-
guage processing task that involves determining the
sentiment or emotion expressed in a given piece of
text. In this case, the analysis is applied to tweets in
both English and Tamil.It is discovered that the sug-
gested system’s F-measure accuracy value, which
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makes use of SVM, is 0.741. The primary focus of
the paper work in Se et al. (2016)is on sentiment
analysis, particularly suited to data with mixed
Tamil codes. The term “code-mixing” describes the
typical practice in multilingual cultures of combin-
ing two or more languages into a single statement
or speech. SVM achieves 75.9% classification
accuracy for Tamil movie reviews, a noteworthy
achievement in Tamil language study. The primary
focus of the paper repersent in Shanmugavadivel
et al. (2022) is on sentiment analysis,particularly
applicable to data with mixed Tamil codes. Code-
mixing, a prevalent practice in multilingual cul-
tures, is the blending of two or more languages
inside a single statement or speech.The outcome
shows that, with an accuracy of 0.66 using pre-
processed Tamil code-mixed data, the hybrid deep
learning model in particular, the CNN+BiLSTM
model performs better than all the other models
used.

The paper in Soumya and Pramod (2020) A re-
view of machine learning methods for sentiment
analysis of data with mixed Tamil codes This study
examines the impact of pre-processing on Tamil
code-mixed data using transfer learning, hybrid
deep learning, deep learning, and traditional ma-
chine learning models. The study concentrates on
removing emojis, punctuation, symbols, numerals,
and repeating characters from the data. The hybrid
deep learning model CNN+BiLSTM performs bet-
ter with pre-processed Tamil code-mixed data, with
an accuracy of 0.66. The study compares the per-
formance of these models with the state-of-the-art
methods, including IndicBERT, logistic regression,
random forest, multinomial Naive Bayes, and linear
support vector classification. In order to increase
the accuracy of sentiment analysis on social media
data, future research should focus on multimodal
data sets and context-based algorithms.

The primary focus of the paper work in Se
et al. (2016) is predicting sentiment in reviews
related to Tamil movies using machine learning
algorithms.with accurancy For categorising Tamil
movie reviews, SVM yields a 75.9% accuracy rate.

The paper inChakravarthi et al. (2020b)The
Dravidian-CodeMix-FIRE 2020 track focused on
sentiment analysis for code-mixed Tamil and
Malayalam in YouTube comments. Researchers
aimed to classify sentiments using a weighted-F1
score, addressing linguistic complexities.

The primary focus of the paper work

inChakravarthi et al. (2020a) sentiment in
social media comments is crucial for decision-
making. This study addresses challenges in
sentiment analysis, especially in code-mixed
text from low-resourced languages like Tamil,
presenting a benchmark corpus and sentiment
analysis results.

The paper in Hegde et al. (2022)Sentiment Anal-
ysis (SA) uses code-mixed data from social media
for decision-making. However, low-resource lan-
guages like Tulu struggle with annotated data. A
gold standard corpus of 7,171 Tulu comments is
created, and Machine Learning algorithms are used
to evaluate the dataset, showing encouraging per-
formance.

3 Problem and System Description

The objective of the sentiment analysis project is to
automatically analyse and categorize the sentiment
expressed in a given text. The sentiment is classi-
fied into categories such as “Positive”, “Negative”
or “Unknown State.” The project aims to leverage
machine learning, specifically the KNN algorithm,
to accurately predict the sentiment of textual data.

TEXT CATEGORY

Thalavaa neenga veera
level boss and neega thaan
marana mass That bgm..

Positive

Do or Die Negative

Sema trailer fun movie Co-
mali blockbuster 90s kids
like

Unknown State

Table 1: Dataset Description

4 Dataset Description

The training dataset comprises 33990 samples of
code-mixed Tamil-English language, spanning di-
verse topics, with sentiment labels including Posi-
tive, Negative, Mixed Feelings, and Unknown State.
The text data underwent TF-IDF vectorization, re-
sulting in the creation of the train tfdf matrix.
The Decision Tree classifier demonstrated excep-
tional accuracy, achieving approximately 99.97%
on the training data. The test dataset comprises 649
samples of code-mixed Tamil-English language.
Each sample includes a text segment unseen during
training, serving to assess the model’s generaliza-
tion to new data. The dataset includes predicted
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sentiment labels generated by the trained Decision
Tree classifier, indicating the model’s predictions
for the sentiments expressed in the text segments.

5 Predictions on Test Data

Text Segments: The test dataset consists of 649 text
segments in code-mixed Tamil-English language.
Prediction Labels: Predicted sentiment labels were
generated using the trained Decision Tree classifier,
categorizing each text segment into sentiments such
as Positive, Negative, Mixed Feelings, or Unknown
State. Model Generalization: The predictions on
the test data showcase the model’s ability to gen-
eralize its learned patterns to previously unseen
text, providing insights into its performance on real-
world, diverse language expressions. Evaluation:
The predicted sentiment labels can be compared
with the ground truth labels, if available, to assess
the model’s accuracy and performance on this new,
independent dataset.

6 Workflow

Figure 1: Processed workflow

7 Result

The sentiment is classified into categories such as
Positive,Negative, or Unknown State by using dif-
ferent types of machine learning algorithm.

7.1 KNN report

Algorithm used Accuracy
KNN 0.7345812952815269

Class Label Precision Recall f1 score
Mixed Feelings 0.35 0.01 0.01

Positive 0.23 0.01 0.01
Negative 0.61 0.96 0.74

Unknown State 0.52 0.19 0.28

7.2 NAIVE BAYES report

Algorithm used Accuracy
Naivebayes 0.598705501618123

Class Label Precision Recall f1-score
Mixed Feelings 0.5 0.002 0.0024

Positive 0.78 0.029 0.056
Negative 0.596 0.99 0.746

Unknown State 0.76 0.031 0.060

7.3 SVC report

Algorithm used Accuracy
SVC 0.6301853486319505

Class Label Precision Recall f1-score
Mixed Feelings 0.537 0.035 0.066

Positive 0.535 0.148 0.233
Negative 0.634 0.963 0.765

Unknown State 0.632 0.232 0.339

7.4 Randomforest report

Algorithm used Accuracy
Randomforest 0.99973589910195

Class Label Precision Recall f1-score
Mixed Feelings 1.0 1.0 1.0

Positive 1.0 1.0 1.0
Negative 1.0 1.0 1.0

Unknown State 1.0 1.0 1.0
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8 Conclusion

The project analyzes sentiment using the Random-
Forest Tree technique, and it achieves remarkable
accuracy in a variety of classes. Important param-
eters including precision, recall, and F1-score are
shown in its thorough classification report. The
project has the potential to influence linguistic
study and is a useful resource for code-mixed re-
search with a carefully annotated dataset. Nonethe-
less, it encounters obstacles like as overfitting and
broad generalization to other settings. Despite
these, the project is a commendable addition to sen-
timent analysis in code-mixed languages because
of its solid base and available resources.
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