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Abstract

Emotion recognition in conversation (ERC) has
attracted much attention due to its wide ap-
plications. While consistent improvement is
being made in this area, inevitable challenge
comes from the dataset. The ERC dataset ex-
hibits significantly imbalanced emotion distri-
bution. While the utterances with neutral emo-
tion predominate the data, this emotion label
is always treated the same as other emotion
labels in current approaches. To address the
problem caused by the dataset, we propose a
supervised contrastive learning specifically ori-
ented for ERC task. We employ a novel data
augmentation method emulating the emotion
dynamics in a conversation and formulate su-
pervised contrastive learning method tailored
for ERC addressing the predominance and the
ambiguity of neutral emotion. Experimental re-
sults on four benchmark datasets demonstrate
the effectiveness of our approach.

1 Introduction

Motivated by the success of chatbot services, emo-
tion recognition in conversation (ERC) has be-
come an active research field, where the task is
predicting the emotions in utterances in a conver-
sation. The key point of ERC is how to effec-
tively model the context of each utterance and cor-
responding speaker. In order to capture the contex-
tual information, existing works generally resort to
recurrence-based methods (Poria et al., 2017a; Ma-
jumder et al., 2019), graph-based methods (Ghosal
et al., 2019; Shen et al., 2021b), knowledge-based
methods (Zhong et al., 2019; Ghosal et al., 2020;
Lee and Lee, 2022), and pre-trained language
model (Kim and Vossen, 2021; Qin et al., 2023).
Despite the improvements, there always remain
intrinsic challenges in ERC dataset.

One challenge comes from the ERC dataset,
where the emotion labels are often imbalanced.
Previous studies (Yang et al., 2022; Gao et al.,
2022) in ERC have pointed out that the imbalanced

datasets cause negative impact on the prediction
performance. Specifically, the class with the small-
est number of samples suffers in the process due to
the relatively insufficient amount of data for train-
ing. Some of the works (Guibon et al., 2021; Song
et al., 2022a) have been introduced to overcome
the limitation of the dataset. Guibon et al. (2021)
use few-shot setting in episodic approach (Ravi and
Larochelle, 2017), which simulates a context with
only few examples per class; SPCL(Song et al.,
2022a) leverages a prototype for each category as
at least one positive sample of the same category
and negative samples of all other categories in con-
trastive learning.

The second challenge of ERC comes from the
emotion label neutral which is the majority class
dominating the dataset yet indistinct. Prior studies
have pointed out that the model tends to misclas-
sify emotions to neutral (Majumder et al., 2019;
Ghosal et al., 2019; Shen et al., 2021b). The
main reason behind this is that the models tend
to predict towards majority class, which is neutral
in ERC. Besides, neutral was set as default emo-
tion, where non-neutral emotions were annotated
by human annotators only when the intensity of
emotions (arousal) was sufficiently strong. While
this setting can discern different emotions among
non-neutral, the distinction between neutral and
non-neutral becomes vague. Even with these chal-
lenges, most existing studies in ERC treat neutral
emotions same as other non-neutral emotions for
classification. Only a few recent works (Zhang
et al., 2020a; Qin et al., 2023) have treated neu-
tral in different ways from other emotions, such
as alleviating the confusion between neutral and
non-neutral through auxiliary tasks or detecting
neutral first in coarse-grained level. However, due
to the two-stage learning scheme, these models are
inherently suboptimal.

To tackle the limitation of ERC dataset, we in-
troduce a novel supervised Contrastive Learning
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framework which is specifically oriented for ERC
Dataset (CLED). To address the first challenge of
ERC dataset: data imbalance, CLED employs a
novel data augmentation technique that utilizes the
emotion centroids obtained from the pre-trained
language model (PLM) embeddings. We perform
interpolations on these centroids for generating aug-
mented utterances, where the interpolation is per-
formed reflecting the emotion shift through Marko-
vian property. From the training data, each transi-
tion probability is computed, and is fully utilized
for our data augmentation. Our method is unique
in that the interpolation is based on the the realistic
scenario with emotion shift.

We further address the second challenge of the
ERC dataset concerning the limited use of the neu-
tral. We design contrastive learning specifically
dedicated to neutral emotion. We formulate an ob-
jective function that repels specific label, neutral,
more strongly than others to clarify the boundaries
of each label, considering that neutral closely inter-
sects with other emotions. As such, CLED makes
non-neutral emotions more distinct from neutral
emotion by applying a stronger repelling force from
neutral.

To verify the effectiveness, we implement our
proposed scheme on six baselines including five
recent ERC models and a RoBERTa-large based
classifier which we additionally implement for this
study. We compare the results using four bench-
mark ERC datasets. Experimental results show that
two operations we propose consistently improves
the performance. We further show that our method
significantly outperforms other data augmentation
method. Our contribution can be summarized into
three-fold.

• We propose new contrastive learning for ad-
dressing the limitations of ERC dataset via
data augmentation and decoupling neutral
emotion from other emotions.

• To the best of our knowledge, this is the first at-
tempt to apply data augmentation method for
ERC. The augmentation is tailored for ERC
reflecting the nature of conversation and the
emotion shift.

• We conduct experiments with four benchmark
datasets in ERC. Extensive experiments verify
the effectiveness of our proposed method and
demonstrate how each of the operations we in-
troduce contributes to the model performance.

2 Related work

2.1 Emotion Recognition in Conversation
Existing ERC models resort to diverse deep learn-
ing method to effectively model dialogue, and
can be devided into four groups: recurrent, graph,
knowledge, and pre-trained language model(PLM)
based methods.

Early studies consider utterances as sequential
data through LSTM (Poria et al., 2017b) or the
gated recurrence unit (GRU)-based model (Haz-
arika et al., 2018a,c; Majumder et al., 2019; Jiao
et al., 2019). The graph-based methods (Ghosal
et al., 2019; Zhang et al., 2019; Shen et al., 2021a)
represent conversation as nodes and edges of a
graph. Specifically, DAG-ERC (Shen et al., 2021b)
models the conversation in directed acyclic graph,
and combines recurrence and graph-based meth-
ods. The knowledge-enhanced methods leverage
external knowledge by integrating it with hierar-
chical transformers (Zhong et al., 2019), capturing
the complex interactions (Ghosal et al., 2020) and
building structural psycological interactions (Li
et al., 2021). Recent works use PLM as utterance
encoder (Shen et al., 2021b; Li et al., 2021, 2022).
Lee and Lee (2022) exploit PLM to model context
and speaker’s memory. Qin et al. (2023) integrate
utterance, context, and dialogue structure informa-
tion through fine-turning PLM.

While these studies have constantly made im-
provements in ERC, these models suffer from the
class imbalance due to the predominance of neu-
tral emotion. Some recent works try to mitigate
these issues from the learning perspective. Proto-
Seq (Guibon et al., 2021) adopts few-shot learning
for resolving challenge. SPCL (Song et al., 2022a)
tried to solve this problem by combining prototyp-
ical networks (Snell et al., 2017) with supervised
contrastive learning (Khosla et al., 2020). However,
these works more focus on non-neutral emotions
which are relatively small compared to neutral emo-
tion, where few-shot approaches are borrowed for
handling few samples with non-neutral emotions.
Besides, neutral emotion is treated in the same way
as other non-neutral emotions.

2.2 Supervised Contrastive Learning
Contrastive learning brings an anchor and its aug-
mented sample closer together, while simultane-
ously pushing the anchor away from negative sam-
ples in the embedding space. The supervised con-
trastive learning (SupCon) (Khosla et al., 2020)
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extends the self-supervised contrastive approach
by considering data with the same label as positive
samples and data with a different label than the
anchor as negative samples.

Some researchers have implemented SupCon in
the context of ERC. CoG-BART (Li et al., 2022) is
the first attempt to apply SupCon to ERC to effec-
tively identify similar emotions by mutually exclud-
ing different emotions. Song et al. (2022a) employ
the supervised contrastive loss with a prototypical
network to address imbalanced data integrating a
curriculum learning strategy. Recently, Hu et al.
(2023) propose supervised adversarial contrastive
learning generating worst-case samples to ensure
label-level consistency and fine-grained intra-class
features.

2.3 Text Data Augmentation

Data augmentation can increase training data with-
out directly collecting data (Feng et al., 2021). Data
augmentation for text has been promoted with di-
verse approaches such as random word delection,
swapping, insertion (Wei and Zou, 2019), back-
translation (Sennrich et al., 2016), and erasing
part of the information (Shen et al., 2020) to gen-
erate perturbed samples. Data augmentation ap-
proaches for conversational data have also been
introduced and have effectively improve the per-
formances. The existing works for conversational
data augmentation mainly focus on task-oriented
dialogue (Quan and Xiong, 2019), summariza-
tion (Chen and Yang, 2021), and dialogue genera-
tion (Hou et al., 2018; Zhang et al., 2020b). How-
ever, data augmentation for ERC, to the best of
our knowledge, has not been previously studied.
This can be challenging as emotion dynamics and
context information are involved in a conversation.

Beside the word-level and sentence-level data
augmentation, recent study (Chen et al., 2020) pro-
posed a data augmentation approach through in-
terpolation on hidden space. This idea is based
on the manifold mixup (Verma et al., 2019) which
improves generalization in deep neural networks.

3 Methodology

3.1 Problem Formulation

We assume ERC dataset is comprised of D =
{C1, C2, ..., C|D|} which is a collection of |D|
conversations. A conversation is a sequence
of utterances C = {(u1, s1, y1), (u2, s2, y2),
. . . , (un, sn, yn)}, where si, yi represent the

Neutral

(a) (b) (c)

Neutral Neutral

Figure 1: Intuition of our study for ERC dataset. The
red lines represent pushing apart negative pairs, with
the thickness of the lines indicating the intensity of the
pushing force.

speaker and label of ui and n denotes the num-
ber of utterances in conversation. Each utter-
ance ui consists of sequence of tokens ui =
{wi1, wi2, ..., wim}, where m is the number of to-
kens. When target utterance (ut, st) and its con-
text {(u1, s1), (u2, s2). . . , (ut−1, st−1)} is given,
the goal of ERC is to predict emotion label (yt) of
target ut.

3.2 Overview

The entire process of our approach is depicted in
Figure 1. Figure 1 is hypothetical visualization
of the ERC data for illustration purposes, where
each color represents different emotion labels. The
data in Figure 1 (a) represents initial embedding,
without undergoing any processing. In Figure 1 (b),
the class imbalance problem is alleviated through
proposed data augmentation scheme in our CLED.
However, the datapoints with neutral is hardly dif-
ferentiated due to the nature of ERC dataset. Our
proposed contrastive learning approach specifically
applies stronger repulsion force to attack this prob-
lem as shown in Figure 1 (c). In the following, we
provide further details of each operation.

3.3 Data Augmentation for ERC

Here we introduce a data augmentation method
tailored to ERC. Our data augmentation, inspired
by TMix (Chen et al., 2020), augments data in
hidden space through interpolation. Unlike TMix,
which generates data from independent sentences,
we perform sequence-level data augmentation. As
utterances are processed as a sequence for ERC, we
leverage the hidden space representation for con-
textual modeling and capturing emotion dynamics.

Specifically, our approach emulates how emo-
tions are induced in a conversation. The emotion
of the next utterance is affected by the current utter-
ance. Our method generates virtual training sam-
ples through linear interpolations with each cen-
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Figure 2: Framework of our data augmentation method. For each non-neutral emotion class, augmented embeddings
can be obtained. l represents the number of layers in the PLM. We consider the layer set L as {l− 2, l− 1, l} in this
figure. As shown in the right-most figure, we perform data augmentation for each layer in the layer set.

troid and the current utterance embedding, which
can be viewed as generating new utterance for next
step from the current context (hi). The overall pro-
cess for our data augmentation is summarized in
Figure 2, where the centroid for each emotions and
transition matrix are used for interpolations.

Data Augmentation on hidden space We bring
pre-trained language model (PLM) as an embed-
ding module. We use the special token [CLS] to
get embeddings that reflect context information. In
the embedding stage, the input and output of ui are
as follows:

PLM([CLS], IERC) = {hli|l ∈ L}, (1)

where IERC is the model-specific input and hli is
the embedding of [CLS] of ui in l-th hidden layer.
L is the layer set we select to make the hidden state
of the target for augmentation. Since the PLM is a
multi-layer model, we can obtain diverse embed-
dings from each hidden layer for the same input.
In Section 5.7, we elaborate how multiple combi-
nations of hidden layers for hi have been tried, and
report each performance.

Emotion centroids We generate augmented data
around emotion centroids. We take inspirations
from prototypical networks (Snell et al., 2017; Gui-
bon et al., 2021), and borrow the idea of prototype.
For each class of emotions, we collect all utterance
embeddings associated to given emotion label, and
compute the centroid for each. The set of centroids

can be expressed as follows:

K = { 1

|{(hi, yi)|yi = e}|
∑

(hi,yi),yi=e

hi|e ∈ E}, (2)

where K is the set of emotion centroids. E is the
emotion label set.

Interpolations with emotion shift Prior works
have found that the emotions in dialogue have
a dependency: the inter- and intra-speaker de-
pendency (Hazarika et al., 2018b; Wang et al.,
2020; Ghosal et al., 2021) and label copying prop-
erty (Navarretta, 2016; Poria et al., 2019b; Song
et al., 2022b). The u1’s emotion affects u2, and
this process sequentially continues throughout the
conversation. Based on this, we represent sequen-
tial emotion dependency as a Markovian transition
matrix. We count the current emotion changes
to each subsequent emotion in the dialogue and
convert them to probability from the training data.
The transition matrix illustrates how the current
emotion i changes to subsequent emotion j in the
dialogue. The detailed information about the tran-
sition matrix can be founded in Appendix A.

With the computed transition matrix, we per-
form interpolation between each of the emotion
centroids and the hi, embedding of ui. Given em-
bedding hi, virtual sample with emotion label j is
augmented as below.

aj|i = λijhi + (1− λij)kj , (3)

where λij represents the value corresponding emo-
tion j of the row of yi in the transition matrix and
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Algorithm 1 Learning procedure at each epoch.
Note that the Encoder(·) can be of any type.
Input:
Training dataset D = {C1, C2, ..., C|D|} ;
T : Transition matrix;
E : label set;
Encoder: ERC model
Output: A prediction P for utterances in conversa-
tion

1: A = []
2: calculate emotion centroids K (Eq 2)
3: DPLM ← PLM(D) (Eq 1)
4: Debd ← Encoder(DPLM)
5: for (Hi, yi) ∈ Debd do
6: for j ∈ (E- neutral) do
7: λij = T [yi][j]
8: for hli ∈ Hi do
9: aj|i = λij h

l
i + (1-λij) kj (Eq 3)

10: A.append(aj|i)
11: end for
12: end for
13: end for
14: LEncoder = Encoder loss(Debd)
15: LCLED = CLED loss(Debd, A) (Eq 4-9)
16: L = LEncoder + LCLED
17: Optimize PLM and Enocder

kj ∈ K is the centroidal emotion j. If λ is large,
new data with emotion j may be greatly affected by
hi. Since our strategy uses interpolating points pre-
senting emotion dependency in conversation and
yields augmentation by embedding of PLM, it ren-
ders generated samples specific for ERC.

For a given utterance, the number of interpolated
embeddings is determined by the product of the
number of hidden layers and the count of emotion
labels. We exclude neutral for this augmentation
not to cause more data imbalance. The generated
data from above scheme is later used along with
the original data for calculating the contrastive loss
during model training. Our CLED framework is
detailed in the Algorithm 1, and the process of
generating virtual data is outlined in Lines 5–13.

3.4 CLED: Supervised Contrastive Learning
for ERC Dataset

While neutral emotion is assigned as default in
ERC, many existing studies treat it the same as
other non-neutral emotions in their training pro-
cesses. Some studies simply exclude neutral from
their evaluation. In this study, we attack the prob-

lem from different point of view, which is moti-
vated by two observations. We observe that human
annotators assigned neutral label when the utter-
ance exhibits weak emotions (Kleinsmith et al.,
2005) or when the utterance cannot be assigned to
any of the candidates in non-neutral emotions (Za-
hiri and Choi, 2017; Li et al., 2017). In other words,
neutral utterances are challenging to discern and
even hinders learning other non-neutral emotions.
To alleviate this problem, CLED reformulates su-
pervised contrastive learning to concentrate on de-
coupling neutral emotion from other non-neutral
emotions.

The supervised contrastive learning (Sup-
Con) (Khosla et al., 2020) pulls anchor and samples
with same label, and pushes samples with different
label from anchor. Given sample hi, which is the
embedding of ui, SupCon calculates positive and
negative scores for contrastive loss as follows.

F(hi, hj) = exp(cos(hi, hj)/τ). (4)

F is computed using a cosine similarity with tem-
perature τ between two instances.

P(i) =
∑

hp∈P (i)

F(hi, hp). (5)

Nsup(i) =
∑

hj∈A(i)

F(hi, hj). (6)

P (i) in Equation 5 is the set of positive samples
with same labels with hi including virtual data gen-
erated by our data augmentation. In Equation 6,
A(i) represents the negative set, comprising sam-
ples and augmented data with different labels from
hi. In Equation 5 and 6, both scores are sum of
similarity between the anchor and samples.

The neutral within the ERC dataset shares some
degree of similarity with all other emotions (Yang
et al., 2022), and overlaps relatively with other emo-
tions in the embedding space (Joshi et al., 2022).
If all data in negative set is pushed by the same
force regardless of label, the space between the
non-neutral labels can be relatively easily separated.
However, the neutral data still share the area with
other labels. As shown in Appendix B.1, attempt-
ing to repel negative pairs by merely adjusting the
hyperparameter τ leads to worse performance than
SupCon. To comprehend the nature of neutral and
effectively segregate it from other emotional areas,
we have introduced an additional negative score
tailored specifically for neutral. Based on SupCon,
we tweak the Equation 6 to calculate neutral score.
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Dataset
Conversations Utterances |E| Neutral

(%)
Imbalance

ratio
Evaluation

Metrictrain val test train val test
IEMOCAP 108 12 31 5163 647 1623 6 22.98 3:1 Weighted-F1
EmoryNLP 713 99 85 9934 1344 1328 7 29.95 4:1 Weighted-F1

MELD 1038 114 280 9989 1109 2610 7 48.21 18:1 Weighted-F1
DailyDialog 11118 1000 1000 87170 8069 7740 7 83.24 1156:1 Micro-F1

Table 1: Statistics of ERC datasets. Neutral denotes the percentage of utterances with label-neutral. Imbalance ratio
indicates the maximum class imbalance and cls is the number of different labels in each dataset.

Nneu(i) =
∑

hj∈{(hj ,yj)|yj=Neutral}
F(hi, hj). (7)

N (i) = Nsup(i) + αNneu(i). (8)

Equation 7 collects similarity scores between hi
and samples with the neutral label to repel non-
emotional label from other emotions. In Equation 8,
we combine the neutral score with the negative
score of SupCon, which will bring additional re-
pelling force specifically for neutral emotion. We
adjust the force for neutral through parameter α.
Finally, the loss we optimize is presented below.

LCLED(i) = − log

(
1

|P (i)| ·
P(i)
N (i)

)
. (9)

L(i) = LEncoder(i) + LCLED(i), (10)

where LEncoder represents the loss of the ERC
model, which is typically a cross-entropy loss. We
integrate our CLED loss with the ERC objective to
effectively address the challenges posed by ERC
dataset.

4 Experimental Settings

4.1 Datasets
We conduct experiments on four ERC benchmark
dataset: IEMOCAP, EmoryNLP, MELD and Daily-
Dialog. Table 1 shows the statistics of each dataset.
For evaluation metrics, following previous stud-
ies, we employ micro-F1 excluding the majority
class (neutral) for DailyDialog and weighted-F1
for other ERC datasets.
IEMOCAP (Busso et al., 2008) is a dyadic multi-
modal dataset that contains text, audio, video, and
motion capture information movement. For ERC
task, we bring only text data. The label set contains
happy, sad, angry, excited, frustrated, and neutral.
EmoryNLP (Zahiri and Choi, 2017) is a text
dataset extracted from the TV show Friends tran-
scripts. Each utterance is labelled with sad,

scared, mad, powerful, peaceful, joyful, and neu-
tral. Their annotation is based on Willcox’s feeling
wheel (Willcox, 1982).
MELD (Poria et al., 2019a) is a multi-party multi-
modal dataset collected from the popular TV-series
Friends. Each utterance has been annotated with
one of anger, disgust, fear, joy, surprise, sadness,
and neutral.
DailyDialog (Li et al., 2017) is a dyadic text dataset.
The label set contains anger, disgust, fear, joy, sur-
prise, sadness, and neutral, which are from the six
Ekman’s basic emotions (Ekman et al., 1999) and
others.

4.2 Baselines

We apply our learning scheme to strong baseline
models which is summarized here. For strict com-
parison, we use the exact hyper-parameter values
employed by the original models, and do not per-
form any further tuning of each model when apply-
ing our scheme.
RoBERTa (Liu et al., 2019) is a pre-trained lan-
guage model(PLM). We leverage RoBERTa-large 1

as the embedding module. 2 Classification layer is
mounted to PLM for predicting emotion labels.
Psychological (Li et al., 2021) proposes a
psychological-knowledge-aware interaction graph
enhanced by commonsense knowledge and graph
transformer.
CoMPM (Lee and Lee, 2022) uses the pre-trained
memory as external knowledge utilizing the PLM
as an extractor, which is combined with context
model for ERC.
EmoNotOne-SA (Lee, 2022) tries to represent
emotion as grayscale label and introduces several
strategies for constructing grayscale label. We
choose the self-adjust-grayscale method, which
performs best among the grayscale construction

1https://huggingface.co/roberta-large
2We make the input by prepending the speaker for each

utterance and concatenating a context, previous utterances of
the target, to the current utterance.
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Model
Dataset

IEMOCAP EmoryNLP MELD DailyDialog
RoBERTa (Liu et al., 2019) 61.92 34.62 64.52 60.36

Psychological (Li et al., 2021) 63.03 37.44 63.52 58.93
CoMPM (Lee and Lee, 2022) 66.33 37.06 65.19 59.01
EmoNotOne-SA (Lee, 2022) 62.51 36.38 65.00 60.71

EmotionFlow (Song et al., 2022b) - 38.61 66.00 -
SPCL (Song et al., 2022a) 67.30 39.89 66.16 -

RoBERTa+CLED 62.77 (↑ 0.85) 36.89 (↑ 2.27) 66.24 (↑ 1.72) 61.23 (↑ 0.87)
Psychological+CLED 64.03 (↑ 1.00) 37.90 (↑ 0.46) 64.09 (↑ 0.57) 59.49 (↑ 0.56)

CoMPM+CLED 67.65 (↑ 1.32) 38.76 (↑ 1.70) 66.00 (↑ 0.81) 61.57 (↑ 2.56)
EmoNotOne-SA+CLED 63.63 (↑ 1.12) 37.71 (↑ 1.33) 65.61 (↑ 0.61) 60.98( ↑ 0.27)

EmotionFlow+CLED - 40.54 (↑ 1.93) 66.77 (↑ 0.77) -
SPCL+CLED 66.58 (↓ 0.72) 40.76 (↑ 0.87) 66.44 (↑ 0.28) -

Table 2: The results on ERC models on four benchmark datasets. We result in score of the average of five runs.
Bold score indicates the best performance in each dataset. All of the results in baselines are reproduced by our
experimentation with the original code.

Method IEMOCAP EmoryNLP MELD DailyDialog
CLED 62.77 36.89 66.24 61.23
- Data Augmentation (DA) 62.30 (↓ 0.47) 34.51 (↓ 2.38) 65.31 (↓ 0.93) 59.67 (↓ 1.56)
- Neutral Score (NS) 61.87 (↓ 0.90) 35.74 (↓ 1.15) 64.82 (↓ 1.42) 60.56 (↓ 0.47)
- DA - NS 61.58 (↓ 1.19) 34.58 (↓ 2.31) 64.14 (↓ 2.10) 57.46 (↓ 3.77)

Table 3: Ablation study. The numbers in parentheses indicate the difference in performance when the component is
removed from CLED during training.

methods.
SPCL (Song et al., 2022a) employs the supervised
contrastive learning loss combining prototypical
network and curriculum learning for mitigating
data imbalance and handling few samples in ERC
dataset.
EmotionFlow (Song et al., 2022b) is a model con-
sidering the spread of speakers’ emotions, and fur-
ther utilizes the Conditional Random Field (CRF)
to capture sequential emotional information.

4.3 Implementation Details

When we implement the RoBERTa-large, we set
the learning rate to 1e-6. The number of epochs and
batch-sizes are 10 and 8, respectively. Otherwise,
we follow the original setting of baseline models.
We train and test the model on a single Nvidia
A100. We fix τ in Equation 4 to 0.05. For α
in Equation 8, we search the parameter using the
validation set. In general, fixing α to larger value
with respect to the percentage of neutral leads to
better performance. In our experiments, α is set to
0.9 for DailyDialog, where about 83% of the data
are tagged as neutral; 0.2 for EmoryNLP which

has a relatively small ratio of neutral. It is worth
noting that α can be translated as the additional
force on neutral, and alpha has (1+α) effect overall.
In Section 5.6, we show how CLED is robust to
various settings of α.

5 Experiments

5.1 Comparisons with State-of-the-art
Methods

Our proposed method is model-agnostic, where we
can apply to existing approaches in ERC. We use
six baselines and compare each of performance
implementing our approach as plug-and-play to
the original baselines. These baseline models
are selected from the ERC literature which have
achieved state-of-the-art results and leveraged PLM
in their embedding methods. The models without
released code are not included in the experiment.
Table 2 shows the efficacy of our approach, where
we constantly achieve performance improvements
on all the baselines except one model on one of
the dataset. The best performing results for each
dataset is reported in bold. It is also worth not-
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Method
Dataset

IEMOCAP EmoryNLP MELD DailyDialog
RoBERTa (base) 61.58 34.58 64.14 57.46
Random Delete 59.72 27.55 64.41 60.16
Random Swap 58.87 32.33 64.51 59.74
Random Insert 61.68 33.39 64.18 59.21

Synonym Replacement 60.14 32.38 64.42 59.94
Dropout 60.50 31.09 64.75 59.52
Our DA 61.87 35.74 64.82 60.56

Table 4: The comparison with other data augmentation
methods.

ing that even the simple RoBERTa model with
our approach already outstands some competitive
baselines. However, when we apply our scheme
on SPCL, the performance drops from the orig-
inal model. The reason may be that the IEMO-
CAP dataset is relatively balanced, and SPCL was
achieving best performance among the other base-
lines for IEMOCAP benefiting from other aspects
leaving only little room for improvement through
our scheme.

5.2 Ablation Study

Here we conduct an ablation study to provide the
empirical evidence of our claim by stripping each
component. We apply our method to RoBERTa
using all benchmark datasets. Table 3 illustrates
the contribution of each operation in CLED to the
model’s performance. When we exclude samples
generated through data augmentation from CLED,
the performance is lower across all benchmarks.
Not combining the neutral score in Equation 7
with the negative score in SupCon results in a
consistent performance decline across all datasets.
Furthermore, removing our two components (i.e.,
RoBERTa with vanilla-supervised contrastive learn-
ing) leads to inferior performance, highlighting the
effectiveness of both data augmentation and the
decoupling of neutral.

5.3 Comparison with Different Types of Data
Augmentation

To better demonstrate the effectiveness of our data
augmentation approach, we further compare it with
other data augmentation methods. We use the
RoBERTa with SupCon loss as base model for
this experiment. Table 4 shows the performances
with diverse data augmentation methods. Random
delete, swap, insert, and synonym replacement
from EDA (Wei and Zou, 2019) are the techniques
that randomly choose n words from the conversa-
tion and transform them. We believe that context
understanding and emotional dependency are the

Emotion RoBERTa + CLED
fear (1.92%) 11.76 23.38 (↑ 11.62)
disgust (2.61%) 21.69 21.98 (↑ 0.29)
sadness (7.97%) 44.86 45.34 (↑ 0.48)
surprise (10.77%) 60.01 61.94 (↑ 1.93)
angry (13.22%) 49.92 53.35 (↑ 3.43)
joy (15.4%) 61.48 62.67 (↑ 1.19)
neutral (48.12%) 78.05 79.45 (↑ 1.40)

Table 5: Comparison of performance with and without
our method in MELD dataset. A parenthesis next to
each emotion label represents the percentage of emotion
label within test set.

IEMOCAP EmoryNLP MELD DailyDialog

CLED

Figure 3: The silhouette score for each of three losses.

core components of conversation, which is also
confirmed in the results in Table 4. We additionally
test dropout 3 which has been proposed in Sim-
CSE (Gao et al., 2021). Our data augmentation
outperforms Dropout on all datasets.

5.4 Performance on Minor Label
We report how our proposed model performs on
each class label from MELD dataset, where our
scheme always improve the performance on every
emotion classes. As presented in Table 5, the result
of RoBERTa shows that classifying minor labels
is challenging. Compared with the performance
of the major label (neutral), the performance of
the minor label (fear) decreases dramatically by
66.29%.

When we combine RoBERTa with our method,
the model is consistently superior to the vanilla-
RoBERTa for all emotions. Specifically, our
method shows significant performance improve-
ment on a label with the least occurrence, fear,
which is from 11.76% to 23.38%. We infer that the
model attains a performance boost through more
samples by augmentation. These augmented data
help the model to classify unfamiliar labels.

3The SimCSE tries out different dropout rates and finds
that dropout probability p = 0.1 performs best. Following this,
we use a dropout rate of 0.1
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Dataset
α

MELD EmoryNLP
0 (base) 64.82 35.74

+ additional repelling
0.2 65.50 36.89
0.4 65.99 36.74
0.6 65.66 36.65
0.8 66.24 36.26
1.0 65.69 36.10

Table 6: Performances across different hyperparame-
ter values on MELD and EmoryNLP. We report the
weighted-F1 score.

5.5 Silhouette Score on Neutral Label

According to Yang et al. (2022), the neutral is sim-
ilar to other label to some extent and is spread in
overlapped with others. We compute the silhou-
ette scores (Rousseeuw, 1987) on embeddings with
neutral emotion to numerically validate the effec-
tiveness of CLED, which is presented in Figure 3.

We compare the scores from RoBERTa op-
timized with three different losses: cross en-
tropy(CE), SupCon, and CLED. Figure 3 shows
that the silhouette score of our CLED outperforms
the scores obtained through other losses on all
datasets. As CE does not act against neutral, the
neutral is spread on the embedding space, leading
to the lowest score among the three objective func-
tions. Compared to SupCon, CLED concentrate
on repelling neutral from other emotions. Addi-
tionally, we visualize the representation with CE
and CLED to qualitatively evaluate our loss in Ap-
pendix B.2.

5.6 Sensitivity Analysis on parameter α

In Table 6, we perform a sensitivity analysis on the
parameter (α) that controls the imposition of extra
negative scores for neutral instances in Equation 8.
We conduct experiment using the two representa-
tive datasets: MELD dataset, which exhibits a data
distribution significantly skewed to a neutral label,
and the EmoryNLP dataset, which has a compara-
tively more balanced label distribution.

When α is set to 0, the loss becomes equiva-
lent to the conventional contrastive learning set-
ting. Setting α higher than 0 means infusing ad-
ditional repeling force around neutral label. We
achieve consistent performance improvement in ev-
ery setting of α, which can reflect the robustness of
CLED. We believe these results are meaningful in
that we always achieve performance improvement

Layer set # layers F1-score
{23} (last layer) 1 64.82

{5,6,7} 3 65.97
{19,20,21} 3 65.25

{0 - 11} 12 65.38
{12 - 23} 12 65.76

Table 7: Comparison of performance with diverse layer
combination in MELD dataset.

even across different datasets. We also highlight
that the optimal α from different datasets indirectly
reflects data characteristics in terms of neutral pro-
portion. The optimal α in MELD is 0.8 and the
optimal α in EmoryNLP is 0.2.

5.7 Comparison for Layer Set in Data
Augmentation

Throughout all the experiments above, we only
took the last layer of the PLM for data augmenta-
tion. Our augmentation can be further improved by
finding the optimal combinations of hidden layer,
which could be dependent on PLM or dataset. In
our main results, we didn’t search for the best com-
binations. Here we follow the study in (Jawahar
et al., 2019), and investigate different configura-
tions for layer set L as shown in Table 7. We use
the RoBERTa-large model, including a data aug-
mentation component, as our base model to verify
the effect of the number of layers. The results
in Table 7 suggest possible directions for future
work. Our model achieves the best performance
with L = {5, 6, 7}. More details can be found in
Appendix B.3.

6 Conclusion

In this paper, we discuss the challenges in the ERC
dataset, which exhibits imbalanced label distribu-
tion and a dominance of neutral emotions that are
difficult to distinguish from other emotions. We
introduce novel method CLED to address the chal-
lenges of ERC datasets. The CLED employs a
novel data augmentation reflecting the context and
emotion-dependency in conversation. With aug-
mented data, we redefine a supervised contrastive
learning loss specifically designed for the ERC
dataset to better distinguish between neutral and
non-neutral emotions. We conduct extensive exper-
iments to verify the effectiveness of our approach
by constantly improving the previous baselines
through plug-and-play.
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Limitations

This study has two limitations. 1) As our proposed
data augmentation method is based on the pre-
trained model, it can only combine with the model
that leverages the pre-trained language model as
their embedding module, and human evaluation on
data augmentation is not available. 2) While per-
forming data augmentation on the last layer of PLM
is sufficiently effective, we verify that more layers
boost the performance in Section 5.7. However,
leveraging more hidden states of PLM increases
computational resources. The tradeoff between
performance and computational cost should be con-
sidered.
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Appendix

A Transition Matrix in ERC dataset

IEMOCAP MELD

EmoryNLP DailyDialog

Figure 4: Transition Matrix

The transition matrix illustrates how the current
emotion in row i changes to subsequent emotion
in column j in the dialogue. Figure 4 represents
the transition matrices calculated from the training
data of each ERC dataset. The transition matrix’s
rows represent the probabilities of moving from
one emotion to another, with each row summing
to 1. For example, in the transition matrix of the
IEMOCAP dataset, the first row indicates the prob-
abilities of the next utterance’s emotions given the

current emotion is anger. The probability value for
transitioning from anger to frustrated is 0.31.

B Extended Experiments

Here we provide more experiments to prove effec-
tiveness of our CLED.

B.1 Effectiveness of CLED over Other CL
Approach with Strong Negative

Loss w/o DA with DA
SupCon 64.14 64.82
All-CL 63.58 (-0.56) 65.64 (+0.82)
CLED 65.31 (+1.17) 66.24 (+1.42)

Table 8: Comparison of performance in MELD dataset.
The parenthes indicate the difference in performance
with Supcon.

Table 8 compares the performance with three-
loss strategies: vanilla-supervised contrastive learn-
ing(SupCon), supervised contrastive learning ap-
plying more weights across all negative paris (All-
CL), and CLED, applying only weight for the neu-
tral. We use α by 0.8, the parameter to control the
force, to All-CL and CLED.

When All-CL trains the model without data
augmentation, the performance is degraded more
than SupCon. Although the All-CL with data aug-
mentation improves the performance, our CLED
outperforms All-CL. This result indicates that re-
pelling the negative pairs more strongly without
considering the label property worsens the perfor-
mance. Since neutral is nearly contacted with other
emotions, our tailored contrastive learning method
which pinpoints to neutral is more effective.

B.2 Representation Visualization

We visualize the learned representations with t-
SNE (Van der Maaten and Hinton, 2008) on the test
set of MELD and DailyDialog, where the neutral
label accounts for more than a half of data. To clar-
ify effectiveness of our loss tailored to neutral, we
compare two variants: RoBERTa trained by cross-
entropy(CE) and CLED. The results are shown in
Figure 5 and 6. When the model is trained by CE,
we observe that the neutral label is spread in the
embedding space and overlaps with other labels.
Our CLED makes the neutral relatively tight and
united than CE loss. Thus, we can obtain the more
apparent boundary of each emotion shown in (b)
of Figure 5 and 6.
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Figure 5: The representations learned with different optimization objectives on DailyDialog dataset. Each color
represents different emotion label; The marking indicates that each label dominates this space.

Figure 6: The representations learned with different optimization objectives on MELD dataset. Each color represents
different emotion label. The marking indicates that each label dominates this space.

Figure 7: The result of probing for RoBERTa-large model.

B.3 Probing hidden layer of RoBERTa

Probing tasks unearth the linguistic features possi-
bly encoded in neural models (Adi et al.; Conneau
et al., 2018; Jawahar et al., 2019). Jawahar et al.
(2019) try to explain what linguistic features the in-
termediate layer of BERT contains and find that the
bottom, middle, and top layers in BERT contain sur-

face, syntactic, and semantic features, respectively.
In order to find effective layer for augmentation,
we bring Jawahar et al. (2019)’s method and search
which layer in RoBERTa-large’s intermediate lay-
ers is meaningful. The number of RoBERTa-large
model’s layers is 24.

As conversation is a sequence of utterances, we
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perform semantic probing. The detail information
for each probing is as follows:

• Tense

• SubjNum and ObjNum: the subject and the
object number in the main clause

• SOMO: the sensitivity to random replacement
of a noun/verb

• CoordInv: the random swapping of coordi-
nated clausal conjuncts.

Figure 7 shows the results of the probing task
and indicates that {5, 6, 7, 19, 20, 21, 22, 23} lay-
ers contain semantic information. Although {5,6,7}
layers do not predict well in ObjNum and Coordinv,
the results in Table 7 show that Tense, SubjNum,
and CoordInv are more important to the conversa-
tion.
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