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Abstract
Cyber attacks cause over $1 trillion loss ev-
ery year. An important task for cyber security
analysts is attack forensics. It entails under-
standing malware behaviors and attack origins.
However, existing automated or manual mal-
ware analysis can only disclose a subset of be-
haviors due to inherent difficulties (e.g., mal-
ware cloaking and obfuscation). As such, an-
alysts often resort to text search techniques to
identify existing malware reports based on the
symptoms they observe, exploiting the fact that
malware samples share a lot of similarity, espe-
cially those from the same origin. In this paper,
we propose a novel malware behavior search
technique that is based on graph isomorphism
at the attention layers of Transformer models.
We also compose a large dataset collected from
various agencies to facilitate such research. Our
technique outperforms state-of-the-art methods,
such as those based on sentence embeddings
and keywords by 6-14%. In the case study of
10 real-world malwares, our technique can cor-
rectly attribute 8 of them to their ground truth
origins while using Google only works for 3
cases.

1 Introduction

Cyber-attacks are a prominent threat to our daily
life, causing over $1 trillion loss every year. De-
fending and mitigating cyber-attacks are hence crit-
ical. An important task in the arms race is attack
forensics, which aims to determine malware be-
haviors, damages, and origins. It usually starts
with an attack instance, e.g., a malware sample
captured in the wild. The analysts use tools such
as IDA (Ferguson and Kaminsky, 2008) to inspect
its code body, and sand-boxing techniques such
as Cuckoo (Oktavianto and Muhardianto, 2013) to
execute it and observe its runtime behaviors. At-
tack forensics are important because the results
can be used to assess damages and prevent future
attacks. However, malware often employs sophisti-
cated self-protection such as obfuscation (You and

Yim, 2010) that changes code body to make it dif-
ficult to understand and/or masquerade a benign
application, and cloaking that conceals malicious
payload until certain (attack) conditions are satis-
fied. As a result, analysts usually can only disclose
a part of malware behaviors. They hence heavily
rely on text search to find existing related malware
reports. Such search is usually driven by the ob-
served behaviors such as sabotage, data exfiltration
(regarding how they are performed?). The rationale
is that cyber-attacks become increasingly organized
(e.g., sponsored at a state-level), showing a substan-
tial level of commonality in terms of the exploits
used (i.e., bugs in target systems that allow the
malware to penetrate), the payloads delivered, and
their objectives, especially for those launched by
a same threat actor (Malpedia) (i.e., an adversary
or an organization of adversaries). As such, one
can predict a new malware’s full behaviors from re-
ports of existing malware samples that share some
commonality with the new sample. In fact, major
security vendors have published a large volume
of malware analysis reports. While they have the
great potential to provide collective intelligence for
future analysis, there has been an intrinsic barrier
to fully leveraging such knowledge, namely, these
threat reports are written in unstructured and infor-
mal natural languages. Since anyone can contribute
such reports, it is difficult to standardize them.

Therefore, the key problem is a specialized text
search challenge, which is called cyber threat in-
telligence (CTI) search following the terminology
used in the domain. CTI search poses two main
challenges; (i) supervised-learning is hardly fea-
sible due to the lack of labeled datasets, and (ii)
existing pre-trained general-purpose language mod-
els cannot effectively capture domain specific se-
mantics. Sometimes, small changes for a general-
purpose language model denote substantial seman-
tic differences in CTI. For example, a "file" may
describe either information stealing ("file to leak
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the stolen data from the program") or program ex-
ploitation ("file to exploit the program for stealing
data").

The most popular search method directly uses
indicators of compromise (IoCs) of the malware
sample, e.g., malware file hash (Catakoglu et al.,
2016; Liao et al., 2016). It is the method used
in VirusTotal (VirusTotal), a widely used malware
analysis platform. Although using IoCs is precise
and free from false positives, it cannot deal with
the well known malware mutation problem (Liao
et al., 2016) in which malware frequently and con-
sistently changes its configurations, payloads, and
even attack steps, to evade detection or simply up-
date its functionalities. Another method is text simi-
larity based malware behavior search. Existing text
similarity methods largely fall into two categories,
keywords based methods (Corley and Mihalcea,
2005; Harispe et al., 2015) and sentence embed-
ding based methods (Le and Mikolov, 2014; Lau
and Baldwin, 2016; Devlin et al., 2018; Reimers
and Gurevych, 2019). The former focuses on do-
main specific keywords. It cannot effectively ex-
tract relations across keywords, which are critical
in CTI search. In the above example, the keyword
"file" needs to be analyzed with the relation of other
words (i.e., "leak" or "exploit") - keywords-based
search (i.e., "steal", "program", "data") will cause
misunderstanding. In contrast, directly using em-
beddings tends to be unnecessarily distracted by
the words that are not critical to CTI search.

We propose a novel CTI search technique. We
collect a large repository of CTI reports from mul-
tiple agencies such as Kaspersky, Symantec and
MacAfee. Specifically, Mitre ATT&CK (Mitre
ATTACK) is a widely-known knowledge base of
adversary techniques (i.e., behaviors) based on real-
world malware observations. The repo covers re-
ports in the past 20 years. We then use a masked-
language model (MLM) based on Transformer to
perform unsupervised learning on the dataset. We
observe that the language model can pay special at-
tention to IoC related words, and more importantly,
their correlations. After training, instead of using
the pre-trained embeddings, which are noisy due
to the large natural language vocabulary, we con-
struct a attention graph in which a node is a word
token and an edge is introduced between two nodes
when their attention is larger than a threshold. We
then use graph similarity to determine CTI report
similarity. We make the following contributions.

• We collect a large volume of existing CTI
reports from reputable sources which could
facilitate future research.

• We propose a novel attention graph based
search method for CTI reports. It is particu-
larly suitable in capturing the domain specific
semantics of these reports.

• We compare our method with doc2vec (Le
and Mikolov, 2014; Lau and Baldwin, 2016)
(a sentence embedding based technique), key-
word based text similarity methods (Corley
and Mihalcea, 2005; Harispe et al., 2015), and
a few state-of-the-art unsupervised learning
based methods (Reimers and Gurevych, 2019).
Our method consistently outperforms these
baselines.

• In a case study of 10 real-world malware at-
tacks, our search successfully finds the most
relevant reports (from the past) that allow us
to attribute 8 of these attacks to their true
origins. In contrast, using Google can only
correctly attributes 3 and a simple IoC-based
search correctly attributes 2. One of the gen-
erative LLMs, GPT-4 (Google Bing) correctly
answers 3.

2 Motivation

A real-world event in 2019 on a nuclear power
plant in India (INDIA TODAY, 2019) illustrates
how an information retrieval (i.e., our system) con-
tributes to cyberattack investigations. It is a multi-
stage attack that first penetrates some computers
on the power-plant’s network, leveraging a zero-
day code vulnerability (e.g., a bug in browser) and
then laid low and silently compromise more sys-
tems leveraging normal functionalities. The pro-
cess may take days or even weeks. The payload
was finally delivered, 3-5 days after the initial pen-
etration, accessing the nuclear plant’s confidential
data. Such complex and multi-staged attacks are
also called advanced persistent threat (APT) (Mi-
lajerdi et al., 2019). Assume a few days after the
attack was initiated, security analysts noticed some
system anomaly. Further assume they acquired an
attack artifact, which is the executable malware
file used in the first penetration step. From the
file, analysts acquired the hash of the malware
bfb39f486372a509...0364 and a few malware be-
haviors using a sandbox tool, namely, (B-1) "use a
dropper that has encrypted payload", (B-2) "list all
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(FALLCHILL)… collects basic system information: 

OS version, … local IP address information, … 

                    [A-3] Nov. 2017, by US-CERT 

2018
2019

operation “FALLCHILL” 
observed

operation “RATAKBA” 
observed

operation “AppleJues”
observed

Timeline

[File Hash] bfb39f486372a509...0364 

[B-1] Use dropper that has encrypted payload 

[B-2] List all running processes

[B-3] Collect the host’s IP address                     

1 Analysts gather attack artifacts (1 hash, 
3 behaviors) from initial compromise 

CTI Report of Lazarus Group 1

Compromise!Security Analyses on Day-0

Analyst

2
Use existing platforms to find 
any information about        but 
fail to fetch any related articles

3
Anaylsts use CTI-Search w/ 
B-1, B-2, B-3 and fetch 
articles of A-1, A-2, A-3

4
Analysts identify that 
attack is origin from 
Lazarus group

D-D
ay

Security Analysts’ Response5 Analysts collect 
recent information 
that let know DTrack 
malware’s spread 
and future behaviors 

New North Korean malware targeting ATMs spotted in 
India … DTrack malware spotted as recently as this 
month …  focuses on spying and data theft, rather 
than financial crime … perform the following 
operations: Keylogging, Retrieve browser history, List 
files on all available disk       [A-4] Sep. 2019, by ZDNet 

2020

   Continuing

6 Prevention

1. Remove confidential files
2. Anti-keylogging program
3. Browser Inspection
4. Disk space isolation,  …

News articles about this attack 
case are later published

After-event new article

“What is DTrack: North Korean virus being 
used to hack ATMs to nuclear power plant 
in India”                       [A-5] 30 Oct. 2019

verifies analysts prediction v

CTI Report of Lazarus Group 2

(RATAKBA)… use microsoft wmi tool to list 

compromised system’s running process …  
                [A-2] Jan. 2018, by TrendMicro

CTI Report of Lazarus Group 3

(AppleJues) … that was encrypted payload and 

obfuscated binary which eventually drops …           
                 [A-1] Aug. 2018, by Securelist 

1

Figure 1: Motivation example: searching a real-world attack on an Indian nuclear plant. The arrow from left to right
denotes the timeline. The attack happened in 2019 (the right-most spot on the timeline with a bug symbol). A few
other attacks by the same threat actor were conducted before the 2019 attack and denoted by the blue, orange and
green durations along the timeline. The large box “Security Analyses on Day-0” in the middle denotes the
multiple methods the analyst could have used to analyze and search the attack. The boxes in the bottom show the
real analysis reports of the attack there were produced long after the attack in 2020. Most of the information in
those reports is covered by the past reports A-1, A-2, and A-3 retrieved by our method, illustrating that with our
method, the attack could have been easily analyzed and attributed.

running processes", and (B-3) "collect the host’s IP
address". This corresponds to step 1 in Figure 1).

However, from these symptoms, the analysts can
hardly determine the objective and scope of the at-
tack. Since the power plant is critical infrastructure,
they need answers to a number of questions, for ex-
ample, what is the attack origin (is it from a major
known threat actor)? and what are the attacker’s
ultimate interests (e.g., infrastructure sabotage and
confidential information leak)? Critical decisions
need to be made based on the answers to these
questions.

The collected evidence is insufficient to answer
these questions, which is very typical due to the
inherent difficulties in malware analysis. The ana-
lysts usually resort to CTI search In our case, as-
sume they first looked up the file hash on VirusTotal
to check if the same attack has been conducted in
the past. However, the attack was unique in 2019
and hence VirusTotal returned no match. In fact,

the malware was first submitted to VirusTotal on
October 28, 2019, one month after the initial at-
tack. Then in step 2 , the analysts tried to find
previous CTI reports using the behaviors, that is,
B-1, B-2, and B-3. As the behaviors were written
in natural language, they needed to rely on text
search methods. Assume they used Google and the
textual descriptions of the behaviors. However, the
search results were not informative. Observe most
of the retrieved items are not even semantically re-
lated. The semantically related items are in fact not
related to the attack at all (refer to Appendix A.4).

Our Method. Assume that analysts had our
search technique in 2019. Searching the three be-
haviors using our method, the analysts managed
to retrieve 3 malware reports (i.e., A-1, A-2 and
A-3) dated before the attack time which are all con-
ducted by Lazarus group within last 2 years (see
top three boxes in Figure 1). The analysts hence
suspected the origin of attack was the Lazarus
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group (step 4 ). More importantly, recent threat
intelligence article (A-4 (ZDNet, 2019)) says that
Lazarus groups recently perform the following at-
tacks: (i) browser history collection, (ii) keylogging
and (iii) disk-drive scrapping (step 5 ). Therefore,
the system administrator could employ the corre-
sponding countermeasures (step 6 ).

One month after the attack, real forensics reports
were produced for the attack, named Dtrack (Eco-
nomictimes, 2019). They indicated that the attack
mainly focused on stealing data from the keystroke
(i.e., keyboard), monitoring web-browsing history,
data dump from local disk. The information could
have been disclosed by our technique much earlier
if it was available at that time.

3 Related Work

Cyber Threat Intelligence Search. The most pop-
ular CTI search method uses IoC information (Liao
et al., 2016). Existing work usually formulates
the challenge as a named entity recognition (NER)
problem, aiming to identify malware artifacts (e.g.,
IP address and file hash) from natural language
documents (Liao et al., 2016; Zhu and Dumitras,
2018). Attack ontology was proposed in (Husari
et al., 2017), aiming to formalize malware behav-
iors. Researchers have proposed to extend the data-
sources of threat intelligence, such as Twitter or
Darkweb (Khandpur et al., 2017; Choshen et al.,
2019; Wang et al., 2020; Jin et al., 2022).
Text Similarity. Similarly analysis is the key tech-
nique behind text search, which has been well
studied (Corley and Mihalcea, 2005; Islam and
Inkpen, 2008; Budanitsky and Hirst, 2006; Mihal-
cea et al., 2006; Ramage et al., 2009; Croce et al.,
2011; Rahutomo et al., 2012; Kenter and De Ri-
jke, 2015; Harispe et al., 2015; Rao et al., 2019).
Basically, these approaches try to capture the com-
mon keywords between two texts. Some work
adopts several optimization techniques; using word-
weighting (Corley and Mihalcea, 2005; Kenter and
De Rijke, 2015; Lopez-Gazpio et al., 2019) with
IDF-score (Ramos et al., 2003), leveraging external
knowledge (Islam and Inkpen, 2008; Budanitsky
and Hirst, 2006) and use of word similarity meth-
ods (Corley and Mihalcea, 2005; Islam and Inkpen,
2008; Kenter and De Rijke, 2015; Harispe et al.,
2015). In the CTI search, a knowledge-based ap-
proach is limited due to absence of such resources
(e.g., Wordnet (Miller, 1995)). Meanwhile, word
similarity and weighting are limited to the corpus-

based approaches which are included as our base-
lines (Corley and Mihalcea, 2005; Harispe et al.,
2015).

Recently, with the advances in AI, deep learn-
ing based approaches become increasingly pop-
ular (Tai et al., 2015; He and Lin, 2016; Wang
et al., 2016; Devlin et al., 2018; Tien et al., 2019;
Reimers and Gurevych, 2019; Sun et al., 2020).
Specifically, embeddings are broadly in use with
a number of popular training schemes: continu-
ous bag of words (CBOW) based training (e.g.,
doc2vec (Le and Mikolov, 2014; Lau and Bald-
win, 2016)) and masked language models (MLM)
based training (Reimers and Gurevych, 2019; De-
vlin et al., 2018)

4 Design

CTI reports have domain specific semantics. For
example, ‘IP’ and ‘network’ have similar mean-
ings, ‘drop’ and ‘payload’ have strong correla-
tions. Such semantics can hardly be captured by
general-purpose language models. This challenge
can be overcome using domain specific corpus dur-
ing training. Therefore, a straightforward proposal
is to use masked language model to train on a large
corpus of CTI reports and then use sentence embed-
dings in CTI search. Specifically, a malware IoC
is described by some sentence(s). The search can
simply look for CTI reports that contain similar sen-
tence embeddings. However, such a proposal can
hardly work because distinct behaviors by small
nuance differences between B-1, i.e., “use a drop-
per that has encrypted payload” and an entirely
different behavior such as “drops an encrypted
payload” will not be captured by embedding tech-
niques. As of its ramifications, our later evaluation
shows lower precision (i.e., false positives) by em-
bedding techniques (Table 1). Furthermore, a CTI
report may also describes a behavior using differ-
ent sentence structures such that A-1 reads “The
malware is an encrypted and obfuscated binary,
..., it drops a piece of shell code ...” which is
more verbosely written. Although humans can
easily determine that the corresponding malware
has behavior B-1, the syntactic-based analysis (e.g.,
syntactic dependency analysis) can also fail.

We observe that the attention mechanism in
Transformer models can capture (domain specific)
semantic correlations between words. For example,
there are strong correlations between ‘dropper’ and
“encrypted payload” in B-1 and two strong corre-
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text:
use rc.common 
automatically 
executed boot 
initialization to
establish persis-
tence

rc.common

initialization

persistenceestablish

hide

file

extensionchanging

collect find

groups

credential

storage settings

permission

[Self-attention maps]

extracted extractedtext:
can hide program’s 
true filetype by 
changing the 
extension of file

text:
collect the keychain
storage data from
system to acquire
credentials

extracted extractedtext:
attempt to find 
local system
groups and 
permission 
settings

[Extractions]

Keychain

Figure 2: Figures show self-attention maps on examples (top). Based on word-to-word correlations in attention map,
above examples show that we can extract the core representation of behaviors (bottom) from plain text.

lations in B-3: ‘collect’ - ‘host’ and ‘host’ - ‘IP
address’. These correlations are often not syntactic
like verb-object relations. We depict the detail on
how attention mechanism works with those exam-
ples (A1-A3 and B1-B3) in Appendix A.4.

?

?

[Broken correlation] [False incursion]

Figure 3: Inaccuracies in use of dependency trees (from
two sentences in Figure 2). A dependency tree shows
semantically correlated, but broken clauses (red boxes)
due to no syntactic relation (left). Also it may incur
false positive correlations (blue arrows) due to multiple
equivalent neighbors (right).

It is believed that self-attentions map the word-
to-word correlations in domain specific semantics.
In this regard, our idea is to extract semantically
structured graphs from text using self-attention
maps. To the best of our knowledge, it is novel
methodology to use attention mechanism for a se-
mantic dependency parsing. Here, the graph con-
struction is to traverse the sentence (i.e., set of
words), prioritized by higher attention scores. Fig-
ure 2 illustrates how graphs can be constructed
along with attention scores. Here, the key of seman-
tic graph extraction is to abstract the core behaviors
as a sub-graph form. All of above sentences are
achieved abstractions by the self-attention guided

exploration.
To compare attention maps with legacy (syntac-

tic) dependency trees, we revisit two of above sen-
tences with their parse trees (in Figure 3). It shows
that the parser fails to capture the long-distance cor-
relation in a lengthy text (i.e., broken correlation).
The ramification is that it may need to include un-
necessary words between two, i.e., incurring false
positives. Also, syntactic relations may cause to
explore the obsolete paths (i.e., false incursion).

Training and Use of Attentions. The benefit of
our method is that the model uses self-supervised
training. As myriad of security problems, the lack
of labeled dataset crucially harm the model per-
formances. Albeit it is feasible to collect a large
scale of CTI text corpus, we have no supervision
for training (i.e., no pairwise ground truth). In this
regard, our method fits our domain problem in that
it exploits the self-supervised learning. We hence
use masked language model with a BERT (Devlin
et al., 2018) architecture on the large-scale (8M
words) CTI corpus (refer to Table 2).
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Figure 4: The utilization of self-attention for search.

The use of such model (i.e., pre-trained) is dif-
ferent from legacy that in LLMs (e.g., fine-tune)
in that we construct the graphs by exploring the at-
tention maps. We leverage the self-attention scores
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to prioritize edges with higher attentions. In such
method, it does not entail any supervised learning.

Sub-graph Matching and Similarity Score. After
graph constructions, we use the sub-graph match-
ing algorithm and the similarity score computation.
We consider two words w1 and w2 match if and
only if |e(w1) − e(w2)| < τ where e(w) denotes
the embedding of a word w and τ is a threshold.
With the definition of matching nodes, our chal-
lenge can hence be reduced to the subgraph iso-
morphism problem (Sys et al., 1982), which aims
to find the largest isomorphic sub-graph of two un-
directed graphs (Algorithm 1). The complexity of
the problem is NP. However, since the graph for
behavior description is small (10-15 nodes on av-
erage), the runtime is reasonable in practice, with
our optimization of filtering irrelevant articles men-
tioned in Appendix A.2.

The similarity score of two isomorphic sub-
graphs G1 and G2 is hence computed as follows.

sim(G1, G2) =
∏

w1,w2∈G1×G2

[
κ(1−|e(w1)−e(w2)|)

]

where κ is a constant larger than 1, e(w1), and
e(w2) the embeddings normalized to [0,1]. Note
that κ needs to be larger than 1 such that large iso-
morphic sub-graphs yield a larger similarity score.

Implementation. We use 8 layers of multi-head
attentions (of size 512) with a dropout on each
layer (0.1 probability). Preprocessing is largely
standard with some domain specific normalization
for IoC related artifacts, such as IP. Specifically,
we feed each CTI report under search to the model
and acquire the self-attentions at the last layer. For
each input text, we construct an attention graph,
in which each node denotes a token. An edge is
introduced between two nodes when their attention
exceeds a threshold of 0.15. In sub-graph matching,
we use 2.72, and 0.37 as κ and τ threshold each.

5 Evaluation

To train our models, we have collected 10,544
threat analysis articles from eight major security
vendors (refer to Table 2). The corpus contains
500K sentences and 8M words. For the input tok-
enizing for self-attention layers, we use byte-pair
encoding (Sennrich et al., 2015) and limit the num-
ber of tokens to 30,000 (originally, the dataset has
185K distinct words after lemmatization). We use
BERT for the self-attention layers (with 20% of
random masking and 2 epochs) and the Gensim

framework to train a word2vec model with output
vector size of 100 and 100 epochs for domain spe-
cific word embeddings.

Table 2: Pretraining Dataset

Vendor # of
Articles

# of
Sents

# of
Words

FireEye 843 50K 858K
Fortinet 541 49K 645K

IBM 926 43K 843K
Kaspersky 1,441 50K 858K

McAfee 626 38K 587K
Palo Alto 641 58K 897K
Symantec 177 16K 278K

ESET 5,349 149K 3M

Total 10.5K 0.5M 8M

Our evaluation answers follwing research ques-
tions: (R1) what is the effectiveness of the pro-
posed method compared to existing techniques;
(R2) how does the technique help real-world attack
investigation; and (R3) how efficient is the method.

5.1 Effectiveness
We devise a controlled experiment to compare the
precision and recall of different methods. We use
the SP-EVAL-SET-1 (Mitre ATTACK) and SP-
EVAL-SET-2 (CAPEC) datasets. Specifically, they
provide attack behavior dictionaries such that for
each threat behavior, they provide (i) a written de-
scription for the behavior and (ii) the associated
real-world malware cases’ descriptions. For each
behavior, we construct a dataset as follows. We
include all the malware cases associated with the
behavior (the true positives) and the same number
of random cases from other behaviors. In total,
we test 423 behaviors from SP-EVAL-SET-1, 262
behaviors from SP-EVAL-SET-2 and the aggre-
gated number of cases are 14,096 and 2,002 for
SP-EVAL-SET-1 and SP-EVAL-SET-2, respec-
tively.

We use the following baselines that are unsuper-
vised learning based.

• Word Matching: returning sentences based
on the common words.

• Doc2Vec: A sentence embedding technique
based on the CBOW model (Le and Mikolov,
2014). It returns sentences based on embed-
ding similarities.

• Transformer: Training a Transformer model
(Reimers and Gurevych, 2019) from scratch
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Table 1: Effectiveness Evaluation (P stands for precision and R for recall)

Type SP-EVAL-SET-1 SP-EVAL-SET-1
P. R. F1 P. R. F1

Simple Word Matching 0.59 0.97 0.73 0.60 0.98 0.75
Doc2Vec (Le and Mikolov, 2014) 0.69 0.77 0.73 0.66 0.81 0.73

Transformer (Reimers and Gurevych, 2019) 0.61 0.91 0.73 0.84 0.68 0.75
Transformer-Finetune (Turc et al., 2019) 0.62 0.89 0.73 0.65 0.91 0.76

Keyword Similarity 1 (Mihalcea et al., 2006) 0.73 0.90 0.80 0.73 0.88 0.79
Keyword Similarity 2 (Harispe et al., 2015) 0.60 0.95 0.74 0.55 0.98 0.71
Graph Isomorphism w/ Dependancy Parser 0.75 0.89 0.81 0.77 0.88 0.82

Attention Graph Isomorphism (Our) 0.82 0.93 0.87 0.81 0.89 0.85

and using sentence embedding similarity.

• Transformer-Finetune: Fine-tuning a pre-
trained BERT model (BERT) and using em-
bedding similarity.

• Keyword Similarity 1: A widely used text sim-
ilarity based method (Mihalcea et al., 2006)
using word weights.

• Keyword Similarity 2: A recent work prioritiz-
ing short texts, e.g., compact keywords (Ken-
ter and De Rijke, 2015).

• Graph Isomorphism: Our methodology.

All these results require a threshold to determine
the retrieved cases. We try many thresholds and re-
port the best results. The results are presented in Ta-
ble 1. Observe our method (the last row) achieves
the best performance. It has highest F1 score than
any other baselines. Also observe that directly
using sentence embeddings does not yield good
results, neither do the keyword similarity based
methods.
Analysis of Failing Cases. Table 3 shows a few
failing cases by the baselines. In the first case, the
embedding based methods yield the wrong results
as the sentence embeddings are dominated by the
verb such that the sentences with ‘display’, ‘find’
and ‘identify’ are matched with the query sentence
through the verb ‘get’. In comparison, the match-
ing attention graphs by our method better disclose
the essence. In the second case, the embedding
based methods focus too much on the verbs. The
keyword based methods report the wrong results
because they find three keyword matches. However,
these keywords do not have the semantic correla-
tions as those in the true positive. We can observe
the similar cases in the third.

5.2 Use in Real-world Attack Forensics

A critical task in forensics is to identify attack ori-
gins, that is, attributing attacks to their threat actors.
In this experiment, we randomly select a few recent
attacks and assume a subset of behaviors are known
beforehand. We then use them to search the cor-
responding CTI reports. We use Google and IoC
matching (similar to VirusTotal) as the baselines.

First, we collect additional CTI reports with ex-
plicit attack origin information and exclude all that
overlap with the training set. The collection con-
tains 258 articles with 12 major actors. The de-
tails are in Table 8 (Appendix). We then randomly
gather 10 real-world attacks in Mitre ATT&CK. We
use their behavior descriptions to search the article
pool. We consider the actor with the largest number
of matching as the attack actor.

Figure 5 represents the results. Our method suc-
cessfully identifies 8 correct origins out of 10 cases.
whereas Google identifies 3 correct answers.

To compare with IoC matching, we manually
extract all IoC artifacts from the threat reports. It
is common practice that authors attach such infor-
mation), including the following types: URL, IP,
Hash, CVE, Registry, File (IOC Parser). We ex-
clude trivial Windows executable file names (e.g.,
cmd.exe) which cause a high volume of false pos-
itives. We then use exact matches of IoCs in the
experiment. As a result, only two attacks (Winnti
and RDAT) can be attributed to their origins.

We also test the SOTA internet-connected LLM,
namely GPT-4 (i.e., Bing Chat) by prompting to
extract related articles. GPT-4 only answers for 5
origins. Among those 5, it can correctly attribute 3
(Dtrack, HotCroissant and KerrDown).
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Figure 5: Search Result for Attack Origin Identification. In each figure, a red cross on the line (+—+—+) denotes
the target origin of a malware. In each row (i.e., a malware), the actor with the largest number of search results is
marked by a red square (□). Therefore, a co-location of the two symbols tells the success of origin identification (+ ).

5.3 Efficiency

We have implemented non-lossy search optimiza-
tions; (i) graph caching and (ii) sentences clustering
and evaluated the runtime efficiency of our method.
Our optimizations, evaluation and system specifi-
cation details can be found in Appendix A.2.

Table 4: Result on Efficiency Test

Type Search Space
20K 50K 100K

Baseline
(matching)

20s 53s 1m45s

Our System
(optimized)

09s 28s 57s

We compare our system (after fully optimized)
to the simplest word matching in efficiency. The
test performs the search query of 10 words by vary-
ing search space sizes. The baseline includes a
text preprocessing and word-to-word comparison
within a pair of two sentences.

Before any optimizations, a raw implementa-
tion of the graph isomorphism costs ∼17m with
20K search space, ∼4h with 100K (Table 6). How-
ever, our non-lossy optimization drastically reduces
search times as shown in Table 4 that become com-
parable to the baseline.

6 Discussion

Word Embedding. One can benefit from contex-
tualized word embedding. Also, the Transformer
model contains pre-trained token embedding that
can be used to measure word to word distance.
It is worth considering a use of such embedding
methodologies. In our study, we use word2vec in

that attack describing terms (e.g., exploit, encrypt)
tend to be absolute in different contexts.

Traversal with Self-Attentions. While we use
a threshold to construct graphs from text (Algo-
rithm 1), the methodology is not limited in general.
For example, one can use a traversal algorithm pri-
oritized by attention scores. Attention map may
also help to build syntax parsers as it retrieve se-
mantic correlations in sentences.

Dataset Release. We publish our dataest1. Any
following work must be only on research purposes.
It is worth noting that our dataset is a collection of
open articles from various vendors. As our dataset
is up to year of 2023, one may need to reproduce
the collection by following the instruction.

7 Conclusion

We propose a novel CTI search method using atten-
tion graph isomorphism. We have shown that our
method improves the effectiveness of CTI search
for comparative evaluations. Our case study also
shows that it drastically improves attack origin iden-
tification. Our technique can correctly attribute 8
of 10 recent attacks while Google only attributes 3.

8 Limitations

Since our system resorts to word-level embeddings,
it has difficulty handling cases in which a word is
equivalent to a phrase. For example, “obfuscate”
and “make it difficult to understand” are seman-
tically similar. But such similarity may not be
captured by our technique. We speculate with a
large corpus, the embeddings by transformer can
better consider the context and hence capture the
similarity.

1https://github.com/cwbae10-purdue/cti-eacl24.git
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Table 3: Failing cases of baselines. Matching background colors denote matching words (based on embeddings).
The underlined words in the query and the sentence returned by our method form the matching attention graphs.
Our method returns the correct CTIs in all these cases.

[Query] get information about running processes on system

[D2V] Sykipot may use netstat to display active network connections

[Transformer] GravityRAT uses netstat to find open ports on victim’s machine
[Transformer] Get2 has ability to identify current username of infected host

[Our Search Result] PowerShower has ability to ... module to retrieve list of active processes

[Query] execute their own malicious payloads by hijacking library manifest used to load DLLs

[D2V, Transformer] APT28 has used tools to perform keylogging
[D2V] BADNEWS is capable of executing commands via cmd.exe

[Keyword Similarity] SeaDuke uses module to execute Mimikatz with PowerShell to
perform Pass Ticket
[Keyword Similarity] PowerSploit modules are written in and executed via PowerShell

[Our Search Result] HyperBro has used legitimate application to sideload DLL to decrypt
decompress and run payload.

[Query] with no prior knowledge of legitimate credentials within system or environment,
guess passwords to attempt access to accounts

[D2V, Transformer ] Zeus Panda checks to see if anti virus anti spyware or firewall products
are installed in victim’s environment

[Keyword Similarity] Agent Tesla can collect system ’s computer name and also has capability to
collect information on processor memory and video card

[Our Search Result] SpeakUp can perform bruteforce using predefined list of usernames
and passwords in attempt to log-in to administrative panels

9 Ethnics Statements

Our system resorts to cyber threat intelligence
(CTI) dataset. This may impose the risk factors
as follows;

• Possible Exposure of Threat Knowledge: As
dataset comprise threat analysis articles, it
may contain potential risks to be abused.

• Adversarial Use of Knowledge: Attackers
may use the information retrieval system to
operate advanced attacks or avoid possible
defenses assisted by threat intelligence.

• Concerns on Privacy Information: Threat
knowledge contained in the dataset may hold
real cyberattack cases. It may contain state-
wide or private damages or loss which can
lead to violation of privacy.

We have only used the dataest for research pur-
poses (i.e., textual analysis). All reproduced work
from our dataset must be on same objectives. In
this regard, good practices as below need to be
observed;

• Avoiding Use of Recent Critical Knowledge:
One must refrain from the use of on-going (or
recent) threat information as it might aggra-
vate the circumstances.

• Avoiding Use of Effective Vulnerabilities: If
threat knowledge is still effective (e.g., before
patch), one must not include such information.

• Excluding Privacy Information on Damages:
One must refrain from including privacy dam-
ages (e.g., loss/damage of specific institutions)
to technical articles (e.g., case studies). It may
contain privacy information.
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A Appendix

A.1 Ablation Study

We conduct an ablation study in that;
(i) we first eliminate a self-attention based graph

builder and connect all possible pairs (make sen-
tence a fully-connected-graph) and run isomorphic
sub-graph discovery to get similarity score,

(ii) we do not use Word2Vec model so that iso-
morphic sub-graph cannot tolerate similar, but dif-
ferent words, therefore, it is only able to match
same words.

Table 5: Result on Ablation Study

Type P. R. F1 ∆ F1
w/o Self-Attention .75 .78 .76 -12.64%

w/o Word2Vec .82 .82 .82 -5.75%

Under this configuration, we revisit the search
performance evaluation on SP-EVAL-SET-1. For
each modification, we set the threshold value again
which maximizes the F1-score. Table 5 shows the
result of ablation test. The "Loss of F1" column
says the loss of F1 score in percentile from our
original result (note that our original method scores
87% of F1-score).

A.2 Search Query Time

Before we measure the query-time performance,
we introduce two optimization techniques; (i) graph
caching (GC) and (ii) sentences clustering (SC);

We notice that our self-attention based graph
builder is a bottleneck against time performance, in
average, costs 0.5s for a single sentence (while iso-
morphic sub-graph discovery module takes 5ms in
average which is almost zero relatively). However,
graph building for search space sentences does not
need to be processed on-the-fly. Therefore, we use
the graph caching (GC) optimization where we pre-
build graphs from the sentences and cache to the
database.

Also, we use a lossless optimization method,
namely, sentence clustering (SC) in that we fil-
ter our any of non-related sentences have no syn-
onym from the query sentence (recall that synonym
is defined as two words those embedding vectors
are within the constant τ -distance). For that, we
pre-build a map from every word in dictionary
(185K words) to sentences in search space (i.e.,
sentence clustering by word that includes all sen-
tences which hold at least one of its synonyms).

When a query sentence is given, we extract words
from it and load their sentence-clusters - therefore,
sentences belong to those clusters become the re-
duced search space.

Here, we measure searching time. We run our
system with an Intel Xeon 2.20GHz CPU and
196GB memory space. We pick 20K, 50K and
100K of random sentences from our threat report
corpus as for a search space, and randomly pick 5-
word, 10-word size query sentences (10 sentences
per each and measure their average/minimum/max-
imum). Then, we measure the results from origi-
nal search (w/o OPT), search with GC and both-
enabled, i.e., GC+SC.

Table 6: Query Time Measurement
(a.:average, m.:min, M.:max)

Type Search Space (# Sentences)
20K 50K 100K

Baseline
(matching)

a. 20s 53s 1m45s
m. 20s 52s 1m43s
M. 21s 54s 1m46s

w/o
OPT

a. 17m03s 43m49s 4h16m
m. 16m45s 42m57s 4h14m
M. 17m15s 17m15s 4h17m

w/
GC

a. 28s 24s 2m44s
m. 11s 32s 1m04s
M. 44s 41s 3m55s

w/
GC+SC

a. 05s 14s 34s
m. 00s 02s 05s
M. 14s 18s 1m19s

(a) query size: 5 words

Type Search Space (# Sentences)
20K 50K 100K

Baseline
(matching)

a. 20s 53s 1m45s
m. 20s 53s 1m44s
M. 21s 54s 1m47s

w/o
OPT

a. 17m58s 46m30s 4h21m
m. 17m27s 45m01s 4h18m
M. 2m46s 18m46s 4h25m

w/
GC

a. 1m23s 4m05s 8m03s
m. 53s 2m36s 5m03s
M. 2m12s 2m12s 12m41s

w/
GC+SC

a. 09s 28s 57s
m. 03s 11s 25s
M. 23s 23s 2m21s

(b) query size: 10 words

Without any optimizations, a query takes from 16m
up to 4h based on search space. However, this can
be drastically reduced by our optimization scheme.
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If we use the GC method, a query time becomes
less 10 minutes, and, with SC method enabled, it
is expected to be around a few minutes or less than
a minute. Note that 100K of search space is not
trivial. We also claim that our system is able to be
distributed to multiple machines by dividing the
search space.

A.3 Dataset Tables
This section holds additional tables for our dataset.

Table 7: Malware Bahaviors and IoCs Set (OI-EVAL-
SET-MALWARE). B. stands for Behaviors

Malware Actor # of
B.

# of
IOCs

Winnti Axiom 3 123
MessageTap Axiom 7 3

DTrack Lazarus 15 25
HotCroissant Lazarus 15 14

FrameworkPOS FIN6 5 25
KerrDown APT32 7 49

rDAT Chrysene 16 6
comRAT Turla 16 16

RainyDay Naikon 16 10
ServHelper TA505 8 92

Total - 62 363

Table 8: Attack Origin Identifying Evaluation Set (OI-
EVAL-SET-ACTOR)

Actor # of
Articles

# of
Sentences

# of
Words

FIN6 17 1,280 21K
Leviathan 17 1,060 18K

Axiom 21 2,361 38K
Stone Panda 17 1,333 23K

Lazarus 29 2,338 37K
Gorgon 22 1,549 23K
Turla 24 1,646 28K
TA505 27 2,310 34K

Chrysene 21 1,400 25K
APT32 20 1,430 26K
Naikon 21 1,109 20K

C-Major 22 1,354 23K
Total 258 16K 227K

A.4 Continued from Motivation
How Our System Works. Figure 6 illustrates
how our method works on the motivation example.
For each behavior, the second, third, and fourth
columns show the attention graph for the IoC
description, the graph for the relevant sentence(s)

in the corresponding CTI report, and the matched
subgraphs. For example in B-1, our method
matches the subgraph including ‘dropper’, ‘en-
crypted’, and ‘payload’ in the IoC description to
that in the report including ‘drop’, ‘encrypted’,
and ‘binary’. Note that in the context of attack
forensics, ‘binary’ is a noun meaning a binary
executable file which may be a payload on it
own or include a payload. Therefore, our trained
language model produces close embeddings for
the two. There are similar sub-graph matches for
B-2 and B-3 as well. 2

Google Search. Assume the analyst searches B-1,
B-2 and B-3 on Google. Most of top search results
are not informative. It prioritizes instructional fo-
rums due to page ranking and does not bring A-1,
A-2 and A-3.
In fact, subtle query differences affect Google
search results. Our investigation shows that Google
fetches the articles (i.e., A-1, A-2, A-3) only if they
query “encrypted binary that eventually drops”,
“use wmi too binary list running processes” and
“collect infected machine IP addresses”, respec-
tively which require specific keywords overlapping
(words in bold) to retrieve corresponding articles.
It also requires tedious scrolling to find them. 2
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Algorithm 1 An algorithm to discover an isomorphic sub-graphs
// V1 and V2 have vector nodes (i.e., embedded).
G1 ← G(V1, E1), G2 ← G(V2, E2)
S ← ∅, τ > 0

for v ∈ V1 and w ∈ V2 s.t. |v − w| < τ do
match← false
while s ∈ S do

while (w′, v′) ∈ s do
if (w ∈ Neighbors(w′)) ∧ (v ∈ Neighbors(v′)) then

s.add((w, v))
match← true

end if
end while

end while
if match ̸= true then

S.add({(w, v)})
end if

end for

… … …

to …

…

Figure 6: Attention graphs for the motivation example
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