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Abstract

Over 15 years ago, Ward and Birner (2006)
suggested that non-canonical constructions in
English can serve both to mark information
status and to structure the information flow of
discourse. One such construction is prepos-
ing, where a phrasal constituent appears to the
left of its canonical position, typically sentence-
initially. But computational work on discourse
has, to date, ignored non-canonical syntax. We
take account of non-canonical syntax by pro-
viding quantitative evidence relating NP/PP
preposing to discourse relations. The evidence
comes from an LLM mask-filling task that com-
pares the predictions when a mask is inserted
between the arguments of an implicit inter-
sentential discourse relation — first, when the
right-hand argument (Arg2) starts with a pre-
posed constituent, and again, when that con-
stituent is in canonical (post-verbal) position.
Results show that (1) the top-ranked mask-
fillers in the preposed case agree more often
with “gold” annotations in the Penn Discourse
TreeBank (Webber et al., 2019) than they do in
the latter case, and (2) preposing in Arg2 can
affect the distribution of discourse-relational
senses.

1 Introduction

While sentences in discourse are organized in a
coherent manner, there are different ways of indi-
cating how a clause and/or sentence relates to its
neighbors — with an explicit discourse connective
(as in (1))1, or a lexico-syntactic construction (such
as the so Adjective construction in (2)), or an alter-
native lexicalization of an explicit connective, such
as provided conveying the sense as if in (3), or

1The parts of a discourse relation are indicated by under-
lining explicit connectives, italicizing the first argument to the
relation and bolding the second. While our focus here is on
English, explicit discourse connectives have been identified in
many languages including Chinese, Czech, French, German,
Lithuanian, Polish, Portuguese, Russian and Turkish (Zeyrek
et al., 2019; Özer et al., 2022).

with punctuation or other text structuring devices
discussed in Das and Taboada (2018).

(1) Output will be gradually increased until
it reaches about 11,000 barrels a day.
[wsj_0024]

(2) The fit is so good, we see this as a time of
opportunity. [wsj_0317]

(3) The prepaid plans may be a good bet, pro-
vided the guarantee of future tuition is
secure. [wsj_1569]

But readers/listeners can recognize such relations,
even when such evidence is absent, as in (4), where
the second sentence is taken to be more detailed
about the claim in the first. (This has been called
an implicit discourse relation.)

(4) But the market is changing. The govern-
ment is funding several projects to push
PC use. [wsj_0445]

The Penn Discourse Treebank 3.0, abbreviated
PDTB-3 (Webber et al., 2019), is a large manually
annotated corpus of discourse relations annotated
over the Wall Street Journal section of the Penn
Treebank (PTB) (Marcus et al., 1993). As shown
in Figure 1, while connectives could be directly
extracted from the text for explicit relations, for
implicit relations, human annotators were required
to first insert a connective to aid in annotating the
relation and then identify its sense. Annotators
were allowed to insert two connectives and their
senses if they felt that more than one sense held
between the two arguments.

In their summary of work on non-canonical syn-
tax in English, Ward and Birner (2006) observed
that linguists had identified two functions that pre-
posed constituents serve: signalling information
status and structuring information flow. We take
the latter to include coherence relations between
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Figure 1: Examples of explicit (upper) and implicit (bottom) relations annotated in the PDTB-3 corpus

discourse units, also called discourse relations, and
complement their study with quantitative work re-
lating preposing and discourse relations. The work
makes two contributions: It shows that (1) when
Arg2 of an inter-sentential implicit discourse re-
lation begins with a preposed constituent, that re-
lation is signalled more strongly than when the
constituent is in canonical position, and (2) prepos-
ing in Arg2 changes the distribution of discourse
relational senses that hold between its arguments.

In what follows, Section 2 provides background
motivation. Sections 3 and 4 describe the data and
methodology used in the experiments, with results
presented in Section 5. Section 6 discusses the re-
sults, while the Limitations section identifies limi-
tations of the current work that should be addressed
in the future.

2 Background

2.1 Discourse relation recognition

The discourse relations that hold between segments
of texts can provide useful information for NLP
tasks such as information extraction (e.g., Cimiano
et al., 2005). Explicit relations can be accurately
identified using a straightforward frequency-based
classification approach that maps explicit connec-
tives to senses (Xue et al., 2016).

For identifying implicit discourse relations,
some recent studies have used prompt learning
techniques to guide pre-trained language models
to predict connectives between argument pairs and
subsequently map them to corresponding discourse
relations (Xiang et al., 2022; Zhou et al., 2022).
Viewed this way, discourse relation recognition re-
sembles a cloze task in which a portion of text is

masked (here, the position between the two argu-
ments, where a discourse connective could be made
explicit) and where the respondent (here, the lan-
guage model) must fill in the mask. While cloze
tasks are generally easy for people to solve, implicit
discourse relation recognition remains a significant
challenge, so can benefit from any information that
may have been ignored.

2.2 Preposing

Non-canonical syntactic constructions in English
have been characterized in terms of both form
and function. One such construction is prepos-
ing, where a constituent appears to the left of its
canonical position, usually sentence-initially (Ward
and Birner, 2006). The constituent that is preposed
is called the preposed constituent, and it can take
various forms, including a noun phrase (NP), a
prepositional phrase (PP), a verb phrase (VP), or
an adjective phrase (AP). Ex. (5) and Ex. (6) illus-
trate sentences with a preposed PP or NP.

(5) We think there will be positive as well as
negative reactions. On balancePP , we
think it will be positive. [wsj_0277]

(6) Some researchers have charged that the
administration is imposing new ideologi-
cal tests for top scientific posts. Earlier
this weekNP , Dr. Sullivan tried to defuse
these charges.... [wsj_0047]

Preposing has long been discussed in linguistics as
an indicator of topicalization in information struc-
ture. Yet previous research has also suggested that,
in addition to marking information status, prepos-
ing can also structure the information flow of the
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discourse (Ward and Birner, 2006). We take the in-
formation flow of discourse to include the discourse
relations. We thereby hypothesize that preposing
might serve to indicate discourse relations.

In order to explore this hypothesis quantitatively,
we use pre-trained large language models to inves-
tigate inter-sentential implicit discourse relations
whose right-hand argument (Arg2)2 contains a pre-
posed NP or PP. We do this by asking the LLM
to predict what fills a mask inserted between the
arguments of inter-sentential implicit relations and,
when a discourse connective is predicted, exam-
ining what discourse relational sense is conveyed
(Section 3.3). The results of this study not only
have implications for linguistic theory but also of-
fer insights for improving discourse relation recog-
nition.

2.3 Masked language models
In Section 2.1, we noted that implicit inter-
sentential relation recognition can resemble a cloze
task, in which the break between the sentential argu-
ments is viewed as a gap that should be filled with a
discourse connective, before positing its sense. The
current study uses the off-the-shelf pre-trained lan-
guage model BERT (Devlin et al., 2019) to propose
fillers for this gap-filling cloze task, even though
traditionally, a human subject has this role (Taylor,
1953). BERT is appropriate to use here since it is
pre-trained on masked language modeling as a way
of learning contextual word representations. It is
also trained on next-sentence prediction, making
a binary choice of whether two sentences are in
sequence. This enhances BERT’s comprehension
of the relationships between sentences and longer-
term dependencies across sentences.

Masked language models like BERT have been
shown to exhibit biases consistent with human be-
havior (at least for English). This is consistent with
evidence suggesting fundamental connections be-
tween deep language models and human language
processing (e.g., Linzen and Baroni, 2021; McClel-
land et al., 2020; Hasson et al., 2020; Goldstein
et al., 2022). As such, predictions from BERT-like
models have been adopted as proxies for human
predictions when addressing linguistic questions
(e.g., Davis and van Schijndel, 2021; Aina et al.,
2021; Irwin et al., 2023).

Since cloze tasks can be expensive when per-
formed by human participants, using approxima-

2In implicit inter-sentential relations in the PDTB-3, Arg1
always precedes Arg2.

tions from language models like BERT allows for a
large-scale, but relatively inexpensive investigation.
For instance, Pimentel et al. (2020) used BERT to
calculate the surprisal of a masked word based on
its left and right context, as a proxy for word pre-
dictability. Analogously, they used a BERT-based
estimate of lexical ambiguity, found to correlate
with the number of human-annotated senses of a
word. Both uses of BERT allowed the experiments
to be done on a large number of languages.

3 Method

This section describes (1) the process for extracting
inter-sentential implicit relations in the PDTB-3
whose Arg2 starts with a preposed constituent, (2)
the process for creating the two datasets whose
mask fillers will be compared, and (3) the mask-
filling task we conduct using BERT.

3.1 Extracting discourse relations with
preposing in Arg2

We use Tregex (Levy and Andrew, 2006), a tool
developed by the Stanford NLP group for finding
parse structures that match specified syntactic pat-
terns in the PTB, on parse trees from the Wall Street
Journal (WSJ) section of the PTB to extract sen-
tences starting with a preposed NP or PP.3 To help
in the next step (aligning parse structures with the
PDTB-3, where the arguments to discourse rela-
tions are identified by their byte position in the raw
text), we use a version of the PTB whose parse
nodes are annotated with the byte span of their
projection onto the raw text.

In total, parse trees of 4988 sentences are
matched and extracted, along with their correspond-
ing byte spans.

As noted, we focus on inter-sentential implicit
relation tokens, particularly those where a preposed
phrase is extracted from the beginning of its right-
hand argument (Arg2) such as Ex. (7). (But see
the Limitations section for other types of exam-
ples that could be included in subsequent studies.)
So as the next step, we extract from the 4988 sen-
tences only those that start the right-hand argument
(Arg2) of an implicit inter-sentential relation token
in the PDTB-3 corpus using its file number and
corresponding byte spans. Specifically, we do it
by mapping the start span of a preposing sentence

3The Tregex pattern we use for matching and extracting a
preposed NP/PP is: (@PP |NP > 2(S! >> /S. ∗ /)&$ +
+(/NP − SBJ. ∗ / > (S! >> /S. ∗ /))). (But see the
Limitations section and Appendix A.1 for more details.)
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to Field 31 of the PDTB-3 relation token which
specifies the start span of Arg2 of an implicit token.
(Appendix A.2 provides more information about
the methods we use for extracting these relations.)

(7) Expansion.Level-of-detail.Arg2-as-detail:
South Korea has different concerns.
[inserted: specifically] In SeoulPP , of-
ficials began visiting about 26,000
cigarette stalls to remove illegal posters
and signboards advertising imported
cigarettes. [wsj_0037]

Of the 4988 sentences containing a preposed NP
or PP, 1441 occurs in Arg2 of an implicit inter-
sentential relation. We also create a separate set
comprising all inter-sentential implicit relations in
the PDTB-3 that don’t belong to the preposed set
(14116 relation tokens in total). This we call the
complement set. Its use is described in Section 5.2.

3.2 Data preprocessing

Using the 1441 extracted relation tokens, we create
two distinct sets as input to the mask-filling task. In
the first set, we concatenate each argument pair to
form a continuous passage, insert a [MASK] token
after the end of Arg1 and before the start of Arg2,
and then add the sentence boundary tokens [CLS]
and [SEP] commonly used for the Next Sentence
Prediction task in BERT pre-training, as shown in
Ex. (8). We call this the preposed set.

In the second set, we concatenate Arg1 with a
version of Arg2 in which the preposed phrase has
been moved to its canonical position, which we
take to be the end of the first sentence in Arg2
that starts with the preposed constituent. As with
elements of the preposed set, we insert a [MASK]
token after the end of Arg1 and before the start
of the now modified Arg2, and then add sentence
boundary tokens [CLS] and [SEP], as shown in
Ex. (9). We call this the canonical set. (There
are also a few special cases, which we describe in
Appendix B.)

(8) [CLS] We think there will be positive as well
as negative reactions [SEP] [MASK] On
balancePP , we think it will be positive
[SEP]

(9) [CLS] We think there will be positive as
well as negative reactions [SEP] [MASK]
we think it will be positive on balancePP

[SEP]

3.3 Mask-filling

We use the off-the-shelf masked language model
(MLM) BERT-base (Devlin et al., 2019), with its
12 hidden layers of 768 units and 12 attention heads
to predict the inserted [MASK] token in each item
from the two datasets. Using off-the-shelf BERT-
base is sufficient because our objective is not to find
the best possible mask fillers, but rather to show
that more of the high-confidence mask fillers pre-
dicted by a competent MLM correlate with sense-
appropriate discourse connectives when Arg2 be-
gins with a preposed constituent than when that
constituent appears in its canonical position.

We extract the top 5 model predictions for each
[MASK] token, along with their probabilities. If
a predicted token matches either one of the one-
word explicit connectives annotated in the PDTB-3
or one inserted by an annotator annotating an im-
plicit relation, it is mapped to all relation senses it is
associated with in the PDTB-3, as illustrated in Fig-
ure 2. This approach is akin to the connective-cloze
task that has been employed in implicit discourse
relation recognition (cf. Section 2.1).

While BERT predicts only a single token for
each masked token, some connectives such as “as a
result” span multiple words. However, all relation
senses in our datasets can be conveyed by single-
word connectives, which also account for over 80%
of the connectives most frequently inserted in the
PDTB-3 for implicit relations. As such, we believe
that our focus on single-token prediction does not
compromise either our objectives or the results of
our experiments. On the other hand, we recognize
the benefit of having multi-token completions and
see it as a promising avenue for future exploration
(cf. the Limitations section).

4 Analysis of predicted fillers

Before turning to preposing and discourse relations,
we first summarize what BERT chooses as mask
fillers. We focus on BERT’s top 5 predictions be-
cause their average probabilities run from 0.41 to
0.15, 0.08, 0.05 and 0.03, resulting in their having
a cumulative probability of 72%. Given that the
remaining probability mass is distributed across a
long tail of predictions with low probability, we
have not considered these predictions any further.

Among the top 5 predictions are (1) connectives
(∼60% of the predictions in the preposed set and
∼55% in the canonical set); (2) stance adverbs
such as “allegedly”, “surely”, “hopefully” (Biber
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Figure 2: Illustration of mask-filling using BERT and mapping between predicted tokens and senses annotated in
the PDTB-3

Dataset Conn. Adverbials Focus Discourse Other Total
Stance Frequency Locational Temporal Particles Markers

Preposed 4238 36 17 20 29 320 7 2538 7205
Canonical 3993 81 47 28 186 86 21 2763 7205

Table 1: The number of predicted fillers of different types

and Finegan, 1988); (3) frequency adverbs such as
“often”, “sometimes”, “usually” (Bass et al., 1974;
Kennedy, 1987); (4) locational adverbs such as
“here” and “there”; (5) temporal adverbs such as
“today”, “Friday”, “currently”; (6) focus particles
such as “even”, “only” and “just” (König, 2002);
and (7) discourse markers such as “well”, “now”,
“anyway” (Schiffrin, 1987).4 The number of dif-
ferent lexical tokens in each category for both the
preposed and the canonical set is shown in Table 1.

The preposed set has more discourse connectives
than the canonical set, and also more focus parti-
cles, since discourse connectives are often modified
by focus particles as in “even when”, “only after”,
and “just because”.

In order to demonstrate the main claims of the
paper (cf. Section 1), we focus on the explicit
connectives predicted by BERT and the senses as-
sociated with them.

5 Results

Before presenting our results, we first note the eval-
uation measures we use in assessing BERT’s pre-
dictions.

Evaluation measures. We use two measures to
evaluate the model predictions from two different

4The category of “Other” mainly comprises content words,
numbers and punctuation.

perspectives. The first is accuracy, which has the
value 1 (accuracy(N)=1) if any of BERT’s top
N predictions predNi for item i in the dataset is
an explicit connective that can convey the sense
annotated in the PDTB-3 (goldi), otherwise 0.5 As
defined in Eq. (1), we calculate and report the mean
accuracy(N) for all items in a dataset.

accuracy(N) =
1

k

k∑

i=1

{
1 n(predNi ∩ goldi) > 0

0 otherwise
(1)

Given that the top 5 predictions for each item
are ordered by probability, the second measure we
use is Precision@N, also written P@N, which indi-
cates the proportion of the top-N predictions that
are correct. That is, P@1 indicates whether the
top-1 predicted token is correct (P@1=100%) or
incorrect (P@1=0%), while P@2 reports on the
top-2 predictions: P@2=100% if both of the top-2
tokens are correct; P@2=50% if one of them is cor-
rect, while P@2=0% if neither is correct. Similarly,
for P@3, P@4 and P@5. Since implicit relations
in the PDTB-3 can be taken to have more than one
sense, if any of the senses associated with a pre-
dicted token agree with any of the gold senses6, the

5When a prediction is a connective, one of whose senses
agrees with that annotated in the PDTB-3, we say that the
prediction is correct.

6Note that we allow up to two implicit connectives, each
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prediction will be considered correct.

precision(N) =
1

k

k∑

i=1

n(predNi ∩ goldi)

N
(2)

5.1 Preposed set vs. Canonical set

Accuracy and P@N. Table 2 compares BERT’s
predictions for the preposed and the canonical set
in terms of accuracy and P@N. It shows that BERT
achieves consistently higher accuracy and P@N
on mask-filling predictions for the preposed set
compared to the canonical set, irrespective of how
many of the top 5 predictions are considered.

To confirm that the observed accuracy and pre-
cision are a consequence of the different forms of
Arg2 in the preposed and canonical sets, we con-
duct a variant of the mask-filling task in which
Arg1 is removed from the pattern. That is, what
is submitted to BERT are instances of the patterns
[CLS] [MASK] [preposed Arg2] [SEP] and [CLS]
[MASK] [canonical Arg2] [SEP]. Table 3 illus-
trates the model performance in the variants of the
preposed and the canonical set.

A comparison between the results in Table 2 and
Table 3 shows that while both accuracy and P@N
drop over the two sets, the drop is considerably
more for the canonical set, suggesting that the pre-
posed constituent appears to provide evidence for
what discourse relation the speaker intends.

To assess what BERT finds hard to predict cor-
rectly when only given Arg2, we count the occur-
rence of six most frequent one-word connectives
(“and”, “but”, “because”, “then”, “so” and “with”)
that convey senses with a sample size of at least
95 7 in the preposed and canonical sets. (See Ta-
ble 4.) The only connective whose predictions drop
dramatically compared to when both arguments
are present is “because”, which is most commonly
used to convey “Reason”. This makes sense since
“Reason” holds when Arg2 provides a reason for
the event or situation described in Arg1. With no
Arg1, it is difficult to interpret Arg2 as the reason
for it holding. On the other hand, the drop is more
salient in the canonical set than in the preposed set,
suggesting that preposing might carry information
for the “Reason” relation.

with up to two senses.
7See Table 5. We choose 95 as the threshold since the

count drops drastically below this threshold.

Model confidence. Since there are 1052 cases
where BERT predicts a sense-appropriate connec-
tive in both datasets, we want to see if there is any
difference in its predictions. Focussing on predic-
tion confidence, we find that in more than half of
the cases (604, 57%), the top sense-appropriate
predicted connective has a higher probability in
the preposed set than it does in the canonical set.
This suggests that BERT’s superior performance
on the preposed set across all measures serves as
empirical support for the hypothesis that preposed
constituents provide evidence for the discourse re-
lation holding between the arguments.

For which senses does preposing most help
BERT’s predictions? We examine the sense
types BERT correctly predicted in the pre-
posed and canonical sets when all top 5
predictions are considered. We find that
BERT achieves an accuracy of ∼90% or
higher for the senses Expansion.Conjunction,
Expansion.Level-of-detail.Arg2-as-detail, Contin-
gency.Cause.Reason, Contingency.Cause.Result
and Comparison.Concession.Arg2-as-denier in
the preposed set. In contrast, accuracy for
the senses Comparison.Contrast and Tempo-
ral.Asynchronous.Precedence is equally high
(∼80%) in both sets.

To determine if the performance difference is
significant, we conduct Chi-square tests on those
sense types with a sample size of at least 95.
(The significance level is chosen to be 0.05.) The
results are presented in Table 5. The results show
that the four senses Expansion.Conjunction,
Expansion.Level-of-detail.Arg2-as-detail,
Expansion.Instantiation.Arg2-as-instance and
Contingency.Cause.Reason are the senses in which
BERT makes significantly better predictions. For
other senses, performance is comparable. This is
in line with the common intuition that discourse
relations can be signaled by various cues. While
preposing provides evidence for some discourse
relations, other relations may be signaled by
additional cues present in both datasets, leading
to similar accuracy for these sense types in both
datasets.

5.2 Preposed set vs. Complement set

To determine whether discourse relations with a
preposed constituent in Arg2 may differ in their
distribution of sense types from that of implicit
inter-sentential relations more generally, we com-
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Preposed Set Canonical Set
N Acc. P@N Acc. P@N
1 0.44 0.44 0.39 0.39
2 0.67 0.45 0.58 0.38
3 0.79 0.43 0.69 0.38
4 0.86 0.41 0.75 0.37
5 0.89 0.39 0.80 0.36

Table 2: Comparison of accuracy and Precision@N for the proposed and canonical sets

Preposed Set Canonical Set
N Acc. P@N Acc. P@N
1 0.36 0.36 0.31 0.31
2 0.61 0.39 0.48 0.31
3 0.74 0.38 0.58 0.31
4 0.81 0.37 0.65 0.30
5 0.85 0.35 0.68 0.29

Table 3: Comparison of accuracy and Precision@N for the proposed and canonical sets with Arg2 alone

And But Because Then So With
Preposed set 1149 977 191 84 203 0
Canonical set 941 678 198 92 199 12

Preposed set with Arg2 alone 991 921 28 180 185 2
Canonical set with Arg2 alone 821 662 18 207 148 3

Table 4: The counts of “and”, “but”, “because”, “then”, “so” and “with” predicted by BERT in the preposed and
canonical sets with and without Arg1

pare the distribution of sense types in the preposed
set and the complement set (cf. Section 3.1). All
sense types with a sample size of at least 95 in the
preposed set are included in the analysis. We per-
form a Chi-square test to assess whether there is
an association between preposing NP/PP and sense
types within inter-sentential implicit instances. The
analysis reveals a significant association between
two (χ2(7) = 159.67, p < 0.001), indicating that the
distribution of senses differs between the preposed
set and the complement set, i.e., preposed NPs/PPs
tend to be more frequently observed than expected
with certain sense types and less with other.

We conduct a Chi-square post-hoc test to deter-
mine which specific sense types are driving the
significant association. The results are presented in
Table 6. It is clear from Table 6 that the three senses
—Comparison.Contrast, Expansion.Instantiation.
Arg2-as-instance, and Temporal.Asynchronous.Pre-
cedence—occur more frequently in the preposed
set (that is, with an Arg2 with a preposed NP/PP)
than in general (i.e., in the complement set of inter-
sentential implicit relations in general), as indicated

by the positive residuals. This suggests that pre-
posed NPs/PPs may occur more frequently in Arg2
when one of these sense types is being conveyed.

6 Discussion and Conclusion

Our study is the first to empirically validate Ward
and Birner (2006)’s claim based on qualitative lin-
guistic evidence that preposing serves to structure
information flow through a discourse.

To this end, we show that preposing provides
evidence for the discourse-relational sense(s) that
human annotators have ascribed to the relation to-
kens. The evidence comes from comparing BERT’s
performance, in terms of accuracy and confidence,
across datasets used in mask-filling tasks. BERT
demonstrates higher accuracy and confidence when
predicting connectives for implicit relations where
Arg2 begins with a preposed NP/PP than when that
NP/PP appears in its canonical position. To vali-
date the method, we feed in two variant patterns
of the preposed and canonical sets that consist of
only Arg2. A more dramatic drop of both accuracy
and P@N in the canonical set with Arg2 alone sug-
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Sense Type N N/% Preposed N/% Canonical χ2 p
Expansion.Conjunction 292 266/0.91 240/0.82 9.25 *

Expansion.Level-of-detail.Arg2-as-detail 237 209/0.88 178/0.75 12.67 *
Expansion.Instantiation.Arg2-as-instance 189 153/0.81 125/0.66 9.91 *

Contingency.Cause.Reason 188 176/0.94 153/0.81 11.77 *
Contingency.Cause.Result 158 145/0.92 136/0.86 2.06 .15

Comparison.Contrast 137 109/0.80 108/0.79 0 1
Temporal.Asynchronous.Precedence 104 86/0.83 83/0.80 0.13 .72

Comparison.Concession.Arg2-as-denier 95 87/0.92 77/0.81 3.61 .06

Table 5: Correct predictions for each sense type (with a sample size of at least 95) in preposed vs. canonical sets:
counts, proportions, and χ2 test results

Concession Contrast Reason Result Conjunction Instance Detail Precedence
Preposed -3.17 (*) 6.96 (*) -3.61 (*) -0.82 (1) -3.97 (*) 4.63 (*) -0.65 (1) 8.02 (*)

Complement 3.17 (*) -6.96 (*) 3.61 (*) 0.82 (1) 3.97 (*) -4.63 (*) 0.65 (1) -8.02 (*)

Table 6: Residuals from post hoc chi-square test results (p values in parentheses): Absolute residual magnitude
indicates deviation from expected frequencies, with positive or negative signs indicating lower or higher frequencies
than expected

gests that higher performance can be attributed to
preposing.

We further examine the preposed and canoni-
cal sets to determine those senses where preposing
helps BERT’s prediction. The evidence from Chi-
square tests (Table 5) suggests that BERT is signif-
icantly better at predicting Expansion.Conjunction,
Expansion.Instantiation.Arg2-as-instance, Expan-
sion.Level-of-detail.Arg2-as-detail, and Contingen-
cy.Cause.Reason on the preposed set, whereas its
performance on other senses is comparable with-
/without preposing. While preposing significantly
improves BERT’s prediction on these four senses,
other senses might be predicted based on a combi-
nation of discourse cues. This is compatible with
the claim by Das and Taboada (2019) that discourse
relations can be signalled by multiple cues such
as syntactic, semantic, lexical, morphological fea-
tures. For instance, Ex. (10) demonstrates that the
“Comparison” relation between the argument pair is
simultaneously signalled by the explicit connective
“while” and the syntactically parallel constructions
“X has a Y”.

(10) Tele-Communications has a 21.8% stake,
while Time Warner has a 17.8% stake.
[wsj_1190]

We also compare the distribution of sense types
between the preposed set and the complement set.
We provide quantitative evidence (Table 6) that
the three discourse relations Comparison.Contrast,
Expansion.Instantiation.Arg2-as-instance and Tem-

poral.Asynchronous.Precedence are more frequently
signalled when Arg2 contains a preposed NP/PP.
This is compatible with the claim in Ward and
Birner (2006) that information conveyed by a pre-
posed constituent can be linked to the previous
discourse in any way that can be construed as a par-
tial ordering. This would include temporal ordering
(as with Temporal.Asynchronous.Precedence), or-
dering by inclusion (e.g., a set and its members,
as is the case with Expansion.Instantiation.Arg2-
as-instance), and alternatives ordered with respect
to an inferred set, as is the case with Compari-
son.Contrast. Therefore, syntactic preposing can
be regarded as a signal that increases the likelihood
of classifying specific relation senses. In practi-
cal terms, this means that for studies employing
conventional Machine Learning approaches for im-
plicit relation recognition, it may be beneficial to
consider incorporating a syntactic feature that in-
dicates whether a sentence contains a preposed
NP/PP.
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Limitations

While the current study supports the claim that
non-canonical syntax can provide evidence for the
existence of discourse relations and the senses they
convey, further work is suggested by limitations of
the study, including (1) in the methodology – both
computational and linguistic; and (2) data noise.

Starting with computational methodology, while
we have a valid rationale for using single-token
mask-filling (see Section 3.3), future research could
benefit from exploring multi-token fillers, given
that they are (in general) less ambiguous. There are
several possibilities with multi-word mask-fillers.
For instance, (i) multiple words that make up a
single phrase, like “in short”, “in summary”, etc.
(ii) multiple connectives, like “but instead”, “and
then”. Both suggest more specific sense relations
than a single token could convey.

With respect to linguistic methodology, the cur-
rent study does not distinguish among the different
types of preposing such as identity linking with
the prior discourse, proposition affirmation, focus
preposing or topicalization discussed in Ward and
Birner (2006). Different types of proposing may be
related to different discourse relations, so should
be a focus of future work. In addition, preposing is
not the only form of non-canonical syntax. Ward
and Birner (2006) also discussed postposing, which
places a constituent (often the subject) to the right
of its canonical position. Postposing too may serve
to signal discourse relations.

There are also several limitations associated with
noise in the data. While these issues represent a
very small proportion of the data and don’t invali-
date our results, addressing them could merit effort
for more robust future results. The first limitation
comes from the Tregex pattern used to extract a
preposed NP/PP in the PTB corpus. The pattern
specifies the preposed NP/PP being the left-most
daughter of the top-level S node. This ignores cases
where punctuation precedes the preposed PP/NP
which are not annotated under the scope of the
preposed NP/PP. The Tregex pattern also extracts
sentences with multiple NPs/PPs that occur before
the matrix subject, which necessitates moving all
preposed NPs/PPs to their canonical positions.

The second data limitation is associated with ad-
jacency. While Arg1 and Arg2 of inter-sentential
implicit relations in the PDTB-3 may not actu-
ally be adjacent because of attribution following
Arg1 (Prasad et al., 2008), we have considered two

arguments to be adjacent even when attribution
intervenes, as in Ex. (11), where the attribution
“Banxquote said” separates Arg1 from Arg2.

(11) The average six-month yield on a jumbo
CD was at 7.90%, down from 7.93%, Banx-
quote said. For longer-term CDs, yields
were up. [wsj_0238]

In addition, there are parsing inconsistencies in the
PTB, and labelling inconsistencies in the PDTB.
The former leads to problems in identifying in-
stances of non-canonical syntax, which may not all
have been parsed in the same way, while the latter
leads to problems in interpreting what discourse
relation(s) may be associated with a particular dis-
course connective.

Next, we identify additional data that could be
investigated in the future to broaden the scope of
our current analysis. Firstly, our study focuses on
preposed NPs/PPs in Arg2 of paragraph-internal
adjacent sentences. Future work can extend to ones
that occur elsewhere, such as paragraph-initially.
Work on annotating cross-paragraph implicit dis-
course relations (Prasad et al., 2017) should enable
future exploration of cross-paragraph cases.

Secondly, we examine inter-sentential relations
in the PDTB-3 and do not consider non-adjacent ar-
guments. Future work could explore non-adjacent
cases using analyses such as in Prasad et al. (2011).
While this study has also excluded intra-sentential
discourse relations, future work can look at these
cases in the PDTB-3, which is annotated with sev-
eral thousand such relations (Prasad et al., 2018).

Thirdly, while we focus only on preposed NPs/
PPs, other syntactic categories can be preposed,
including adverb phrases and verb phrases (cf. Sec-
tion 2.2). One needs to investigate whether prepos-
ing of these categories also correlates with dis-
course relations. Future work can also take into ac-
count finer-grained functional distinctions between
preposed constituents of the same category, such
as temporal PPs (tagged PP-TMP), locational PPs
(tagged PP-LOC). It is likely that different tags will
correlate with different discourse relations.

Lastly, the present study only considers text from
the Wall Street Journal. In the future, preposing can
be analyzed in other news corpora (which will have
their own style sheets), as well as other genres, to
assess whether preposing is used in the same way
or with the same distribution.
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A Data extraction

A.1 Identifying sentences with preposed NPs
or PPs

Characterized syntactically, a preposed NP/PP is
one that is the first child of the top level S node
and a left sister of the matrix subject. This can be
expressed with the Tregex pattern:

@PP|NP>2(S!>>/S.*/) &
$++(/NP-SBJ.*/>(S!>>/S.*/))

In the Penn TreeBank (PTB), function tags can
be attached to syntactic labels. For example, “NP-
SBJ” (for the NP subject of a clause), or “PP-LOC”
(for locative prepositional phrases). The above
Tregex pattern captures both bare syntactic labels
and syntactic labels with function tags, through the
use of an “@” symbol preceding the syntactic label.
“S!»/S.*/” specifies S is the top-level S node that
is not dominated by any other S node. “&” is an
operator on relations that signals that two relations
are satisfied simultaneously. “$++” stands for “a
left sister of”. In the PTB corpus, “NP-SBJ” can
have an index followed to indicate coindexation.
Here we use regular expression to match any label
that starts with “NP-SBJ”. Two node descriptions
that identify PP/NPs separately can be combined
with disjunction.

Finally, because attached to each tree nodes in
the version of the Penn TreeBank we are using
is an indication of the byte span in the raw text
covered by the node, we need to indicate in the
Tregex pattern that this byte span specification
should be ignored in pattern matching. The "2"
before "(S!»/S.*/)" refers to the second child of the
top level S node because the byte span of the top
level S node occupies the first node dominated by
the S node, thus making the NP or PP a second
child.

A.2 Selecting sentences that are Arg2 of
inter-sentential implicit relations

After extracting all sentences in the corpus that start
with a preposed NP/PP, the next step is to retain
only those that start Arg2 of an inter-sentential
implicit relation. We do this by mapping the start
of the span list of the preposed NP/PP to Field 31
of the inter-sentential implicit relation tokens in the
PDTB-3.8

8Field 31 specifies “the Conn SpanList of Explic-
it/AltLex/AltLexC tokens or the start point of the Arg2 of
an Implicit/Hypophora/EntRel/NoRel tokens” (Webber et al.,
2019).

This filters out tokens where the preposed con-
stituent is in Arg2 of an explicit relation, either the
preposed constituent is followed by an explicit con-
nective or what is preposed is a PP that itself serves
as an explicit connective such as "as a result".

Since the selected tokens also include those with
relations types “Hypophora”, “EntRel” and “No-
Rel”, we select only implicit tokens by choosing
only tokens with “Implicit” in Field 0 which spec-
ifies relation type (Webber et al., 2019). Ex. (12)
illustrates an implicit relation token in the PDTB-3.

(12) Implicit|||||||as a result|Co
ntingency.Cause.Result||||||3042
..3142||||||3144..3222|||||||||||
3144|PDTB2::wsj_0003::3144::SAME|
[wsj_0003]

The majority of the relations in our data now are
inter-sentential as we constrain the preposed con-
stituent to appear at the start of both the top-level
sentences and Arg2. Yet there is one exception,
which brings in intra-sentential relations: preposi-
tional clausal subordination with a prepositional
phrase itself as Arg2 preceding Arg1 (Prasad et al.,
2018), as is shown in Ex. (13).

(13) Without admitting or denying wrong-
doing, they consented to findings of viola-
tions of escrow and record-keeping rules.
[wsj_0096]

To exclude such cases from our dataset, we check
the relative position of Arg1 and Arg2 and remove
those of which Arg2 is to the left of Arg1. Only one
case is detected and the total number of relations
in our preposed set is 1441.

B Data preprocessing

B.1 Argument concatenation

The next step involves extracting the argument pair
of the extracted relations. This is realized by con-
sulting Field 20 and Field 14 of the relation token
for the span list of Arg2 and Arg1 respectively, and
extracting the text identified by the span list in the
decorated PTB corpus.

Concatenating the two arguments to an implicit
inter-sentential discourse relation is a very detailed
procedure. It involves dealing with special cases
with attribution, relative clauses, complementizer,
missing punctuations, etc. For the details, readers
are referred to Dong (2023).
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B.2 Details of moving preposed phrases to
canonical position

The method to create the canonical dataset is to
map the preposed NP/PP in Arg2 against the one
that is extracted from the PTB corpus, re-extract it
and then move it to its canonical position.

One issue that arises when constructing the canon-
ical set is that sometimes the preposed constituent
extracted from the PTB is not entirely the same as
the preposed NP/PP in Arg2. It is illustrated in
Ex. (14) where the relative clause in the preposed
PP extracted from the PTB is not incorporated as
a part of Arg2 indicated in the PDTB-3. This is
because the minimality principle applied in the
annotation of the PDTB corpus requires only in-
cluding in the annotation what is actually needed
for the sense relation to be recognized. In this case,
we take only the part of the preposed PP that is
present in Arg2 as the preposed constituent that
will be right-moved.

(14) Arg2: In the so-called two-stroke engines;
each piston goes up and down only once
to provide power
Preposed PP: In the so-called two-stroke
engines, which are expected to get sharply
higher gas mileage [wsj_0956]
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