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Abstract

Generative Retrieval (GR), autoregressively de-
coding relevant document identifiers given a
query, has been shown to perform well under
the setting of small-scale corpora. By mem-
orizing the document corpus with model pa-
rameters, GR implicitly achieves deep inter-
action between query and document. How-
ever, such a memorizing mechanism faces three
drawbacks: (1) Poor memory accuracy for fine-
grained features of documents; (2) Memory
confusion gets worse as the corpus size in-
creases; (3) Huge memory update costs for new
documents. To alleviate these problems, we
propose the Generative Dense Retrieval (GDR)
paradigm. Specifically, GDR first uses the lim-
ited memory volume to achieve inter-cluster
matching from query to relevant document
clusters. Memorizing-free matching mecha-
nism from Dense Retrieval (DR) is then in-
troduced to conduct fine-grained intra-cluster
matching from clusters to relevant documents.
The coarse-to-fine process maximizes the ad-
vantages of GR’s deep interaction and DR’s
scalability. Besides, we design a cluster iden-
tifier constructing strategy to facilitate corpus
memory and a cluster-adaptive negative sam-
pling strategy to enhance the intra-cluster map-
ping ability. Empirical results show that GDR
obtains an average of 3.0 R@100 improvement
on NQ dataset under multiple settings and has
better scalability1.

1 Introduction

Text retrieval (Karpukhin et al., 2020; Zhao et al.,
2022) is an essential stage for search engines
(Brickley et al., 2019), question-answering sys-
tems (Liu et al., 2020) and dialog systems (Chen
et al., 2017). Traditional retrieval methods include
sparse retrieval (SR) and dense retrieval (DR). SR

*Equal contribution.
†Corresponding author.
1Our code have been released on https://github.com/

ypw0102/GDR.

(Robertson and Zaragoza, 2009; Robertson and
Walker, 1997) relies on the assumption that queries
and relevant documents have a high degree of word
overlap. However, such methods suffer from the
zero-recall phenomenon when there is a lexical
mismatch between queries and documents. DR
(Ren et al., 2021; Zhang et al., 2022a) alleviates
this issue by training dual-encoders for semantic
matching instead of lexical matching, which brings
a high hit rate. Nevertheless, most queries are se-
mantically related to multiple documents that may
not be close to each other in semantic space. Thus
it is challenging to use a single query representation
to recall all the relevant documents with matching
mechanism (Zhang et al., 2022b).

Recently, generative retrieval (GR) (Zhou et al.,
2022; Bevilacqua et al., 2022), which utilizes a lan-
guage model to memorize document features and
autoregressively decodes the identifiers of relevant
documents given a query, is considered a promis-
ing paradigm. The model is served as a memory
bank for candidate documents, and the memorizing
process implicitly implements the deep interaction
between queries and documents by attention mech-
anism, which has been proven to be effective in
the small-scale corpus settings (Wang et al., 2022;
Sun et al., 2023). Also, beam search, a diversity-
promoting decoding strategy, is beneficial for the
model to find relevant documents from multiple
directions and thus can recall more relevant docu-
ments than DR (Tay et al., 2022).

However, after empirically comparing the per-
formance of typical GR model NCI (Wang et al.,
2022) and DR model AR2 (Zhang et al., 2022a),
we found that the memorizing mechanism brings
three problems: (1) Poor memory accuracy for
fine-grained features of documents. We calculated
the error rate of each position when decoding doc-
ument identifiers (see Table 1). Compared with
AR2, NCI performs well on the former part of the
decoding process while poorly on the latter part.
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Model Error Rate of the ith Position
1st 2nd 3rd 4th 5th 6th

NCI 1.09 1.75 1.86 5.77 14.91 12.66
AR2 1.19 1.77 2.11 5.44 8.03 3.05

Table 1: Error rate (%) on the ith position when de-
coding document identifiers. See Appendix A.1 for the
detailed calculation method.

We argue that NCI aims to map queries to relevant
document identifiers instead of real document con-
tent, which results in its lack of accurate memory
for fine-grained document features. (2) Memory
confusion gets worse as the corpus size increases.
As shown in Table 2, we scaled both training and
candidate corpus sizes from 334K to 1M and found
that NCI decreased by 11.0 on R@100 while AR2
only decreased by 2.8. NCI trained on 1M training
corpus is further tested on 334K candidate corpus.
The results indicate that the burden of memorizing
more documents causes 5.7 R@100 drop. (3) Huge
memory update costs for new documents. When
new documents come, the document cluster tree
needs to be updated, and the model needs to be
re-trained to re-memorize all the documents. Other-
wise, the outdated mapping relationship, i.e., query
to document identifiers and document identifiers to
documents, will significantly degrade the retrieval
performance (see Table 6).

Based on the above analysis, a natural idea is
to employ memorizing-free matching mechanism
from DR to alleviate the burden faced by the mem-
orizing mechanism. However, it is challenging to
realize complementary advantages of both mecha-
nisms while ensuring retrieval efficiency. To this
end, we propose a coarse-to-fine retrieval paradigm
Generative Dense Retrieval (GDR). Concretely,
memorizing mechanism and matching mechanism
are successively applied to achieve coarse-grained
inter-cluster (query → document clusters) and fine-
grained intra-cluster (document clusters → doc-
uments) matching. A shared query encoder is
used to generate query representations that apply
both mechanisms, thereby improving retrieval effi-
ciency. We also explore the strategy of constructing
a memory-friendly document cluster tree, including
distinguishable document clusters and controllable
cluster amounts, so as to further alleviate mem-
ory burden. Moreover, a cluster-adaptive negative
sampling strategy is proposed to enhance the intra-
cluster matching ability of GDR.

Overall, the coarse-to-fine process maintains the

Settings NCI AR2
R@1/100 R@1/100

334K-334K 14.7 - / 65.5 - 21.2 - / 69.0 -
1M-1M 11.1↓3.6 / 54.5↓11.0 20.3↓0.9 / 66.2↓2.8
1M-334K 12.3↓2.4 / 59.8↓5.7 21.2 - / 69.0 -

Table 2: Performance of NCI and AR2 on NQ validation
set with different settings. For setting x− y, x denotes
the training corpus size and y denotes the candidate
corpus size during the inference phase. AR2 is only
trained on the training set, thus is independent of x.

advantages of the memorizing mechanism while
alleviating its drawbacks by introducing matching
mechanism. Unlike GR, the limited memory vol-
ume of GDR is only responsible for memorizing
the coarse-grained features of corpora. The fine-
grained features of documents are extracted into
dense representations, which promotes accurate
intra-cluster mapping. When new documents come,
GDR achieves scalability by adding documents to
relevant clusters and extracting their dense repre-
sentations by a document encoder, without recon-
structing document identifiers and retraining the
model.

Our contributions are summarized as follows:

• We revisit generative retrieval (GR) with a de-
tailed empirical study, and discuss three key
drawbacks that limit GR performance.

• We propose generative dense retrieval (GDR), a
coarse-to-fine retrieval paradigm, that exploits
the limited memory volume more appropriately,
enhances fine-grained feature memory, and im-
proves model scalability.

• Comprehensive experiments demonstrate that
GDR obtains higher recall scores than advanced
SR, DR and GR methods. And the scalability
of GDR is also significantly improved.

2 Related Work

Given queries, text retrieval task aims to find rele-
vant documents from a large corpus. In this section,
we introduce typical paradigms DR and GR that
are most related to our work.

2.1 Dense Retrieval

DR (Karpukhin et al., 2020; Xiong et al., 2021;
Ren et al., 2021; Zhang et al., 2022b,a; Zhao et al.,
2022) is the most widely studied retrieval paradigm
in recent years. A dual-encoder architecture (query-
encoder and document-encoder) is commonly used
to extract the dense semantic representations of
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queries and documents. The similarities between
them are computed through simple operations (e.g.,
inner product) in Euclidean space and ranked to re-
call the relevant documents. By extracting features
and constructing indexes for matching, DR does
not have to memorize the corpus and attains good
scalability. However, the upper bound of DR is
constrained due to the limited interaction between
queries and candidate documents (Li et al., 2022).
GDR inherits the matching mechanism from DR
in the fine-grained mapping stage, and introduces
deep interaction through memorizing mechanism
in the coarse-grained mapping stage, thus achiev-
ing better recall performance.

2.2 Generative Retrieval

Recently, a new retrieval paradigm named GR,
which adopts autoregressive model to generate rel-
evant document identifiers, has drawn increasing
attention. Cao et al. (2021) proposes to retrieve
documents by generating titles. Tay et al. (2022)
utilizes BERT (Devlin et al., 2019) combined with
the K-means algorithm to generate identifiers with
hierarchical information. Bevilacqua et al. (2022)
leverages n-grams to serve as identifiers. Wang
et al. (2022) enhances the model’s memory of can-
didate documents through query generation. Mehta
et al. (2022) proposes retraining model with gen-
erated queries of old documents when new docu-
ments are added to reduce forgetting. Sun et al.
(2023) suggests training the model to learn to as-
sign document identifiers. However, all of these
methods require models to memorize the whole
corpus and inevitably face the problems we have
discussed above, for which we propose GDR.

3 Methodology

Our task is to retrieve a candidate document set Dc

from a large corpus Dl (|Dl| >> |Dc|) for a given
query q, with the objective of including as many
documents d from Dq as possible, where Dq is the
set of documents relevant to q. In this section, we
introduce the proposed Generative Dense Retrieval
(GDR) paradigm (see Figure 1). To realize com-
plementary advantages of memorizing mechanism
and matching mechanism, we need to consider the
following issues:

3.1 Order of Applying Two Mechanisms

Based on Table 1 and Table 2, we found that the
coarse-grained semantic mapping between query

and documents attained lower error rates when ap-
plying memorizing mechanism (NCI), while fea-
ture extraction and matching mechanism (AR2)
was better suited for handling fine-grained features
of numerous documents. Thus, we consider uti-
lizing the advantage of memorizing mechanism in
deep interaction between query and corpus memory
bank to recall relevant document clusters. After-
wards, we leverage the superiorities of memorizing-
free matching mechanism in fine-grained represen-
tation extracting and better scalability characteris-
tics to further retrieve the most relevant documents
from the recalled clusters.

Inter-cluster Matching The classic Encoder-
Decoder architecture is used to achieve the inter-
cluster mapping finter : q → CID1:k, where CID
denotes document cluster identifiers. Given query
q1:|q|, GDR first leverages Query Encoder EQ to
encode it into query embeddings e

1:|q|
q ∈ Rd and

takes the embedding of <CLS> token as query rep-
resentation rq. Based on this, the probability of
generating CIDi can be written as follows:

p(CIDi|eq, rq, θ) =
|CIDi|∏

j=1

p(CIDi
j |eq, rq,CIDi

<j , θ) (1)

where θ is the parameters of Cluster Decoder
DC . We denote this probability as inter-cluster
mapping score Sinter(q,CID

i), which character-
izes the matching between q and Dl under coarse-
grained features. For a training pair (q, d+), we use
CrossEntropy loss to train GDR to achieve inter-
cluster matching correctly:

LInter = −log p(CID(d+)|EQ(q), θDC ) . (2)

Following NCI, we use the encoder of T5-base
(Brown et al., 2020) to initialize EQ and randomly
initialized PAWA decoder (see Wang et al. (2022)
for details) as DC .

Intra-cluster Matching To further achieve the
intra-cluster mapping fintra : CID1:k → d1:k,
GDR applies the matching mechnism of calculating
representation similarity for retrieval. Specifically,
GDR leverages the Document Encoder ED trained
in section 3.2 to extract the fine-grained features
of candidate documents d1:|Dl| into semantic repre-
sentations r1:|Dl|

d ∈ Rd in prior. Then we pick out
the di belonging to the recalled clusters CID1:k in
the previous stage and calculate the intra-cluster
mapping score between them and q as follows:

Sintra(q, d
i) = Sigmoid(sim(rq, r

i
d)). (3)
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Figure 1: Illustration of Dense Retrieval, Generative Retrieval and Generative Dense Retrieval.

where sim(·) denotes the inner product function.
The Sigmoid function is used to map Sintra into
[0,1] to align with Sinter. NLL loss is used to train
GDR for intra-cluster mapping ability:

LIntra = −log esim(q,d+)

esim(q,d+) +
∑n

i esim(q,d−i )
(4)

where d+ and d− refer to documents relevant and
irrelevant to q respectively. On this basis, the over-
all mapping score of di is defined as:

Soverall(q, d
i) = Sinter(q,CID(di)) + β ∗ Sintra(q, d

i)
(5)

where β is a hyperparameter which we set as 1 by
default. In the end, we take the Top-k documents
according to Soverall as the final retrieval set Dc.

3.2 Construction of Memory-friendly CIDs

Considering the limited memory volume of the
model, we are supposed to construct memory-
friendly CIDs to ease the mapping fintra.

Ideally, we would like the CIDs corresponding
to documents relevant to the same query to have
similar prefixes. Such property can provide a map-
ping relationship between the query and CIDs with
lower entropy, so as to alleviate the memorizing
burden. What’s more, the total number of docu-
ment clusters should be determined by the memory
volume (model size) rather than the size of Dl to
avoid exceeding the memorizing volume. Based

on these considerations, our strategy for generating
CIDs is shown in Algorithm 1.

Algorithm 1 Generating document cluster identi-
fiers (CIDs).
Require: Corpus d1:|Dl|, Document Encoder ED ,

Inter-cluster number k, Intra-cluster number c
Ensure: Document cluster identifiers CID1:|Dl|

1: Encode d1:|Dl| with ED to obtain document representa-
tions X1:|Dl|

2: function GENERATECIDS(X1:N )
3: C1:k ← Kmeans(X1:N )
4: L← ∅
5: for i← 1, k do
6: Lcurrent ← [i] ∗ |Ci|
7: if |Ci| ≥ c then
8: Lrest ← GENERATECIDS(Ci)
9: else

10: Lrest ← [0] ∗ |Ci|
11: end if
12: Lcluster ←Concat(Lcurrent, Lrest)
13: L← L.Append(Lcluster)
14: end for
15: ReorderToOriginal(L,X1:N , C1:k)
16: Return L
17: end function
18: CID1:|Dl| ← GENERATECIDS(X1:|Dl|)

To meet the first property, we finetuned ERNIE-
2.0-base (Sun et al., 2020) model following Zhang
et al. (2022a) on the training set 2 and then used the
finetuned document encoder as ED in Algorithm
1. Compared to previous studies (Tay et al., 2022;

2All experiments in this work were conducted on the Natu-
ral Questions dataset (Kwiatkowski et al., 2019)
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Wang et al., 2022) using BERT (Devlin et al., 2019)
as ED, our strategy can fully leverage the knowl-
edge in the training set. To analyse the qualities of
CIDs generated with different ED, we calculated
the average prefix overlap Opre of CIDs between
the relevant documents for each query in the vali-
dation set Sval as follows:

Opre =
1

|Sval|
∑

q∈Sval

1

|Dq|2
|Dq|∑

i=1

|Dq|∑

j=1

opre(CID
i
q,CID

j
q)

opre(s1, s2) = |LCP (s1, s2)|/|s1|
(6)

where CIDi
q is the cluster identifier of the ith rele-

vant document of q and LCP (s1, s2) is the longest
common prefix of string s1 and s2. The results
show that the Opre corresponding to the CIDs gen-
erated by our strategy (0.636) is significantly higher
than the previous study (0.516), indicating that our
CIDs is more distinguishable and can better meet
the first property . To meet the second property,
we consider adaptively changing c in Algorithm 1
to ensure the total number of clusters |CID| not to
change with Dl as follows:

c = |Dl| / Exp(|CID|) (7)

where Exp(|CID|) is the expected value of |CID|
which we set as 5000 in our experiment for sim-
plicity. Under different sizes of Dl, the |CID| we
obtained through this strategy is basically in the
same order of magnitude (Appendix A.2), which
meets the second properties.

3.3 Cluster-adaptive Negative Sampling
An important issue in calculating LIntra is how
to select d− with effective training signals. Vari-
ous negative sampling methods (e.g., static bm25-
based sampling (Karpukhin et al., 2020), dynamic
index-based sampling (Xiong et al., 2021)) have
been proposed to pick up hard negatives. However,
GDR needs to retrieve relevant documents within
the candidate clusters instead of the entire corpus,
which requires negative samples to offer more intra-
cluster discriminative signals. To this end, we pro-
pose cluster-adaptive negative sampling strategy.
For a training pair (q, d+), we treat d ∈ CID(d+)
as intra-cluster negatives Na and in-batch negatives
(Henderson et al., 2017) as inter-cluster negatives
Nr, and rewrite Eq. (4) as follows:

LIntra = −log esim(q,d+)

γ ∗∑d∈Na
esim(q,d) +

∑
d∈Nr

esim(q,d)

(8)

where γ is a hyperparameter we set as 2 to enhance
intra-cluster discriminative training signals.

3.4 Training and Inference
Training Phase Given a corpus Dl and a train-
ing set Strain = {(qi, di)|i ∈ (1, ..., n)}, we
use DocT5Query 3 to generate 5 pseudo queries
through and randomly select 5 groups of 40 consec-
utive terms from the document as additional queries
for each document. Compared with Wang et al.
(2022) that augment each document with totally
26 queries, fewer augmented queries are required
as GDR only needs to memorize coarse-grained
semantics, thus saves training expenses. The aug-
mented training set Saug together with Strain are
used to train GDR using the total loss:

LGDR = LInter + LIntra (9)

To accelerate the training process, we use ED to
calculate the representations of Dl in advance and
freeze the parameters of ED during training phase.

Inference Phase During inference, we first gen-
erate k relevant CIDs through beam search, and
then retrieve the top-m documents with highest
Sintra in each relevant cluster (m is the minimum
value between the number of documents in the clus-
ter and k). Finally, we reorder all these documents
according to Soverall to obtain the most relevant
top-k documents. Following Tay et al. (2022), we
pre-build a prefix tree to ensure only the valid CIDs
can be generated. We conduct Approximate Near-
est Neighbor Search (Li et al., 2020) in each cluster
to accelerate the intra-cluster matching process.

4 Experiments

We empirically demonstrate the performance of
GDR and effectiveness of various proposed strate-
gies on text retrieval task in this section.4 In the
following, we will discuss the detailed experimen-
tal setups in 4.1, present empirical results in 4.2,
verify the effectiveness of proposed modules in 4.3,
and conduct specific analysis in 4.4, respectively.

4.1 Experimental settings
Datasets We choose classic text retrieval dataset
Natural Questions 5 (NQ) (Kwiatkowski et al.,
2019) for experiment, which consists of 58K

3https://github.com/castorini/docTTTTTquery
4we will release our code as soon as the paper is accepted
5We use the cleaned version of NQ downloaded from

https://huggingface.co/Tevatron
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(query, relevant passages) training pairs and 6K
validation pairs along with 21M candidate passage
corpus. Each query corresponds to an average of
7.5 relevant passages, which puts higher demands
on the recall performance of the model. We gather
all the relevant passages of queries included in NQ
training and validation set, resulting in a 334K can-
didate passage corpus setting (NQ334K). We fur-
ther build NQ1M, NQ2M, and NQ4M settings to
evaluate the performance of GDR on larger cor-
pus by adding the remaining passages from the full
21M corpus to NQ334K. For GDR, CIDs are gen-
erated separately for each dataset so as to prevent
leakage of semantic information from larger can-
didate document corpus into smaller ones. GDR
of different settings are trained on the training set
together with corresponding augmented set, and
evaluated on the validation set 6.

Evaluation metrics We use widely accepted met-
rics for text retrieval, including R@k (also denoted
as Recall@k) and Acc@k, where k ∈ {20, 100}.
Specifically, R@k calculates the proportion of rele-
vant documents included in top-k retrieved candi-
dates (#retrq,k) among all the candidate relevant
documents (#relq) (Eq. (10)), while Acc@k mea-
sures how often the correct document is hit by top-k
retrieved candidates (Eq. (11)).

R@k =
1

|Sval|
∑

q∈Sval

#retrq,k
#relq

(10)

Acc@k =
1

|Sval|
∑

q∈Sval

I (# retrq,k > 0) (11)

Baselines We choose the following methods for
detailed comparisons. BM25 (Anserini implemen-
tation (Yang et al., 2017)) is served as a strong SR
baseline. As for DR, we select a strong baseline
DPR 7 (Karpukhin et al., 2020) and state-of-the-art
(SOTA) method AR2 8 (Zhang et al., 2022a). As
for GR, we select the SOTA method NCI 9 (Wang
et al., 2022). To ensure the reliability of the ex-
perimental results, we reproduce all the baseline
methods based on their official implementations.

Experimental details We implement GDR with
python 3.8.12, PyTorch 1.10.0 and HuggingFace
transformers 3.4.0. The learning rates are set as

6The lack of relevant documents makes the test set incon-
venient to partition different settings

7https://github.com/facebookresearch/DPR
8https://github.com/microsoft/AR2
9https://github.com/solidsea98/

Neural-Corpus-Indexer-NCI
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5

0
 1M         2M   334K         1M   2M         4M   
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Scaling Direction

Figure 2: R@100 descent rate of different types of meth-
ods when scaling to larger corpus.

2× 10−4 for the Query Encoder and 1× 10−4 for
the Cluster Decoder with a batch size 256 per GPU.
For inference, we apply the constraint beam search
algorithm, and set the length penalty and the beam
size as 0.8 and 100, respectively. All experiments
are based on a cluster of NVIDIA A100 GPUs with
40GB memory. Each job takes 8 GPUs, resulting
in a total batch size of 2048 (256 × 8). We train
the GDR models for 60 epochs and pick the final
checkpoint for evaluation.

4.2 Main Results

Horizontal Comparison As shown in the Table
3, the performance of each method on R@k met-
rics is as follows: GDR (GDR-ours) > SR (BM25)
> DR (AR2) > GR (NCI), while the ranking on
Acc@k metrics is as follows: DR (AR2) > GDR
(GDR-ours) > SR (BM25) > GR (NCI). Based on
the characteristics of sparse lexical matching, SR
can recall the majority of relevant documents (2nd
R@k) when the query is accurate while may not
even hit one target when there is a lexical mis-
match (3rd Acc@k). On the contrary, DR can hit
at least one relevant document in most situations
by semantic representation matching (1st Acc@k).
However, the semantic differences in relevant doc-
uments make it difficult to recall them all simulta-
neously (3rd R@k). GR (NCI) ranks last due to
the difficulty in memorizing large-scale corpus we
have discussed.

By conducting a coarse-to-fine retrieval process,
GDR maximizes the advantages of memorizing
mechanism in deep interaction and matching mech-
anism in fine-grained features discrimination, thus
ranks 1st on R@k with an average of 3.0 improve-
ment and 2nd on Acc@k.

Scaling to Larger Corpus Memorizing mecha-
nism has been proven to bring advanced retrieval
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Paradigm Method
NQ334K NQ1M NQ2M NQ4M

Acc@20/100 R@20/100 Acc@20/100 R@20/100 Acc@20/100 R@20/100 Acc@20/100 R@20/100
SR BM25 86.1 / 92.4 56.0 / 75.4 84.0 / 91.0 51.3 / 73.0 82.4 / 89.9 47.5 / 71.0 79.6 / 88.4 42.3 / 68.2

DR
DPR 93.9 / 97.3 49.8 / 60.2 91.5 / 96.3 46.7 / 56.6 90.4 / 95.5 45.2 / 54.9 88.4 / 94.6 42.9 / 52.8
AR2 96.3 / 98.6 57.4 / 69.0 94.9 / 98.0 54.7 / 66.2 94.3 / 97.7 53.2 / 64.7 93.4 / 97.2 51.2 / 62.6

GR
NCI-bert 80.0 / 88.7 49.4 / 65.5 72.0 / 82.6 38.7 / 54.5 63.9 / 76.4 30.2 / 44.6 55.4 / 70.0 25.2 / 37.8
NCI-ours 88.0 / 94.1 60.0 / 75.6 80.3 / 89.6 50.6 / 66.2 78.2 / 88.6 46.4 / 63.5 77.3 / 87.8 45.2 / 61.0

GDR
GDR-bert 87.5 / 91.2 59.3 / 71.2 84.8 / 88.8 54.8 / 66.0 83.3 / 88.0 51.9 / 64.8 82.1 / 87.7 49.7 / 63.8
GDR-ours 91.1 / 95.3 64.6 / 79.6 88.2 / 93.6 60.1 / 75.2 87.4 / 92.8 57.7 / 73.2 87.0 / 92.2 55.2 / 71.5

Table 3: Experimental results on NQ document retrieval. The settings "-bert" and "-ours" denote using BERT and
our finetuned ED in section 3.2 to generate document embeddings for the generation of identifiers respectively. Bold
numbers represent best performance. We run four random seeds and report the averaged result for each method.

performance under small corpus settings (Wang
et al., 2022). However, when the corpus size that
needs to be memorized exceeds the memory vol-
ume, it can instead become a burden. As shown
in Figure 2, when the candidate corpus scaling to
larger size, the descent rate of R@100 for both SR
and DR keeps below 4.06%, while it astonishingly
retains exceeding 15.25% for GR on all three scal-
ing directions. As a comparison, GDR ensures the
maximum utilization of memorizing mechanism by
focusing memory content on fixed volume coarse-
grained features of corpus to achieve inter-cluster
matching. This strategy results in GDR achieving
an average of 3.50% descent rate of R@100, which
is almost the same as SR (3.29%) and DR (3.19%).

4.3 Ablation studies on Model training

To further understand how different paradigm op-
tions affect model performance, we conduct abla-
tion experiments and discuss our findings below.

Cluster Identifiers We first analyse the influence
of identifiers constructed with documents represen-
tations generated by different models. Specifically,
the results are shown in Table 3, where "-bert"
and "-ours" denotes using BERT and our finetuned
model as ED in Algorithm 1 respectively. Basi-
cally, both NCI and GDR trained with "-ours" per-
form significantly better than those trained with
"-bert" across all the settings. The results empiri-
cally demonstrate that fully leveraging the knowl-
edge in the training set to generate identifiers that
characterizing a mapping from query to relevant
documents with lower entropy can significantly
release the memorizing burden thus leading to bet-
ter retrieval performances. Considering that NCI
has a heavier memory burden compared to GDR,
this strategy has benefited NCI more (10.1 > 8.4
R@100 improvements on NQ334K).

Strategy Acc@20 Acc@100 R@20 R@100

Random 87.1 91.4 60.8 76.0
BM25 90.2 94.6 63.1 78.5
Cluster-adaptive 91.1 95.3 64.6 79.6

Table 4: Comparison of the performance of GDR trained
with different negative sample strategies on NQ334K
dataset.

β Acc@20 Acc@100 R@20 R@100
0 70.5 83.9 39.2 59.4
0.5 89.1 93.7 61.9 77.2
1 91.1 95.3 64.6 79.6
2 90.9 95.0 64.4 79.5
1e5 90.4 94.8 63.1 77.9

Table 5: Results of GDR with different β on NQ334K
dataset.

Negative Sampling Strategy To verify the ef-
fectiveness of the proposed cluster-adaptive nega-
tive sample strategy, We evaluate the performance
of GDR trained with different negative sampling
strategies and summarize the results in Table 4. We
notice that GDR trained with the cluster-adaptive
strategy outperforms that with widely used BM25
strategy by 1.1 on R@100. This indicates that
our proposed cluster-adaptive negative sampling
strategy can indeed provide more intra-cluster dis-
criminative training signals to strengthen the fine-
grained matching ability.

4.4 Analysis

Combination of Mapping Scores We study
the influence of different combination weights of
Sinter and Sintra in Eq. (5) and choose the value
of β from {0,0.5,1,2,1e5}. As the beta gradually
increases (Table 5), the retrieval performance of
GDR will experience a process of first increasing
and then decreasing. Therefore, we take the best
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Dl Sval NCI GDR
Acc@100 R@100 Acc@100 R@100

Set A Set A 90.7 - 71.2 - 94.9 - 77.7 -
All Set A 80.7↓10.0 52.9↓18.3 93.4↓1.0 75.8↓1.9
All Set B 56.5↓34.2 27.7↓43.5 86.6↓8.3 66.2↓11.5

Table 6: Comparison of scalability performance be-
tween NCI and GDR. Specifically, We divide the origi-
nal NQ334K dataset into two parts: Set A (constructing
identifiers and training on it) and Set B (served as new
added dataset).

performing (β=1) as the default setting. When
GDR only relies on Sinter for retrieval (β = 0), the
ranking of documents within the same cluster will
be the same, which will result in a significant per-
formance degradation compared with the default
setting. On the contrary, when GDR only relies on
Sintra for retrieval (we set β = 1e5 to approximate
this situation), the lack of matching information
of coarse-grained semantic features will result in
a decrease of 1.7 R@100. The above experimental
results fully demonstrate the significance of Sinter

and Sintra and the necessity of combining them.

Scalability of Model A common scenario in re-
trieval tasks is adding new documents to candi-
date corpus. To simulate this scenario, we split
the NQ334K dataset into Set A and Set B, both of
which contain half of the original training and vali-
dation set together with corresponding relevant doc-
uments. For both NCI and GDR, we first train and
evaluate the model on Set A. After adding Set B to
Set A, we further evaluate the model on validation
subset of Set A and Set B respectively. As shown
in Table 6, though NCI has already memorized the
documents corresponding to Set A validation set,
the situations where one document identifier corre-
sponds to multiple documents caused by the new
added documents led to a 18.3 R@100 drop. On the
contrary, GDR only degraded 1.9 on R@100 thanks
to the introduction of Sintra. When evaluating on
Set B, NCI further significantly degraded 25.2 on
R@100 as the model did not have a memory of doc-
uments corresponding to Set B validation set. As a
comparison, GDR can quickly extract dense repre-
sentations through ED and assign cluster identifiers
by searching for the nearest cluster representation
in the semantic space for the added documents, so
as to obtain inter-cluster and intra-cluster features.
Although GDR also does not have a memory of
added documents, its R@100 performance (66.2)
still significantly surpassed NCI (27.7) on Set B.

Method
Latency Throughput Index Refresh

(ms) (queries/s) (mins)
BM25 56 22.8 2
AR2 35 589.0 5
NCI 232 6.3 -
GDR 195 7.2 7

Table 7: Efficiency analysis on NQ334K dataset with
recall quantity as 100. NCI can not refresh indexes
without retraining.

Efficiency Analysis We use an NVIDIA A100-
40G GPU to analyze the efficiency of AR2, NCI,
and GDR. We use the Anserini implementation of
BM25 and evaluate it on an Intel Xeon CPU. As
shown in Table 7, BM25 and AR2 achieve fast re-
trieval by indexing the corpus in advance. Typical
GR method NCI has lower efficiency due to the
autoregressive generation of document identifiers
with beam search. As a compromise, GDR uses
autoregressive generation in inter-cluster matching
and pre-indexes for retrieval in intra-cluster match-
ing, thus achieves an efficiency that falls between
DR and GR. We leave the research on improving
the efficiency of GR and GDR for future work.

5 Conclusions

In this paper, we empirically demonstrate that the
memorizing mechanism of Generative Retrieval
(GR) brings deep interaction characteristics but
also causes serious problems. To this end, we
propose the Generative Dense Retrieval (GDR)
paradigm, which subdivides the text retrieval task
into inter-cluster and intra-cluster matching and
achieves them by autoregressively generating clus-
ter identifiers and calculating dense representation
similarities respectively. GDR focuses the limited
memory volume on the deep interaction between
query and document cluster and conducts multi-
directions decoding, thus maintaining the supe-
riority of memorizing mechanism. Memorizing-
free matching mechanism is further introduced to
achieve intra-cluster mapping by fully leveraging
fine-grained features of documents. Such a coarse-
to-fine process can also bring better scalability, i.e.,
stable corpus expansion and low-cost document
updates. We further propose a cluster identifier
constructing strategy to release the memory burden
and a cluster-adaptive negative sampling strategy
to provide discriminative signals. Comprehensive
experiments on the NQ dataset demonstrate the
state-of-the-art R@k performance and better scala-
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bility of GDR.

Limitations

Despite the achievement of state-of-the-art R@k
performance and better scalability, the current im-
plementation of GDR still suffers from the follow-
ing limitations. Firstly, the inference speed of GDR
needs to be further improved to be employed in
real-time retrieval services. Secondly, GDR’s per-
formance on Acc@k falls short compared to the
state-of-the-art method (AR2 (Zhang et al., 2022a)).
We suppose that this is because part of the Query
Encoder’s capacity is utilized to handle the inter-
cluster matching task, thus affects the accuracy of
GDR in intra-cluster mapping. Thirdly, due to the
high training cost (70 hours on 8 NVIDIA A100
GPUs for NQ4M), the generalization of GDR on
larger scale corpus has not been tested.
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Dataset Cluster Counts
NQ334K 34337
NQ1M 33003
NQ2M 29000
NQ4M 28362

Table 8: Total number of CIDs included in datasets with
different scale of candidate document corpus.

A Appendix

A.1 Calculation method of error rate

Considering that the AR2 (Zhang et al., 2022a) it-
self does not make predictions on identifiers, we
select identifier corresponding to the predicted doc-
ument as AR2’s identifier prediction. We calculate
the error rate of model’s prediction on the ith po-
sition as follows: For each predicting document
identifiers, we calculate the probability that, given
its prefix up to the i-1th position belonging to a pre-
fix of a relevant document identifier, the addition
of the model’s prediction for the ith position no
longer belongs to any prefix of a relevant document
identifier.

A.2 Magnitude of CIDs

We collect the total count of CIDs for datasets with
different scales of candidate documents obtained
through our proposed strategy introduced in section
3.2. As shown in Table 8, the results demonstrate
that the proposed strategy can effectively control
the total number of clusters, thus guarantee the
memorizing volume of GDR. The reason why the
magnitude of cluster counts in Table 8 (approxi-
mately 30000) is larger than the Exp(|CID|) we
set as 5000 is that, The constructed cluster tree is
unbalanced, resulting in more clusters than the ex-
pected value. Our preliminary studies show that,
setting Exp(|CID|) in Algorithm 1 as 5000 can
lead to a favorable budget between efficiency and
performance.

A.3 Experiments on TriviaQA

We further verified the generalization of GDR on
a subset of TriviaQA. We constructed the Trivi-
aQA549K dataset following the procedure to con-
struct NQ334K and compared GDR with other
methods on it as shown in Table 9. The experi-
mental results verified the good generalization of
GDR.

Method Acc@20/100 R@20/100
BM25 95.7/98.6 70.5/93.2
AR2 97.9/99.3 71.8/92.8
NCI 90.4/95.7 71.6/92.3
GDR 96.8/98.9 74.6/95.0

Table 9: Experimental results on TriviaQA549K.
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