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Abstract

With the improvements in generative models,
the issues of producing hallucinations in var-
ious domains (e.g., law, writing) have been
brought to people’s attention due to concerns
about misinformation. In this paper, we focus
on neural fake news, which refers to content
generated by neural networks aiming to mimic
the style of real news to deceive people. To
prevent harmful disinformation spreading falla-
ciously from malicious social media (e.g., con-
tent farms), we propose a novel verification
framework, Style-News, using publisher meta-
data to imply a publisher’s template with the
corresponding text types, political stance, and
credibility. Based on threat modeling aspects, a
style-aware neural news generator is introduced
as an adversary for generating news content
conditioning for a specific publisher, and style
and source discriminators are trained to defend
against this attack by identifying which pub-
lisher the style corresponds with, and discrimi-
nating whether the source of the given news is
human-written or machine-generated. To eval-
uate the quality of the generated content, we in-
tegrate various dimensional metrics (language
fluency, content preservation, and style adher-
ence) and demonstrate that Style-News signif-
icantly outperforms the previous approaches
by a margin of 0.35 for fluency, 15.24 for con-
tent, and 0.38 for style at most. Moreover, our
discriminative model outperforms state-of-the-
art baselines in terms of publisher prediction
(up to 4.64%) and neural fake news detection
(+6.94% ∼ 31.72%).

1 Introduction

In recent years, social media have been used as
platforms for people to share information due to
non-distance on the Internet. However, the amount
of deceptive news has also increased from vicious
social media such as content farms by changing
some words from their templates; this problem has
been widely tackled by detecting the veracity of the

news (Tseng et al., 2022; Wang and Peng, 2022;
Du et al., 2023). With the advancement of genera-
tive pre-trained models (e.g., OpenAI (2023)), the
issues of hallucinatory contents have been raised in
various domains, e.g., scientific writing (Alkaissi
and McFarlane, 2023), law (Forbes, 2023). In this
paper, we focus on neural fake news, which has be-
come an emerging societal crisis (Shu et al., 2021;
Fung et al., 2021; Pegoraro et al., 2023; Reuters,
2023), aiming to produce human-like news via AI
models at scale to defraud humans (Fung et al.,
2021). Therefore, it is crucial to develop verifica-
tion techniques for defending against neural fake
news1.

The recent progress of neural fake news lies pri-
marily in synthetic news generation. Early research
on synthetic news generation relied on hand-written
rules (Van der Kaa and Krahmer, 2014) or tem-
plates (Leppänen et al., 2017). With the proposed
controllable text generation (CTG), text generation
can be applied based on given attributes (Keskar
et al., 2019; Zhang et al., 2022). Grover (Zellers
et al., 2019) produces CTG on multi-field docu-
ments to create synthetic news, including domain,
date, authors, headline, and body. However, Grover
neglects inherent factual discrepancies, which are
tackled by retrieving external facts to enhance out-
put consistency (Shu et al., 2021).

Despite the above progress, there are two lim-
itations in the previous work. First, existing ap-
proaches to neural fake news detection fail to con-
template style information2. In this paper, we fo-
cus on an unexplored facet of the style of news in
neural news generation: publisher (e.g., CNN or
BBC), which can be adopted as a template for vi-
cious social media (e.g., content farms) to produce
fake news that can attract readers to read news

1We follow (Zellers et al., 2019) in using the term neural
fake news to address machine-generated fake news.

2We note that authors in (Zellers et al., 2019) can be viewed
as style information but are too sparse to learn the patterns.
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Figure 1: An example of news from different publishers.

from the corresponding publisher (Baptista and
Gradim, 2020). For example, news content, polit-
ical stance, and social engagements will be influ-
enced by hyper-partisan publishers. Furthermore,
different publishers are likely to describe an event
with dissimilar content. As shown in Figure 1, we
can observe that two publishers used different ti-
tles to describe the Afghanistan earthquake. The
former states the event with the format highlight:
overview event, whereas the latter uses a declara-
tive sentence. These can be viewed as templates
from specific publishers, where malicious groups
are able to produce fake news based on the tem-
plates to deceive readers who often read specific
news. Therefore, it becomes important to consider
publisher information in synthetic neural news to
detect it accurately before it is widely spread.

Second, previous work (e.g., Zellers et al.
(2019); Shu et al. (2021)) evaluates the perfor-
mance of defending neural fake news to classify
the source of their generated news and the real
news. We argue that the discriminators are trained
to distinguish generated text from the correspond-
ing generators, which makes the evaluation process
unfair due to the fitting discriminators. It is essen-
tial to evaluate additional synthetic news that is not
seen by models for fair comparisons.

In this work, we propose a novel framework,
Style-News, with stylized news generation and two
discriminators for publisher and neural fake news
detection. Stylized news generation (SNG) is intro-
duced to utilize publisher information as an explicit
style for controllably generating human-like news
content. To achieve fine-grained performance for
SNG, the style discriminator is designed as a ver-
ifier for predicting the publisher of the generated
content. In addition, neural fake news detection
(NFND) is proposed to enhance the accuracy of dis-
tinguishing human-written and machine-generated
news, which can be viewed as a news verifier. To
tackle the second issue, we utilize the public dataset
consisting of both synthetic and real news, VOA-
KG2txt (Fung et al., 2021), which is generated by
a separate model, to fairly verify the capability and
robustness of our neural fake news detection and

other baselines. The contributions of this paper are
summarized as follows:

• We propose an adversarial framework with
a threat modeling perspective to address the
publisher-faceted issue of neural fake news.
Meanwhile, the stylized news generation in-
corporates publisher information to produce
style-adherence and human-like news content.

• To compare neural fake news detection fairly,
we propose a fair evaluation pipeline by using
an additional dataset instead of self-generated
data to evaluate the robustness of our model
and baselines. To the best of our knowledge,
our work is the first to conduct comprehensive
experiments for neural news generation and
detection, which benefits future researchers
with multi-dimensional performance aspects.

• Extensive experiments show that our genera-
tor significantly outperforms on multiple gen-
eral news datasets in terms of fluency, content,
and style qualities. Moreover, Style-News
achieves a new state-of-the-art result on the
neural fake news tasks, which demonstrates
the effectiveness of our defense framework.

2 Related Work

Stylized text generation. Pre-trained language
models (PLMs) have been widely adopted in vari-
ous natural language tasks, which are trained on the
large-scale corpus to have the ability to understand
generic knowledge of text (Li et al., 2021). In re-
cent years, generative PLMs have aimed to mimic
the style of human beings to produce readable text
from input prompts (Li et al., 2021). For instance,
GPT-family (Radford et al., 2018, 2019; Brown
et al., 2020; OpenAI, 2023) is a de facto generative
model which achieves the robustness of text gener-
ation tasks. Accordingly, we adopted GPT-2 as the
generation backbone following previous work.

Most of the research on stylized text generation
puts efforts into the psycholinguistic aspect such as
formal and casual with supervised settings (Wang
et al., 2019; Verma and Srinivasan, 2019). How-
ever, supervised training requires a large amount of
labeled data, which is difficult to generalize to prac-
tical tasks. Dathathri et al. (2020) tackled this issue
by integrating a PLM with attribute classifiers to
construct controlled text generation without train-
ing on the language model. StyleLM (Syed et al.,
2020) pre-trains a Transformer-based masked lan-
guage model and fine-tunes on an author-specific
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corpus using DAE loss. However, the style of in-
formation has not been addressed in the neural
news generation, which produces human-like news
efficiently to deceive people based on existing pub-
lisher templates.
Neural fake news detection. The issues of fake
news detection have been widely discussed since
fake news covers a wide range of topics that may in-
fluence the public’s views, political motives as well
as social engagements (Shu et al., 2017). With the
improvement of the generative PLM, Zellers et al.
(2019) identified the problems of neural fake news
and developed verification techniques by construct-
ing controllable news generation as an adversary,
and exploring potential defenses to mitigate the
threats. To tackle the limitations of contradiction
or missing details between the generated news and
input prompt, FactGen (Shu et al., 2021) and In-
foSurgeon (Fung et al., 2021) are introduced to
improve the consistency of synthetic news by in-
corporating external knowledge. Nonetheless, pre-
vious work failed to explore style information to
prevent neural fake news with specific templates,
while we incorporate publisher information to gen-
erate style-aware news content to demonstrate the
great potential of using style information and the
awareness to defend against misinformation.

3 Approach

3.1 Problem Statement

In this paper, we address the neural news detection
problem in an adversarial setting similar to (Zellers
et al., 2019). We denote the attack phase as styl-
ized neural news generation, and the defense phase
as source discrimination.

In the attack phase, the input sequence contains
news content, highlights, and publisher informa-
tion. The highlights can be a news title or summary
based on the different datasets. The goal of the
generator Gstyle is to produce news content that
mimics the style of real news conditioning on a
specified publisher, which cannot be distinguished
by the source discriminator Dsource. The human-
like news NM generated by Gstyle can serve as
potential threats that help the source discriminator
learn to defend against neural fake news.

In the defense phase, the source discriminator
Dsource aims to learn to distinguish if input news
N is human-written or machine-generated as:

Dsource(N) → y; y ∈ {H,M}, (1)

where H and M denote human-written and
machine-generated news, respectively.

3.2 Style-News Framework
Figure 2 presents the model architecture of Style-
News, where a stylized news generation module
aims to generate synthetic news with a style-aware
generator and style discriminator by taking news ti-
tle, summary, content, and publisher as inputs. The
neural fake news detection module classifies the
source according to whether the input news content
is human-written or machine-generated to enable
the model to identify neural news. With the adver-
sarial training on the generator and source discrim-
inator, we are able to build up a stronger generator
to produce style-aware news content; meanwhile,
we have designed a robust verification mechanism
to detect neural fake news. Detailed descriptions
of the model are provided as follows.

3.3 Stylized News Generation
The stylized news generation module aims to pro-
duce expressive news based on writing style, which
has not been utilized in the previous work. To gen-
erate stylized news, the style-aware generator is
introduced by using publisher, title or summary,
and content, and incorporates the style discrimina-
tor to reinforce the threat modeling aspect.
Style-aware generator. Following (Zellers et al.,
2019; Dathathri et al., 2020), we adopt GPT-2 (Rad-
ford et al., 2019) as the generator backbone to
produce news content. However, GPT-2 cannot
take news metadata (e.g., publisher) into account.
Therefore, we convert the token sequence of the
publisher, highlight, and content as text prompts
with task-context tokens as shown in Figure 5. For-
mally, the prompt template of the input sentence is
defined as:

S = <|Start_Publication|> publisher (2)

<|End_Publication|> highlight <sep> content,

where <|Start_Publication|>, <|End_Publication|>
and <sep> are denoted as special tokens for
indicating the publisher information, and sepa-
rator tokens, respectively. The special tokens
<|Start_Publication|> and <|End_Publication|> en-
able the model to consider the importance of the
publisher, which can also be controlled by differ-
ent publishers during inferencing. We truncate the
input to l tokens if the sequence length exceeds the
maximum length.
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Figure 2: Illustration of the Style-News framework.

During the training stage, we randomly separate
human-written news from the training set NH into
two groups for efficient training: the sampled group
N

[sp]
H and the unsampled group N

[usp]
H . N

[usp]
H is

used to train the parameters of the generative model
and N

[sp]
H is used to generate the synthetic news

for training the source discriminator. Therefore,
the input N [usp]

H contains news publisher, highlight,
and content for the style-aware generator, and the
objective function of Gstyle is defined as a language
model problem:

Lgen =
∑

i

(logP (yi|y1, ..., yi−1)). (3)

Discriminative mechanism (DM). The goal of the
DM is to capture the representation of given news
and distinguish between corresponding classes to
reinforce the model quality. In the style discrimina-
tor Dstyle, the DM aims to identify which publisher
the generated news belongs to. In the source dis-
criminator Dsource, the DM attempts to classify the
source into human-written or machine-generated
(this will be discussed in §3.4).

To capture the syntactic information, we pro-
pose a simple yet effective method by representing
the input news (either human-written or machine-
generated) in an inductive word graph as illustrated
in Figure 3; this approach has been utilized in var-
ious text classification tasks (Zhang et al., 2020;
Huang et al., 2022). Moreover, this design benefits

our model generalizing to the unseen nodes com-
pared with the common transductive graph models
since the node embeddings in the word graph are
initialized from the pre-trained word embeddings.
Specifically, each token is represented as a node
in the word graph, and each token embedding is
converted from the GPT-2 pretrained model. Each
node has two edges to connect with the former and
latter tokens. This graph construction procedure en-
ables the model to not only recognize the common
tokens of the input sequence but also to capture the
contextual information between tokens.

Formally, the i-th node wi aggregate p hops
neighbor information to encode the contextual rep-
resentations as r′wi

:

r′wi
= (1− α)AGG({rwj , wj ∈ n(wi)}) + αrwi ,

(4)
where rwj is the node embedding, n(wi) is denoted
as the p-hop neighborhood tokens of wi, AGG is
the message aggregation with max pooling, and
α ∈ R1 is a trainable weight for adjusting the im-
portance between the node itself and the neighbor.

After updating each node embedding, the news
representation r′N is computed by aggregating node
embeddings of news:

r′N =
∑

wi∈N
r′wi

, (5)

Finally, the news representation r′N is then fed into
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Figure 3: An example of the discriminative mechanism
for Villagers report aftershocks but no aid.

a linear layer to predict the label:

ŷ = W ′r′N + b′, (6)

where W ′ ∈ Rdr×dc is a matrix that maps the
news representation into the number of classes (i.e.,
publisher or news source) and b′ ∈ Rdc is the bias.

To train the style discriminator, we minimize the
cross-entropy loss Lstyle:

Lstyle = −
∑

i∈{pub1,...,pubk}
yi ln(softmax(ŷi)).

(7)

3.4 Neural Fake News Detection
As the generator is capable of creating various
types of news content based on the publisher, a
source discriminator is introduced to prevent high-
quality synthetic news from maliciously spreading
and further misleading the public.

Specifically, the source discriminator Dsource

adopts the same architecture as the DM. The input
is randomly sampled from either human-written
H or machine-generated M (by Style-News) news
content for the Dsource. We utilize the pretrained
embeddings from Gstyle to build the word graph
and train Dsource by minimizing the cross-entropy
loss for the class of news content:

Lsource = −
∑

i∈{H,M}
yi ln(softmax(ŷi)). (8)

3.5 Training Schedule
To construct an adversarial structure, we establish
Style-News in a nested loop and jointly train the
style-aware generator with the style discriminator
and the source discriminator respectively. The train-
ing procedure is illustrated in Algorithm 1, where
we train Gstyle, Dstyle, and Dsource in order. Gen-
erally, the inner loop is stylized news generation
(Line 4-13), and the outer loop is neural fake news
detection (Line 3-16), which is able to align the
latent space of these modules and thus meet the
goal of threat modeling. We note that in the phase

Algorithm 1 Training procedure of Style-News.

Input: The human-written news with publisher,
title, and content NH ; first and second stage
epoch number epochsstyle and epochssource

Output: Style-Aware Generator Gstyle, Style Dis-
criminator Dstyle, and Source Discriminator
Dsource

1: Initialize the Gstyle from pretrained GPT-2 and
add the special tokens; Initialize the parame-
ters in Dstyle and Dsource with Glorot uniform
initializer

2: Randomly separate NH into the sampled and
unsampled groups NH = {N [sp]

H , N
[usp]
H }.

3: for epoch2 = 1 to epochssource do
4: Train Gstyle by N

[usp]
H via maximizing

Lgen (Eq.3)
5: for epoch1 = 1 to epochsstyle do
6: if epoch2 == 1 then
7: Train Dstyle by N

[usp]
H via minimiz-

ing Lstyle (Eq.7)
8: else
9: Train Dstyle by NM via minimiz-

ing Lstyle (Eq.7)
10: end if
11: end for
12: Generate synthetic news NM from N

[sp]
H

13: ▷ Stylized News Generation
14: Concatenate NH and NM and randomly

shuffle them as the input to the Dsource

15: Train Dsource via minimizing Lsource

(Eq.8)
16: ▷ Neural Fake News Detection
17: end for

of training Dstyle (Line 5-11), the input is human-
written news in the first epoch to equip the ability
for understanding news content of real publishers
(Line 7). Afterwards, the input is the synthetic
news generated by Gstyle to detect the publisher of
the generated news content (Line 9).

4 Experiments and Analysis

4.1 Dataset

We performed experiments on two news datasets
that contain publisher metadata: CNN/DailyMail
(Hermann et al., 2015; See et al., 2017) and All
the News (Thompson, 2018). The CNN/DailyMail
dataset is written by journalists at CNN and the
Daily Mail, and contains over 300,000 unique news
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Criteria Metric CopyTransformer GPT-2 PPLMgen Grovergen FactGen Style-News

Fluency Mauve (↑) 0.7836 0.8050 0.8827 0.8314 0.7836 0.8832
Frontier (↓) 0.9999 0.9300 0.6634 0.7299 0.9999 0.6734

Content SacreBLEU (↑) 5.5527 8.1374 14.7936 0.3084 13.1285 18.1064
MoverScore (↑) 0.5166 0.5369 0.5217 0.5010 0.5434 0.5523

Style Accuracy (↑) 0.8918 0.9273 0.5949 0.8378 0.7392 0.9609
F1 (↑) 0.5205 0.6898 0.5303 0.8379 0.5000 0.8792

Avg. Rank 5.0 3.3 3.3 4.0 4.3 1.0

Table 1: Performance of synthetic news generation on CNN/DailyMail. The best result in each row is in boldface
and the second best result is underlined.

articles and highlight sentences. The training, vali-
dation, and testing sets are used as the official split.
The All the News dataset encompasses 143,000 ar-
ticles and essays from 15 American publishers. We
picked the data with the common top 5 publishers
(NPR, New York Post, Reuters, Washington Post,
and Breitbart3) to ensure that the news of publish-
ers has sufficient news to show the corresponding
template patterns.

To defend against neural fake news, we fol-
low (Zellers et al., 2019; Shu et al., 2021) to test
our source discriminator on machine-generated
data. However, previous evaluations only mea-
sured the effectiveness on their own self-generated
datasets, which failed to measure the robustness
of their discriminators. Therefore, we utilized
a public dataset containing both human-written
and machine-generated news, VOA-KG2txt (Fung
et al., 2021), to fairly examine the discriminative
performance of our models and the baselines. VOA-
KG2txt includes 15,000 real news articles from
Voice of America and 15,000 neural fake news arti-
cles produced by the KG-to-text approach (Fu et al.,
2020). The testing set of these datasets is balanced.
The statistics of the datasets are described in Table
6. All the results are the average of 5 random seeds.

4.2 Implementation Details

The word representation dimension dr is set to
768. For training the style-aware generator, we
set the learning rate to 5×10−5, warmup steps to
1000, and weight decay to 0.01. The batch size
in the training phase and generation phase was set
to 2 and 32 respectively. For training the style
discriminator and source discriminator, we used
the Adam optimizer (Kingma and Ba, 2015) with

3Breitbart is known for publishing conspiracy theories,
which can be further examined for the generation quality of
the fake news publisher (Higdon, 2020).

an initial learning rate of 10−3, and weight decay
was set to 10−4. Dropout with a probability of
0.1 was applied after the linear layer. The max
length of the token sequence l was restricted to
1024. The token would be converted to <UNK>
special token if it does not match the dictionary of
the pretrained model. The number of hop p is set to
1. The epochsstyle and epochssource in Algorithm
1 were set to 10 and 5 respectively. For the baseline
models, we used default parameter settings as in
their official implementations. All the training and
evaluation phases were conducted with Pytorch 1.7
on a machine with Ubuntu 20.04, Intel(R) Xeon(R)
Silver 4110 CPU, and Nvidia GeForce RTX 2080
Ti GPU.

4.3 Results of the Generative Models
Generative baselines. We selected 5 neural
fake news generative baselines in this experiment
to compare the generation quality of our Style-
News. Specifically, we compared CopyTrans-
former (See et al., 2017), GPT-2 (Radford et al.,
2019), PPLMgen (Dathathri et al., 2020), Grovergen
(Zellers et al., 2019), and FactGen (Shu et al., 2021)
for all the generative settings.
Evaluation metrics. Since there is no exist-
ing work considering different facets of genera-
tion quality4, we introduce three evaluation facets
to assess the quality of generated news content:
language fluency: Mauve score (Pillutla et al.,
2021) and Frontier Integral (Liu et al., 2021), con-
tent preservation: SacreBLEU (Post, 2018) and
MoverScore (Zhao et al., 2019), and style adher-
ence: RoBERTa-large with the training sets of
CNN/DailyMail and All the News. Detailed de-
scriptions are introduced in Appendix A.2.2.

4We note that Shu et al. (2021) failed to consider the style
aspect as evaluation, and the BLEU score is more suitable
for content preservation instead of language fluency since
repeated patterns have a larger score.

1536



Criteria Metric CopyTransformer GPT-2 PPLMgen Grovergen FactGen Style-News

Fluency Mauve (↑) 0.7849 0.8508 0.8707 0.8847 0.7756 0.8881
Frontier (↓) 0.9966 0.7764 0.6865 0.6642 1.0000 0.6467

Content SacreBLEU (↑) 0.3338 2.7831 11.3883 1.0472 6.2606 14.5186
MoverScore (↑) 0.4942 0.5189 0.5519 0.5218 0.5304 0.5448

Style Accuracy (↑) 0.2984 0.4721 0.5571 0.5793 0.4828 0.5937
F1 (↑) 0.1478 0.3158 0.4822 0.4733 0.4136 0.4921

Avg. Rank 5.7 4.3 2.3 2.8 4.2 1.2

Table 2: Performance of synthetic news generation on All the News. The best result in each row is in boldface and
the second best result is underlined.

Generation performance. Table 1 and Table 2
present the quality of the generation results in terms
of language fluency (fluency), content presentation
(content), and style adherence (style)5. We can
observe that Style-News consistently outperforms
the generative baselines by a margin of 0.35 for
fluency, 15.24 for content, and 0.38 for style at most
for both datasets, which demonstrates the realistic-
looking performance of our generated news content.
We summarize the observations as follows.

1) Using pre-trained models (i.e., GPT-2,
PPLMgen, Grovergen, Style-News) to generate news
content improves generation performance in terms
of language fluency, which indicates the signifi-
cance of incorporating prior knowledge from the
pre-trained data. 2) We observed that the con-
trollable text generative models (i.e., PPLMgen,
Grovergen, Style-News) perform better on the style
adherence aspect since non-controllable models
fail to take the publisher information into account.
Therefore, our style-aware generator integrating
publishers into the prompt to manipulate the style
of news is superior to these baselines. 3) It is
worth noting that all baselines are biased to gener-
ate human-like news content for only some facets,
which indicates that they often focus on only spe-
cific aspects. With the threat modeling design for
the style-aware generator and style discriminator,
our Style-News is capable of getting a human-like
text with all criteria from the better-detected dis-
criminator.

4.4 Results of the Discriminative Models

Discriminative baselines. To validate the perfor-
mance of our proposed discriminators (including
publisher and neural fake news detection), we fur-
ther conducted experiments on publisher prediction
and neural fake news detection with strong dis-

5The generation samples are discussed in Appendix B.3.

Figure 4: Performance of publisher prediction on
CNN/DailyMail and All the News.

criminative baselines: RoBERTa (Liu et al., 2019),
PPLMdef (Dathathri et al., 2020), Groverdef (Zellers
et al., 2019), GET (Xu et al., 2022), as well as
CoCo (Liu et al., 2022). To investigate the effec-
tiveness of feature-based methods, we follow the
setting as (Aich et al., 2022) to add Linear Regres-
sion (LR), SVM, Ridge Regression (RR), KNN,
and Random Forecast (RF) as machine learning
baselines.
Evaluation metrics. We adopt the common clas-
sification metric, macro F1 score, for measuring
both publisher and neural fake news classifications.
We set the training epoch to 5 and selected the best
model evaluating the validation set for all discrimi-
native experiments.
Publisher prediction. To examine the capability
of distinguishing publishers of news, we carried out
experiments with the discriminators to classify the
publishers of real news. Figure 4 demonstrates the
correctness of predicting the corresponding pub-
lisher given the news content6. Our Style-News
outperforms the baselines by up to 4.64% on All the
News, and classifies perfectly on CNN/DailyMail,
which demonstrates that jointly training the style-
aware generator and style discriminator enables the

6GET is neglected due to the gradient explosion while
training on CNN/DailyMail and All the News.

1537



LR SVM RR KNN RF RoBERTa PPLMdef Groverdef GET CoCo Style-News

72.35 75.84 68.07 81.10 80.67 92.15 89.83 74.82 82.45 93.82 98.55

Table 3: The F1 scores of neural fake news detection.

Criteria Metric w/o Style w/o Source w/o Style w/o Source Style-News

Fluency Mauve (↑) 0.8045 0.8047 0.8164 0.8832
Frontier (↓) 0.9317 0.9310 0.8924 0.6734

Content SacreBLEU (↑) 8.1374 8.1405 7.9399 18.1064
MoverScore (↑) 0.5369 0.5371 0.5345 0.5523

Style Accuracy (↑) 0.9266 0.9253 0.9284 0.9609
F1 Score (↑) 0.6842 0.6822 0.7127 0.8792

Table 4: Ablation study on CNN/DailyMail.

model to understand the publisher template. The
observations are summarized as follows:

1) All models exhibit almost perfect perfor-
mance on CNN/DailyMail since there are only
two publishers, while the prediction gap becomes
large on All the News. 2) RoBERTa hinders the
performance compared with controllable genera-
tive models (i.e., PPLMdef, Groverdef, and Style-
News), which indicates that additional informa-
tion during training generators helps the corre-
sponding discriminators to distinguish style infor-
mation (e.g., publisher in this paper). 3) Both
Groverdef and Style-News achieve perfect perfor-
mance on CNN/DailyMail but Style-News is supe-
rior to Groverdef on All the News. This comparison
reveals the importance of considering publishers
in the generator as well as using the discriminative
mechanism.

Neural fake news detection. To defend against
synthetic fake news, we conducted experiments to
examine the robustness of our Style-News. We
utilized VOA-KG2txt as the evaluated dataset to
draw a fair comparison between our model and
the baselines. Table 3 shows the performance of
discriminative models on detecting the source of
the input news content. Specifically, our model
surpasses all the baselines from 6.94% to 31.72%.
We conclude the observations as follows:

1) The models with the word graph (i.e., GET
and Style-News) are superior to Groverdef, which
verifies that the word graph can capture the syn-
tactic meanings as structural information. 2) GET
has substantially worse performance on neural fake
news detection tasks since it takes claim-evidence
interactions while there is no precise evidence of
neural fake news in the real world. In addition,

Groverdef suffers from degradation performance
due to the sparsity learning from author informa-
tion. Attributed to capturing publisher style from
the news, our model is thus able to effectively dis-
tinguish neural news. 3) All baselines degrade
their performance in detecting neural news on the
additional dataset, while our model consistently
detects almost perfectly. This suggests that eval-
uating the classification only on their generated
news fails to measure the robustness of unseen
news since the discriminators did not train on them.
Our model, in contrast, is still capable of clas-
sifying the news as either machine-generated or
human-written, which can be used to not only de-
fend against self-generated news but also against
existing neural fake news.

4.5 Result Analysis

Ablation study. To quantify the contribu-
tions of different discriminators of Style-News,
we further conducted ablation experiments on
CNN/DailyMail. As shown in Table 4, it is obvi-
ous that removing any discriminator (w/o Style and
w/o Source) results in a significant performance
drop in terms of all generated aspects. Also, as
expected, only using the generator leads to inferior
performance in all metrics. These results illustrate
the reasonable and effective design of our model.
In addition, without the assistance of the style dis-
criminator (w/o Style), the performance drops sig-
nificantly in style adherence in terms of an F1 score
of 0.21, indicating that the style discriminator can
help enhance the ability to capture the writing style
of the corresponding publisher.
Human evaluation. We randomly sampled 3
generated news articles of each model from both
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Criteria CopyTransformer GPT-2 PPLMgen Grovergen FactGen Style-News

Language (↑) 1.00 1.67 1.67 2.33 1.67 2.33
Content (↑) 1.00 1.67 1.89 2.11 2.00 2.33

Style (↑) 1.11 1.67 1.56 2.00 1.78 2.44

Table 5: The human evaluations of generated samples in both the CNN/DailyMail and the All the News datasets.

CNN/DailyMail and All the News, which were
annotated by 9 annotators without advanced knowl-
edge of the source of the generated content to re-
flect real-world reader scenarios. They were asked
to evaluate the generated news in terms of language
fluency, content preservation, and style adherence.
We provided some sample news from the corre-
sponding publisher to let annotators evaluate style
adherence. The details of human evaluation ques-
tions were designed similarly to (Shu et al., 2021),
i.e., the annotators should evaluate each question
with a score of 1 (the worst) to 3 (the best).

Table 5 lists the human evaluation results, which
illustrate that our Style-News significantly outper-
forms all generative baselines in terms of all three
aspects. Quantitatively, our approach achieves 17%
and 37% performance improvement over the best
baseline in content preservation and style adher-
ence, respectively. This again reveals the enhance-
ment of considering publisher information for styl-
ized news generation.

5 Conclusion

This paper presents Style-News, a novel adversarial
framework to defend against the urgent neural fake
news problem. Distinct from existing generative
models, our style-aware generator produces news
with text prompts not only from news highlights
and content, but also from publisher information, al-
lowing the integration of additional metadata in the
realm of text-metadata compositions. Meanwhile,
our neural fake news detection captures syntactic
information by constructing the input as a graph for
distinguishing the human-like news content. Style-
News sets new state-of-the-art results on both neu-
ral news generation and detection benchmarks with
our comprehensive metrics. We believe Style-News
serves as a flexible framework for neural fake news
detection, and multiple interesting directions could
be further explored within the framework, such as
prompt design, few-shot examples, etc.

6 Ethics Considerations

We discuss the potential usage and the potential
risks of Style-News for ethical considerations.

Journalism assistants Inspired by (Shu et al.,
2021) who discussed helping journalists with claim
generation using their fact retrieval mechanism, our
method can provide alternative perspectives and in-
spire journalists to enrich their news content. How-
ever, the results generated by Style-News can only
serve as a reference and cannot be used directly.

Veracity of machine-generated news Follow-
ing (Zellers et al., 2019), one of the goals of Style-
News is to detect machine-generated news. This
task is necessary based on a strong assumption
that machine-generated news is fake and can be
harmful to the public. Nonetheless, as we men-
tion above, machine-generated news can also be
regarded as a template or an inspiration for journal-
ists. Therefore, we suggest that future work verify
the factual claims of machine-generated news and
release open-source datasets generated by differ-
ent algorithms or researchers to construct stronger
detectors.

7 Limitations

The major limitation of Style-News is the machine-
generated news with further human modifications,
i.e., multi-hop modifications. The manual rewriting
can be regarded as another various style, which in-
creases the difficulty of neural fake news detection.
In addition, Style-News focuses on effective perfor-
mance to mitigate the spread of neural fake news,
but does not take the computation resource into ac-
count, which may be more efficient by introducing
adapters into the model.
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