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Abstract

Frames of Communication (FoCs) are ubiqui-
tous in social media discourse. They define
what counts as a problem, diagnose what is
causing the problem, elicit moral judgments
and imply remedies for resolving the problem
(Entman, 1993). Most research on automatic
frame detection involved the recognition of the
problems addressed by frames, but did not con-
sider the articulation of frames. Articulating an
FoC involves reasoning with salient problems,
their cause and eventual solution. In this paper
we present a method for Discovering and Ar-
ticulating FoCs (DA-FoC) that relies on a com-
bination of Chain-of-Thought prompting (Wei
et al., 2022a) of large language models (LLMs)
with In-Context Active Curriculum Learning.
Very promising evaluation results indicate that
86.72% of the FoCs encoded by communica-
tion experts on the same reference dataset were
also uncovered by DA-FoC. Moreover, DA-
FoC uncovered many new FoCs, which escaped
the experts. Interestingly, 55.1% of the known
FoCs were judged as being better articulated
than the human-written ones, while 93.8% of
the new FoCs were judged as having sound
rationale and being clearly articulated.

1 Introduction

The way in which we interpret information depends
on how the information is framed (Entman, 2003;
Reese et al., 2001; Scheufele, 2004; Chong and
Druckman, 2012; Bolsen et al., 2014). For instance,
if information about vaccines is framed to build our
confidence in them, we can become vaccine en-
thusiasts. The notion of Frame of Communication
(FoC) has emerged from the Theory of Communica-
tion, studied in social sciences. Discovering FoCs
is challenging because the FoCs are not directly
expressed in texts, but rather texts evoke them, as
shown in Figure 1. Framing entails emphasizing
specific aspects of a topic within a text, guiding
the audience towards a particular understanding.

For the text illustrated in Figure 1, which is part of
the discourse about COVID-19 vaccines on social
media, the selected aspects are (1) the calculation
people make about the personal costs and bene-
fits of getting vaccinated; and (2) the complacency
of getting vaccinated due to low perceived risk of
infections. These aspects can be interpreted as
problems related to vaccination. The two prob-
lems become salient to the FoC evoked by the text
illustrated in Figure 1.

Social Media Posting: Those who are at 
very low risk of adverse effects 
from COVID-19 (broadly speaking 
younger, healthier people) would be 
overall better off developing 
natural immunity rather than having 
vaccine-specific immunity.

PROBLEM 1: Calculation PROBLEM 2: Complacency

FRAME OF COMMUNICATION : Preference 
for  getting  COVID-19 and fighting 
it off than getting vaccinated. 

EVOKES

Figure 1: Frames of Communication (FoCs) evoked in
Social Media Postings (SMPs).

In a widely cited definition, Entman (1993) notes
that “to frame is to select some aspects of a per-
ceived reality and make them more salient in a
communicating text, in such a way as to promote
problem definition, causal interpretation, moral
evaluation, and/or treatment recommendation for
the item described.” This means that, as a mini-
mum, in addition to discovering the salient aspects
of an FoC, we need to promote a causal interpre-
tation of these aspects by articulating the FoC. In
the FoC evoked by the text illustrated in Figure 1,
the problem of calculation is caused by the prefer-
ence for getting COVID-19 and fighting it off. The
problem of complacency is caused by the assump-
tion that getting COVID-19 is preferable to getting
vaccinated. The final articulation of the FoC com-
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bines coherently both these causal interpretations
of the problems. We note that the articulation of an
FoC is expressing the reasons (or causes) of salient
problems, but it is not explicitly mentioning the
problems, instead it is implying them. Therefore
the articulation of an FoC is a much harder NLP
task than the discovery of FoCs and their salient
problems.

Previous research addressing the problem of FoC
discovery (Card et al., 2016; Naderi and Hirst,
2017; Field et al., 2018; Khanehzar et al., 2019;
Kwak et al., 2020a; Mendelsohn et al., 2021) fo-
cused only on the discovery the salient problems
implied by FoCs. This was due to the release
of the Media Frames Corpus (MFC) (Card et al.,
2015), which annotates fifteen dimensions of policy
frames, addressing such problems as Constitution-
ality and Jurisprudence or Security and Defense. It
is important to (1) discover when an FoC is evoked
by a text; and (2) to be aware of which salient
problems1 are highlighted. However, without ar-
ticulating the FoC, we cannot infer how the text
should be interpreted. Moreover, without articulat-
ing FoCs, we ignore the many ways in which the
same problem is framed in all texts that address it.
But, as reported in (Van Gorp, 2010; Walter and
Ophir, 2019; Vreese, 2005), the communication
literature addresses mostly the inductive vs. deduc-
tive frame analysis, from which human inference
of the articulation of the FoCs emerges. We believe
that the reasoning capabilities of Large Language
Models (LLMs) enable the automatic articulation
of FoCs. This motivated us to design a method for
Discovering and Articulating FoCs (DA-FoC).

Evidently, articulating FoCs involves reasoning
with the problem(s) addressed in texts. Moreover,
each articulated FoCs must be relevant, i.e. multi-
ple texts should evoke it (Gamson, 1989). There-
fore, discovering and articulating FoCs must con-
sider that (1) FoCs may address one or more salient
problems; (2) the FoC articulation needs to pro-
vide a rationale for each salient problem; and (3)
the articulated FoC should be relevant. These re-
quirements are very burdensome even for commu-
nication experts, who typically rely on codebooks
emerging from their reasoning and painful inspec-
tion of large quantities of texts (Kwak et al., 2020b;
Russell Neuman et al., 2014; Reese, 2007; Matthes

1The dimensions of the Media Frames Corpus correspond
to the problems highlighted by an FoC. The notion of Frame
of Communication and Media Frame are used interchangeably
in Communication Theory (Chong and Druckman, 2007).

and Kohring, 2008).
The recent ability of LLMs to perform complex

reasoning provides an unprecedented opportunity
for using them to simultaneously discover and ar-
ticulate FoCs. In this paper we explore how Chain-
of-Thought (CoT) prompting (Wei et al., 2022b) of
LLMs can be used to reveal not only the problems
addressed in texts but also the articulation of the
FoCs. In addition, the CoT framework we used for
DA-FoC benefits from in-context active curriculum
learning, allowing the LLM to learn from its own
mistakes. Because many FoCs discovered and artic-
ulated in this way may be paraphrasing each other,
or they may be specializations of other FoCs, we
also used CoT prompting to discover relations be-
tween FoCs. The relations between FoCs enabled
us to select only FoCs that are relevant.

In designing our DA-FoC method, we focused on
social media platforms where millions of users ex-
press their opinions and participate in conversations
about issues of their interest. In their Social Me-
dia Postings (SMPs), often users select particular
aspects, or problems, of an issue, revealing the rea-
sons for their interest in the problem. In doing so,
they evoke FoCs, as shown in Figure 1. In addition
to using only SMPs, which present the advantage
of text brevity, we considered only the discovery
and articulation of FoCs regarding COVID-19 vac-
cines. This allowed us to rely on knowledge about
salient problems characterizing vaccine hesitancy,
reported in Geiger et al. (2021). It also allowed
us to make use of the only reference dataset hav-
ing expert-annotated FoCs which are articulated.
In Weinzierl and Harabagiu (2022) 14,180 SMPs
have been expert-annotated with 113 FoCs. We
have enriched this dataset by asking communica-
tion experts to also judge which of the problems
reported in Geiger et al. (2021) were implied in
each FoC. Using this enriched dataset allowed us
to train and test DA-FoC and to make the following
contributions:
�1� We introduce the first method that does not
only discover FoCs from texts available in SMPs,
but also articulates the FoCs by using CoT prompt-
ing of Large Language Models (LLMs) with In-
Context Active Curriculum Learning (ICACL), a
promising new method for prompting LLMs.
�2� We describe the first method of discovering
relations between FoCs, identifying paraphrases,
specializations, and contradictions between them.
We make available all prompts, annotations, artic-
ulated frames, and relations discovered between
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Problem Definition of Vaccination Problem
Confidence -
43 FoCs (38%)

Trust in the security and effectiveness
of vaccinations, the health authorities,
and the health officials who recom-
mend and develop vaccines.

Complacency -
7 FoCs (6%)

Complacency and laziness to get vac-
cinated due to low perceived risk of
infections.

Constraints -
1 FoC (1%)

Structural or psychological hurdles that
make vaccination difficult or costly.

Calculation -
19 FoCs (17%)

Degree to which personal costs and
benefits of vaccination are weighted.

Collective
Responsibility
10 FoCs (9%)

Willingness to protect others and to
eliminate infectious diseases.

Compliance -
27 FoCs (24%)

Support for societal monitoring and
sanctioning of people who are not vac-
cinated.

Conspiracy -
37 FoCs (33%)

Conspiracy thinking and belief in fake
news related to vaccination.

Table 1: Problems associated with vaccine hesitancy.

frames on GitHub2.
�3� A by-product of our method is the identifica-
tion of all social media postings evoking the same
FoC, which informs its relevance.
�4� We present the first DA-FoC method which
uncovers not only many of the frames identified by
experts on the same dataset, but it is also capable
of uncovering many new frames, which are both
clearly articulated and sound.

Because FoCs are known to be influential in
shaping public opinions, the discovery of frames
and their articulation can inform the messaging
used in various communication interventions. For
example, knowing which FoCs contain misinforma-
tion about vaccines is crucial to interventions meant
to inoculate the public against misinformation. The
discovery of FoCs will also impact argumentation
mining, an NLP area that has recently received
plenty of interest (Palomino et al., 2022; Sun et al.,
2022; Ziegenbein et al., 2023).

2 Reference Dataset

To our knowledge, the only existing dataset of
SMPs annotated with FoCs is COVAXFRAMES,
reported in Weinzierl and Harabagiu (2022). This
dataset includes FoCs related to COVID-19 vac-
cination hesitancy. Vaccine hesitancy, as reported
in Geiger et al. (2021), is characterized by seven
factors, or problems, that increase or decrease an
individual’s likelihood of getting vaccinated. For
each of the FoCs annotated in COVAXFRAMES,

2https://github.com/Supermaxman/
co-vax-frames-articulations

four researchers have annotated the problems that
they address. The problems are listed in Table 1
along with their definitions and the number of FoCs
addressing each problem. The researchers obtained
a very high inter-annotator agreement of 81%, with
the remaining disagreements adjudicated through
discussions. The newly annotated dataset became
the reference dataset used by the method described
in Section 3 and Section 4. The same training
and testing splits were utilized as in Weinzierl and
Harabagiu (2022).

STEP 1: Task-specific Prompting

STEP 2: Initial Demonstrations

STEP 3: Prompting a Large Language 
 Model LLM with Chain-of-Thought     

STEP 4: Verify and Edit                                                   

STEP 5: Prompting a Large Language
 Model LLM   with test data

Training Data

Test Data

Editing Occurred ???                        

Zero-Shot

Few-Shot
Ac
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Figure 2: Chain-of-Thought Prompting with In-Context
Active Curriculum Learning (CoT-ICACL).

3 The DA-FoC Method

The DA-FoC method has three distinct phases. In
Phase A, FoCs are discovered and articulated us-
ing the CoT prompting with the In-Context Active
Curriculum Learning (CoT-ICACL) framework il-
lustrated in Figure 2. Since we noticed that some
of the FoCs articulated in Phase A are paraphrases,
while some FoCs were generalizations/ specializa-
tions of other FoCs, and also some FoCs contra-
dicted each other, we used the same CoT-ICACL
framework in Phase B to discover possible rela-
tions between FoCs. Because in Phases A and B
we do not account for FoC relevance, in Phase C
we tackle this necessary property, selecting the final
set of FoCs.

3.1 Chain-of-Thought Prompting with
In-Context Active Curriculum Learning

We considered the option of using CoT prompting
of an LLM in three scenarios:
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1. In a zero-shot learning scenario, the LLM
prompt describes the task: in Phase A of the DA-
FoC method, as detailed in Section 3.3, this in-
volves the description of the task of FoC discovery
and articulation, while in Phase B, as detailed in
Section 3.4, this involves the definition of possible
relations between the FoCs discovered in Phase A
as well as the task of discovering them. This sce-
nario is represented by Step 1 illustrated in Figure 2.
However, the task of discovering and articulating
FoCs is difficult because it requires not only knowl-
edge, but also expert reasoning, as evidenced in
the frame coding literature (Kwak et al., 2020b;
Russell Neuman et al., 2014; Reese, 2007; Matthes
and Kohring, 2008). Capturing the causal reason-
ing required by the articulation of FoCs or by the
recognition of relations spanning FoCs is not pos-
sible in this scenario.
2. In a few-shot learning scenario, which corre-
sponds to Steps 1-3 from Figure 2, following the
task-specific prompting, we provide initial demon-
strations of how the task is performed. Clearly,
these demonstrations present how Phase-specific
tasks are resolved and involve examples from the
training data, as detailed in Section 3.3 and Sec-
tion 3.4 respectively. Step 3 ends the few-shot learn-
ing, prompting the LLM to discover and articulate
FoCs or to identify relations between FoCs , provid-
ing also their rationales. But, LLMs typically have
a very restricted context length, which means only
a few demonstrations may be provided to an LLM
for in-context learning. Additionally, we need to
decide the order in which the demonstrations are
presented to the LLM, since this order can have
a significant impact on performance (Dong et al.,
2023; Zhao et al., 2021; Brown et al., 2020). This
entails, as shown in Liu et al. (2022); Rubin et al.
(2022) that for all the examples from the training
data, we would need to have expert-quality ratio-
nales. This would generate a significant burden on
communication experts, which we believe is not
necessary. We could use instead Active Learning,
which requires a smaller, manageable number of
rationale examples to solve these issues.
3. A scenario that (a) takes advantage of human in-
tervention in the CoT prompting, by creating the ac-
tive learning loop illustrated in Figure 2; as well as
(b) curriculum learning, such that the examples pre-
sented in Step 3 have a growing level of difficulty.
Because we still use (repeatedly) CoT prompting of
the LLM, but also rely on In-Context Curriculum
Learning and Active learning, we call this scenario

Chain-of-Thought Prompting with In-Context Ac-
tive Curriculum Learning (CoT-ICACL). We note
that in this scenario, we present initially a small
number of demonstrations in Step 2, while this
number grows in the following usages of the ac-
tive learning loop, because if in Step 4, edits are
performed on the results of Step 3, all those edits
become new demonstrations available to the LLM
when Steps 2-4 are performed again. Finally, when
reaching Step 5, the LLM is prompted in the same
way as in Step 3, however, this time, all examples
from the test data are used.

3.2 Curriculum Learning in DA-FoC

We were inspired by recent reports (Maharana and
Bansal, 2022) on the impact of curriculum learning
on common sense reasoning. Thus, when learning
a curriculum of examples used in Step 3 of CoT-
ICACL, we have considered the two functions a
curriculum should have: (1) ranking of examples
in terms of difficulty; and (2) transitioning of easy
to difficult examples during training. As in Elman
(1993); Bengio et al. (2009), this entails learning a
list of examples ordered by values of difficulty. For
this purpose, we relied on two hypothesis:
Hypothesis 1: In Phase A of DA-FoC, when mod-
eling the difficulty of discovering FoCs evoked by
SMPs, our hypothesis was that the more similar
the language of an FoC is to the language of the
SMP that evokes it, the easier it is to discover, ar-
ticulate and explain the rationale for the FoC. We
have experimented with measuring the similarity
between an SMPi and an FoCj by considering (a)
Sentence-BERT (SBERT) (Reimers and Gurevych,
2019); (b) BertScore (Zhang* et al., 2020); (c)
the Cross-Encoder introduced by Nogueira and
Cho (2020) and (d) Misinfo-GLP (Weinzierl and
Harabagiu, 2021). Appendix A details our exper-
iments, which led us to conclude that the best
distance should use SBERT. The function quan-
tifying the difficulty of discovering and articu-
lating from an SMPi an FoCj was defined as:
fD(SMPi, FoCj) = ||pi − fj ||2, where pi =
SBERT (SMPi) and fj = SBERT (FoCj).
The Euclidean distance is used because the same
distance was employed in the objective function of
SBERT (Reimers and Gurevych, 2019).
Hypothesis 2: In Phase B of DA-FoC, the dif-
ficulty of discovering possible relations among
the FoCs resulting from Phase A used the hy-
pothesis that FoCs articulated with similar lan-
guage are more likely to be related. Therefore,
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the function fRD(FoCA, FoCB) quantifying the
difficulty of predicting a relation between a pair
of FoCs is defined as: fRD(FoCA, FoCB) =
||fA − fB||2, where fA = SBERT (FoCA) and
fB = SBERT (FoCB).

3.3 Phase A of DA-FoC: Discovering and
Articulating Frames of Communication

For Phase A of the DA-FoC approach, Steps 1, 2, 3
and 4 need to be tailored for the task of discovering
and articulating FoCs.
Step 1 represents the task-specific prompting,
which (a) instructs the LLM to use the definition
of FoCs from Entman (1993) and (b) details of the
task. The prompt is illustrated in Appendix B. The
LLM is instructed to first produce a rationale for
each FoC it may discover in each exemplified SMP,
and then it is asked to articulate the FoC. Moreover,
since more than one FoC may be evoked by the
same SMP, the LLM is instructed to discover all
FoCs evoked in an SMP.
Step 2 provides the demonstrations to the LLM.
Demonstration Examples: A demonstration con-
tains (a) an example SMP; (b) the rationale explain-
ing why it evokes a FoC, highlighting the salient
problems; and (c) the articulation of the FoC. A
demonstration example is:

Social Media Posting Example: 
One shot of COVID-19 vaccine is sufficient to make #pregnancy 
more risky and unsafe for unborn babies.  
Rationale:  
This social media posting contains a framing, as the problem of 
confidence in vaccine is challenged due to the perceived risk for 
pregnancies, affecting the unborn babies.
Frame of Communication:  
The COVID vaccine renders pregnancies risky, and it is unsafe for 
unborn babies.

The few demonstrations provided to the LLM
are selected when satisfying the requirements: (C1)
all the problems addressed by the SMPs from
the training data should be represented across the
demonstration examples; (C2) some SMP exam-
ples should not evoke any FoC; (C3) some SMP
examples should evoke more than one FoC; and
(C4) overall, a small number of demonstration ex-
amples should be used, such that they can fit in the
context allowed by the LLM.
Step 3 continues to use examples from the cur-
riculum to generate prompts for the LLM. In each
prompt only the SMP example is presented, the
LLM automatically generating the rationale and
articulating the evoked FoC.
Step 4 follows the Verify-and-Edit paradigm (Zhao

Frame of Communication A: The side effects of the COVID-19
vaccine could be worse than the disease itself.

Frame of Communication B: The side effects of the COVID-19 
vaccine are worse than the symptoms of the disease.

Paraphrase (P-Rel)

Frame of Communication C: The COVID-19 vaccine does not 
fully protect against the virus.

Frame of Communication D: The COVID-19 vaccine does not 
prevent getting or spreading the virus.

Specialize (S-Rel)

Frame of Communication A: The side effects of the COVID-19
vaccine could be worse than the disease itself.

Frame of Communication B: The side effects of the COVID-19 
vaccine are worse than the symptoms of the disease.

Contradiction (C-Rel)

Figure 3: Examples of FoC relations.

et al., 2023), where the LLM’s rationale and articu-
lated FoCs are verified and edited if necessary.
Whenever necessary, the human expert edits the
rationales and the FoC articulations.

3.4 Phase B: Discovering Relations between
Frames of Communication

Three possible relations between the FoCs ar-
ticulated by the LLM were observed, which
are exemplified in Figure 3. Whenever a pair
(FoCA, FoCB) used different words to address
the same problems that had the same causes, we
argue that they share a Paraphrase Relation (P-
Rel). When a pair (FoCD, FoCE) address the
same problem, but the cause articulated in FoCD

provides additional information than the cause ar-
ticulated in FoCE , we argue that they share a Spe-
cialize Relation (S-Rel). Unlike the P-Rel relations,
which are symmetrical, the S-Rel relations are
asymmetrical. Also, when a pair (FoCE , FoCF )
address the same problems, but the causes are con-
tradictory, we argue that they share a symmetrical
Contradiction Relation (C-Rel).

In Phase B of the DA-FoC approach, we tailor
Steps 1-3 from CoT-ICACL, illustrated in Figure 2,
for the task of identifying relations between the
FoCs discovered in Phase A.
Step 1: We instruct the LLM about the task of
discovering relations between FoCs, showcasing
each type of relation. The prompt is illustrated in
Appendix B.
Step 2 provides a small number of demonstrations
involving pairs of FoCs uncovered in Phase A and
the relations between them. For each example, a
rationale is provided along with the decision of the
type of relation.
Demonstration examples: The demonstration ex-
amples of relations between FoCs had to also sat-

1621



isfy the requirements: (T1) the arguments of the
example relations had to address all the distinct
problems addressed in the training set; (T2) some
demonstration examples should use pairs of FoCs
that do not participate in any relation and (T3) to ac-
count for the context size of the LLM, only a small
number of demonstrations should be provided.
Building the rationale: For each demonstration ex-
ample, a rationale of the relation is provided, ex-
plaining why a relation between the pair of FoCs
exists as well as the type of relation.
Step 3 uses examples of pairs of CoTs from the
curriculum to prompt the LLM to generate a ratio-
nale for a relation if one exists and to decide the
type of relation.
Step 4 also follows the Verify-and-Edit paradigm,
where whenever necessary, the human expert edits
the rationales and the assigned FoC relations.

3.5 Phase C: Relevance of Frames of
Communication

In addition to addressing salient problems, FoCs
need to be relevant. In social media discourse,
we measure the relevance of FoCs by the number
of SMPs evoking each FoC, similarly to how rel-
evance is measured for FoCs in news (Gamson,
1989). This number is available to us first from
Phase A of the DA-FoC method, which allows us
to collect all the examples of SMPs evoking each
of the discovered FoC∗. However, due to the dis-
covery of relations between FoCs made possible
by Phase B, these relevance numbers need to be up-
dated. First, we select only one FoC from each set
of paraphrased FoCs PFi, namely M-FoC, which
is the most connected (through P-Rels) FoC in PFi.
The relevance of M-FoC is updated from the orig-
inal number of SMPs evoking it to the sum of all
SMPs evoking any FoC in PFi. In this way, the
discovery of P-Rels enables us to filter out FoCs
that articulate the same causes of the same salient
problems.

The S-Rels discovered in Phase B of the DA-FoC
method enable us to organize FoCs in taxonomies,
enabling us to implement the notion of inherited rel-
evance. This entails that the relevance of an FoCA

having an S-Rel with FoCB can be updated, to
sum up its original relevance value to the relevance
of FoCB . Selecting a relevance threshold Tr re-
sults in the final set of FoCs, spanned by the final
set of S-Rel and C-Rel relations. We note that be-
cause C-Rels reveal contrasting viewpoints of the
problem causes, we retain all FoCs participating

in such relations, to allow opposing interpretations
due to these FoCs.

4 Evaluation Results

Quantitative Results: To compare the results of
our method with a simple baseline, we considered
a methodology that clustered all SMPs from the
test data. Clustering was facilitated by creating
SMP embeddings p∗i = SBERT (SMP ∗

i ) from
the test set. Hierarchical Agglomerative Clustering
(HAC) was employed from Ward (1963) with a
variance gain threshold of 1.1, selected from initial
experiments on the training data. For each cluster
CLj , the first sentence of the SMPi closest to the
centroid of CLj was selected and placed in the
set of final FoCs. Obviously, this baseline does
not discover any relations between FoCs. Table 2
lists the number of FoCs uncovered by the HAC
baseline method.

Four LLMs were considered in our evaluations
of the DA-FoC framework: Vicuna-13B (Chi-
ang et al., 2023; Zheng et al., 2023), LLaMa-2-
70B (Touvron et al., 2023), GPT-3.5 (Ouyang et al.,
2022), and GPT-4 (OpenAI, 2023). In Phase C we
chose Tr = 2, corresponding to each FoC needing
to be evoked by at least two SMPs. Further discus-
sion surrounding this decision along with ablation
results are provided in Appendix D. Furthermore,
active learning loops with a minimum of 50 cur-
riculum examples produced the best results from
initial LLM experiments. Table 2 lists the number
of discovered FoCs resulting from Phase A when
using each LLM, the number of P-Rels, S-Rels,
and C-Rels discovered in Phase B, and the number
of final FoCs selected in Phase C. As Table 2 illus-
trates, zero-shot learning with GPT-3.5 and Few-
Shot learning with Vicuna-13B failed to produce
any meaningful FoCs, and therefore these configu-
rations were not included in the qualitative results.
A further discussion of the context limitations of
the considered LLMs is provided in Appendix C.

Qualitative results: The quality of the final set
of FoCs was evaluated in terms of three properties:
(a) the soundness of the rationale provided by the
LLM when articulating a FoC; (b) the clarity of the
FoC articulation generated by the LLM; and (c) the
novelty of the final set of FoCs when compared to
the known FoCs in the reference dataset. Two lin-
guists were tasked to judge the soundness, clarity,
and novelty of final FoCs, with NS FoCs deemed
sound, and NC FoCs deemed clear. With NT final
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CoT Prompting Method System Discovered FoCs P-Rels S-Rels C-Rels Final FoCs

- HAC - - - - 321
Zero-Shot GPT-3.5 - - - - -
Few-Shot Vicuna-13B 27 - - - -
Few-Shot LLaMa-2-70B 2,006 49 615 567 48
Few-Shot GPT-3.5 1,795 831 159 431 318
Few-Shot GPT-4 2,021 875 499 177 331
CoT-ICACL LLaMa-2-70B 2,142 293 132 384 340
CoT-ICACL GPT-3.5 2,238 1,073 147 445 386
CoT-ICACL GPT-4 2,374 586 636 146 292

Table 2: Number of FoCs discovered in Phase A; number and type of relations between FoCs discovered in Phase B,
and final number of FoCs selected in Phase C.

CoT Prompting Method System Z A R RK F1 PA

- HAC - 36.14 76.32 68.14 49.05 15.98
Few-Shot LLaMa-2-70B 25.00 64.58 25.41 19.47 36.47 34.62
CoT-ICACL LLaMa-2-70B 35.29 68.86 42.06 47.32 52.22 42.11
Few-Shot GPT-3.5 5.03 41.19 70.43 51.33 51.98 28.08
CoT-ICACL GPT-3.5 39.38 53.37 89.57 78.76 66.88 39.39
Few-Shot GPT-4 79.46 78.25 89.62 73.45 83.55 70.97
CoT-ICACL GPT-4 97.60 95.89 94.92 86.73 95.40 93.81

Table 3: Evaluation results of the final set of FoCs.

FoC proposed by each method, then the quality
of reasoning (Z) involved in uncovering FoCs is
Z = NS/NT while the quality of the articulation
(A) of FoCs is A = NC/NT .

While metrics Z and A capture the soundness
and clarity of the final set of FoCs, we also consid-
ered four additional evaluation metrics that account
for the novelty of the FoCs. For each F , which
is a clearly articulated FoC, an expert linguist was
asked to find if F conveys the same information
as any FR, representing the FoCs available from
the reference dataset. When F and some FR state
the same thing, we consider F to be known, and
thus not novel. Let NK represent the number of
known FoCs judged in this way, and NF the total
number of reference FoCs. This allows us to de-
fine two additional evaluation metrics: (1) the R
metric, defined as R = NC/(NC + NF − NK),
which models the recall of clearly articulated FoCs;
and (2) RK = NK/NF which accounts for the
recall of known FoCs from all those available in
the reference dataset. Finally, as we desire the
FoCs to be both clearly articulated and fully re-
called, we combine the A measure with the R
measure into F1 = 2AR/(A + R). We also are
interested in measuring the clarity of the novel
FoCs, and therefore we use the evaluation met-
ric PA = (NC −NK)/(NT −NK). Table 3 lists
the results of all these evaluation metrics across all
methods for discovering FoCs. However, because

the clustering baseline does not involve any reason-
ing, it has no results for Z. Agreement between
linguists was measured on a sample of 1000 judg-
ments, with a Cohen’s Kappa of 0.62 indicating
moderate agreement (McHugh, 2012).

We also performed an evaluation of the relations
between FoCs discovered by GPT-4 employing
CoT-ICACL, given that this method produced the
best results for discovering FoCs. Expert inspec-
tion revealed that 96.56% of these relations were
correct. More specifically, 99.15% of P-Rels were
correct, 96.54% of S-Rels were correct and 86.30%
of C-Rels were correct. Mistakes are further ana-
lyzed in Appendix F.

System Better Equivalent Worse

HAC 2.60% 18.18% 79.22%
GPT-3.5 26.97% 29.21% 43.82%
GPT-4 55.10% 35.71% 9.18%

Table 4: Comparing the articulation clarity of uncovered
FoCs against reference FoCs.

5 Discussion

The results obtained when using CoT-ICACL with
GPT-4 as the LLM are not only the best, but they
are also impressive across all evaluation metrics.
Even when using CoT-ICACL with GPT-3.5 as the
LLM, our method obtained a substantial improve-
ment over the baseline for all evaluation metrics.
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Figure 4: Interactive website enabling an exploration of the discovered FoCs, FoC relations, and FoC taxonomies
discovered by GPT-4 employing CoT-ICACL for DA-FoC.

But unlike GPT-4, GPT-3.5 does not produce many
sound rationales, as revealed by the results of the Z
metric, showing that its reasoning capabilities are
limited when compared to GPT-4 (Espejel et al.,
2023). GPT-4 enabled the uncovering of many
more clearly articulated FoCs, as captured by the A
metric. Interestingly, many of the prompting meth-
ods were able to have good recall of the known
FoCs, created by experts. But in terms of both
clearly articulating FoCs and revealing all FoCs,
only methods powered by GPT-4 were competitive,
given the interpretation of the values of the F1 met-
ric. Furthermore, the values of the PA evaluation
results indicate that novel FoCs, which were not
discovered by experts, were well articulated only
when the used LLM was GPT-4. This makes us
conclude that uncovering FoCs from SMPs can be
performed with high values of soundness, clarity,
and novelty when using GPT-4 and can be further
improved with CoT-ICACL.
Articulation Quality: A different way of assessing
the clarity of the FoC articulation is made possible
when focusing only on the final FoCs (resulting
from Phase C) which had the same content as some
of the reference FoCs annotated in the reference
dataset. For each pair of FoCs (FK , FR), where the
uncovered FK was judged by a computational lin-
guist to convey the same information as a reference
FoC FR, the linguist was asked whether the articu-
lation of FK was (a) better, (b) worse, or (c) of the
same clarity as FR. The results of these judgments

are listed in Table 4. As expected, the baseline
method uncovers FoCs with vastly worse articula-
tion clarity (79.22%) than the reference FoCs. The
CoT-ICACL prompting of GPT-3.5 significantly
improves the clarity of FoC articulation, uncover-
ing 29.21% of known FoCs with the same clarity
quality as the reference FoCs and even improving
26.97% of the clarity of uncovered known FoCs.
The percentage of known FoCs articulated more
clearly is an impressive 55.10% when CoT-ICACL
used GPT-4, and only 9.18% of the known FoCs
are articulated with poorer clarity. This indicates
that CoT-ICACL with GPT-4 is capable of better ar-
ticulating FoCs uncovered from social media than
experts 55.10% of the time, while 37.71% of the
time the FoCs are articulated with equivalent clarity.
A 9.18% reduced clarity indicates that the need for
expert intervention is greatly reduced. Examples
are provided in Appendix E of discovered FoCs
and their quality of articulation.
Organizing the FoCs: The rationales generated by
CoT prompting with GPT-4 indicate the problems
addressed by the uncovered FoCs. This allowed
us to inspect the distribution of problems in the
final set of FoCs obtained when using CoT-ICACL
prompting with GPT-4. Our inspection indicates
that a total of 174 FoCs (59.6%) address Confi-
dence in vaccines; 39 FoCs (13.4%) address Col-
lective Responsibility; 28 FoCs (9.6%) address
Complacency; 23 FoCs (7.9%) address Compli-
ance; 19 FoCs (6.5%) address Constraints; 15 FoCs
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(5.1%) address Conspiracy; and 14 FoCs (4.8%)
address Calculation. Surprisingly, one FoC (0.3%)
addressed a new problem, namely Morality.

When using the CoT-ICACL prompting with
GPT-4, we found that the 586 P-Rels between
FoCs discovered allowed us to filter out 1,216 of
the uncovered FoCs, as they were paraphrasing
other FoCs. In addition, the S-Rels allowed us
to generate 130 FoC taxonomies, spanned by S-
Rels. These taxonomies contained on average 6
FoCs. The largest taxonomy contained 49 FoCs,
with a depth of 7. Sometimes, in a FoC taxonomy,
there were FoCs specialized as many as 13 times.
The taxonomies will enable further research on the
ideal specialization of an FoC articulation. We also
found that the final set of FoCs contained 43 pairs
of contradicting FoCs, demonstrating that opposing
viewpoints were common.

An interactive website enabling an exploration
of the discovered FoCs, FoC relations, and FoC
taxonomies has been made available3. Figure 4
illustrates how this interactive website operates.
Each node represents one of the final FoCs dis-
covered when using the CoT-ICACL promting of
GPT4, with the colors corresponding to the prob-
lems identified by CoT reasoning. Edges in the
graph represent specializing and contradicting rela-
tions, since all paraphrases have been eliminated.
Zooming in on the full graph enables an explo-
ration of the various automatically constructed FoC
taxonomies, and hovering over each node provides
the articulated FoC along with the identified prob-
lems and the number of SMPs evoking the FoC.
Hovering over the edges also provides the rationale
justifying the relation spanning the pair of FoCs.

6 Related Work

Initial large-scale research on frame identification
from social media has generally relied on unsuper-
vised approaches (Neuman et al., 2014; Meraz and
Papacharissi, 2013; de Saint Laurent et al., 2020)
which revealed interesting framing patterns, high-
lighted by lexical terms, but did neither articulate
any FoC nor discover any problems that FoCs ad-
dress. Classifiers aiming to identify frame-invoking
language were reported in Baumer et al. (2015), but
these classifiers did not identify the problems ad-
dressed by FoCs. The assumption that frames can
be associated with certain stock phrases was chal-

3https://personal.utdallas.edu/~maxwell.
weinzierl/discovery

lenged in Tsur et al. (2015), showing that frames
can also be associated with certain topics.

A growing body of research using supervised
NLP methods uses the Media Frames Corpus
(MFC) (Card et al., 2015). These methods detect
frame salient problems with techniques including
logistic regression (Card et al., 2016), recurrent
neural networks (Naderi and Hirst, 2017), lexicon
induction (Field et al., 2018), and fine-tuning pre-
trained language models (Khanehzar et al., 2019;
Kwak et al., 2020a). Furthermore, subcategories
of the policy frame dimensions annotated in MFC
were extracted with a weakly-supervised approach
(Roy and Goldwasser, 2020).

The only prior work that considered the analysis
of frames in social media was reported in Mendel-
sohn et al. (2021), where immigration policy prob-
lems were identified in SMPs with multi-label clas-
sification methods, relying on RoBERTa (Liu et al.,
2019). All these prior methods do not articulate
FoCs, they only discover them. We believe that the
release of the reference dataset used in our work,
which annotates both FoCs and the problems they
address, will facilitate new research in the diffi-
cult problem of discovering and articulating FoCs.
Finally, none of the previous methods have consid-
ered the need to learn to automatically provide a
rationale for the discovered FoCs or for their salient
problem(s), which our DA-FoC method enables by
using Chain-of-Thought prompting of LLMs with
In-Context Active Curriculum Learning.

7 Conclusion

This paper presents a new method capable to
discover and articulate Frames of Communica-
tion from social media. By combining Chain-of-
Thought prompting of LLMs with In-Context Ac-
tive Curriculum Learning, both previously known
and especially new frames were revealed. Exten-
sive evaluations show that when using GPT-4 with
CoT-ICACL, 86.73% of the frames identified by
experts were re-discovered on the same dataset
while also uncovering many new frames, which are
both clearly articulated and sound. The rationales
generated by GPT-4 with CoT-ICACL help us to
make sense of these uncovered FoCs, providing
additional insights for understanding why certain
problems are discussed on social media. The rela-
tions between frames help us discover when some
frames specialize others and when some frames
contradict others.
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8 Ethical Statement

We respected the privacy and honored the confiden-
tiality of the users that have produced the SMPs per-
taining to the dataset from Weinzierl and Harabagiu
(2022). We received approval from the Institutional
Review Board at the University of Texas at Dallas
for working with this Twitter social media dataset.
IRB-21-515 stipulated that our research met the
criteria for exemption #8(iii) of the Chapter 45 of
Federal Regulations Part 46.101.(b). Experiments
were performed with high professional standards,
avoiding evaluation on the test collection until a fi-
nal method was selected from training performance.
All experimental settings, configurations, and pro-
cedures were clearly laid out in this work, the sup-
plemental material, and the linked GitHub reposi-
tory. We do not perceive any major risks related to
our research, as our work is in service of improving
understanding of how COVID-19 vaccine hesitancy
is framed on social media. The public good was the
central concern during all enclosed research, with
a primary goal of benefiting both natural language
processing and public health research.

9 Limitations

The method capable to discover and articulate
Frames of Communication that is introduced in this
work focuses on social media posts from Twitter /
X. Therefore, our methodology may not work as
well on posts originating from other social media
platforms, particularly platforms such as Reddit,
where longer textual content is typical. Further-
more, our method relies only on the textual content
of posts. Many social media posts use also images,
videos, and other multimedia content. In future
work, we plan to extend our methods by enabling
them to discover and articulate Frames of Com-
munication by considering the entire multimodal
content of social media posts. In addition, we plan
to also extend the social media platforms on which
our methods can operate.

An important limitation of our approach stems
from the need to have available a reference dataset
of social media posts annotated with frames of
communication that were discovered to be evoked
in them. These frames of communication need
to be discovered with inductive frame analysis
(Van Gorp, 2010) on the set of social media posts.
The postings evoking each frame from this reper-
toire of frames of communication also need to be
known. This requires significant efforts from com-

munication experts. In addition, the problems re-
vealed by each frame need to be annotated such that
our chain-of-thought prompting methodology may
have demonstrations. Semi-automatic methods that
propose the frames of communication evoked in
social media posts and predict the problems that
are addressed by the frames are considered in our
future work, to alleviate these limitations.

Finally, our method only considered frames of
communication for “COVID-19 Vaccines" due to
the only existing dataset where frames of communi-
cation are annotated. Therefore, we could consider
additional datasets that may cover a variety of top-
ics, such as the policy problems addressing immi-
gration, tobacco, or same-sex marriage, which are
covered in the Media Frames Corpus (MFC) (Card
et al., 2015). In future work, we shall contemplate
the discovery of frames of communication for a
variety of topics and domains.
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A Difficulty Modeling Experiments

Model Accuracy

Cross-Encoder 59%
Misinfo-GLP 63%
BERTScore 67%
SBERT 71%

Table 5: Difficulty function results from initial experi-
ments with different difficulty models.

Initial experiments were conducted on the CO-
VAXFRAMES dataset to determine which models
of difficulty could serve to guide curriculum learn-
ing. 5 FoCs were manually selected from COV-
AXFRAMES to serve as a reference for difficulty
models. For each of the selected FoCs, 20 pairs
of SMPs were sampled for a total of 100 pairs of
SMPs. An expert linguist judged which of the two
SMPs in each pair was more difficult to recognize
as evoking the respective FoC, which enabled mea-
suring how accurately different difficulty models
aligned with these human preferences, similar to
Reinforcement Learning with Human Feedback
(Christiano et al., 2017). Table 5 illustrates the ac-
curacy of the various difficulty models considered
in Section 3.

The Cross-Encoder approach, introduced by
Nogueira and Cho (2020), employs a BERT-based
model to measure relevance and was trained on MS-
MARCO (Nguyen et al., 2016). The Misinfo-GLP
method (Weinzierl and Harabagiu, 2021) employs
graph-link prediction to identify whether an SMP
evokes a misinformation FoC about COVID-19 vac-
cines. BERTScore (Zhang* et al., 2020) employs
BERT to measure the F1 score between the contex-
tualized embeddings of a reference sequence and
a candidate sequence. Sentence-BERT (SBERT)
(Reimers and Gurevych, 2019) produces sentence-
level embeddings trained contrastively to be close
together in Euclidean distance if the semantics of
the sentences are similar. SBERT clearly resulted
in the closest aligned measure of difficulty, with an
accuracy of 71% in modeling human judgments of
difficulty for recognizing frame evocation. There-
fore, we utilized SBERT for all difficulty modeling
in In-Context Active Curriculum Learning.
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Tr Final Z A R RK F1 PA

FoCs

2 292 97.60 95.89 94.92 86.73 95.40 93.81
3 157 96.82 95.54 74.63 54.87 83.80 92.63
4 99 96.97 93.94 56.02 35.40 70.19 89.83
5 73 97.26 91.78 44.97 27.43 60.36 85.71

Table 6: Ablation evaluation results over the relevance threshold from Phase C, producing the final set of FoCs for
CoT-ICACL with GPT-4.

B Chain-of-Thought Prompting Details

The task-specific prompt provided for Phase A of
DA-FoC (a) instructs the LLM to use the definition
of FoCs from Entman (1993) and (b) details of the
task. The prompt is illustrated in Figure 5.

Frames of communication select particular aspects of an issue 
and make them salient in communicating a message. Social 
science stipulates that discourse almost inescapably involves
framing – a strategy of highlighting certain issues to promote a
certain interpretation or attitude. It has been argued that "to 
frame is to select some aspects of a  perceived reality and make 
them more salient in a communicating text, in such a way as to 
promote problem definition, causal interpretation, moral 
evaluation, and/or treatment recommendation."
The Task:  
You will be tasked with identifying and articulating vaccine 
hesitancy framings on the social media postings. You should 
discuss your reasoning first, and then provide a final decision. 
Each social media posting provided may or may not contain one 
or more frames of communication, so your first step is:
 (a) Reason about whether the posting contains a frame (or 

more frames), or just states something factual or an experience.
 If the posting contains a frame, the next step is
 (b) Articulate that frame succinctly.
 You will perform these steps until the answer to (a) is false, 

either   because there are no frames in the posting, or because 
you have already articulated all the frames.

Figure 5: Task definition prompt for Phase A, the artic-
ulation of FoCs from SMPs for DA-FoC.

The LLM is asked to first produce a rationale
for each FoC it may uncover in each exemplified
SMP, and then it is asked to articulate the FoC.
Moreover, since more than one FoC may be evoked
by the same SMP, the LLM is instructed to uncover
all FoCs evoked in an SMP. Similarly, the task-
specific prompt provided for Phase B of DA-FoC
is illustrated in Figure 6.

C Context Length Limitations

All LLMs considered in Section 4 have a limited
context length, defined by the number of tokens
the LLM can consider in a single prompt. Table 7
presents the maximum context lengths possible for
each of the considered LLMs. We note that Vicuna-
13B has such a small context that it can barely
fit the task-specific prompt and necessary demon-

Model Max Context Length

Vicuna-13B 2,048
LLaMa-2-70B 4,096
GPT-3.5 4,096
GPT-4 8,192

Table 7: Maximum context length comparisons between
LLMs used for CoT-ICACL.

strations for few-shot learning, and this limitation
is likely why Vicuna-13B performed so poorly in
our evaluations, discussed in Section 4. However,
LLaMa-2-70B, GPT-3.5, and GPT-4 had no prob-
lem including demonstrations for few-shot learning
and In-Context Active Curriculum Learning.

D Ablation Experiments over Relevance
Threshold

The relevance threshold Tr = 2 corresponds to
requiring two or more SMPs to evoke each FoC
for that FoC to be considered relevant. Higher
relevance thresholds can be considered, which pro-
duce a different final number of FoCs when em-
ploying CoT-ICACL with GPT-4, illustrated in Ta-
ble 6. Further manual judgments were performed
on Tr > 2, also provided in Table 6. As the thresh-
old for relevance increased, fewer and fewer final
FoCs were produced leading to a major decrease in
recall metrics. Interestingly, we also see a notice-
able decline in the quality of new FoCs, measured
by PA, which could indicate that the new high-
quality FoCs discovered with Tr = 2 correspond
more often to FoCs with lesser relevance. Human
annotators likely missed these FoCs in construct-
ing COVAXFRAMES because much fewer SMPs
evoke them. Furthermore, as the test collection
is only a representative sample of 2,113 SMPs, it
was difficult to justify Tr > 2, as Tr = 2 already
corresponds to 0.1% of the population of SMPs.
If we assume this sample is representative, then
Tr = 2 would correspond to a minimum evocation
of approximately 470 SMPs per month for each
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Frames of communication select particular aspects of an issue and make them salient in communicating a message. Social science stipulates 
that discourse almost inescapably involves framing – a strategy of highlighting certain issues to promote a certain interpretation or attitude. It 
has been argued that "to frame is to select some aspects of a  perceived reality and make them more salient in a communicating text, in such a 
way as to promote problem definition, causal interpretation, moral evaluation, and/or treatment recommendation."
The Task:  
You will be tasked with identifying relationships between vaccine hesitancy framings. You should discuss your reasoning first, and then provide 
a final decision. Each framing provided may or may not be involved in a single relationship with one framing from a provided set of similar 
framings. We will consider three possible relationships:
1. Paraphrases(X,Y): X and Y say essentially the same exact thing, with different words or phrasing. If one person agreed with X, they would 
agree with Y, and vice versa. Frames should share the same cause and the same problem to be considered paraphrases.
2. Specializes(X,Y): X is a more specific or detailed framing of Y. Notice the order of X and Y is important for this relationship, as X is more 
specific and Y is more general. Frames should share the same problem, but have more specific or general causes to be considered specializes.
3. Contradicts(X,Y): X and Y contradict each other, such that they frame the same exact issue from opposing perspectives. If one person agreed 
with X, they would disagree with Y, and vice versa. Be extremely careful with the contradicts relationship, as we do not want two frames to 
contradict simply because they say the vaccine is safe vs unsafe, the frames need to have the same cause to contradict, such as safe due to 
being tested vs unsafe due to being rushed. The two frames X and Y should essentially paraphrase each other, sharing the same problem and 
cause but from opposing perspectives.
4. No relationship: There are no relationships between the new framing and any of the provided framings.
You should
(a) Reason about if the framing holds one of the above relationships with any of the provided framings.
Multiple relationships could be true, but prioritize in the order provided: If a paraphrase relationship holds, it must be provided.
If there is no paraphrase, then look for specialize. If there is a specialize relationship, provide it, otherwise look for contradicts.
Finally, if there is no contradicts relationship, answer no relationship.
If a relationship is identified, then
(b) State that relationship, using the IDs for each framing.

Figure 6: Task definition prompt for Phase B, the discovery of FoC relations for DA-FoC.

FoC, using the collection criteria from Weinzierl
and Harabagiu (2022).

E Successful and Erroneous FoC
Examples and Relations Spanning
Them

An example of a known uncovered FoC which was
judged to be more clear than an FoC discovered by
experts on COVAXFRAMES is FoC2 :“Preference
for getting COVID-19 and fighting it off than get-
ting vaccinated", the known FoC, and FoC3 :

“Natural immunity is better than vaccine immunity",
a FoC discovered by GPT-4 with CoT-ICACL. An
example of an uncovered FoC that was not known
and is clear as well as sound is FoC4: “Avoiding
people is a better strategy than getting the COVID-
19 vaccine". The rationale generated by CoT for
FoC4 is: “The problem of calculation is due to the
cause that a trade-off is being made, where taking
the vaccine is not worth the calculated risk when
compared to avoiding people." Also, an example of
a newly discovered FoC5 which specializes some
FoC6 can be provided for FoC5: “People should
make their own decisions about COVID-19 vacci-
nation without being chastised" and FoC6 : “Peo-
ple should make informed decisions about COVID-
19 vaccination." An example of contradictory FoCs
is established between FoC7: “Getting the COVID-
19 vaccine will protect those who cannot get the
vaccine" and FoC8: “The COVID-19 vaccine only
benefits the recipient." These examples show that in

addition to uncovering and articulating FoCs from
social media, the method that we have presented
discovers interesting and informative relations be-
tween FoCs. Moreover, the rationales generated
to make sense of these FoCs provide additional in-
sights for understanding why certain problems are
discussed on social media.

F Errors in Articulated FoCs and FoC
Relations

A closer inspection of the edited demonstrations
from Phase A of the curriculum built for GPT-4
demonstrates the kinds of early mistakes, which
were corrected through editing with CoT-ICACL.
GPT-4 mistakenly only articulated a single FoC,
when the prompted SMP evoked multiple FoCs,
for five out of the six edited demonstrations. The
sixth demonstration had sound rationale, but an
overly verbose articulation of the FoC. In Phase B,
GPT-4 required 20 examples to be edited, where
7 edited examples involved incorrect P-Rels on
FoCs which shared problems; 6 edited examples
included missed P-Rels; 4 examples were edited
where GPT-4 incorrectly directed the S-Rel, and 3
edited examples were added for C-Rels which were
incorrectly identified once as a P-Rel, and twice as
no relation.
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